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Introduction

We start with explaining the words of the title.

Spectra in noncommutative algebraic geometry.

Topologizing subcategories and the spectrum Spec(−). Let CX be an abelian
category thought as the category of quasi-coherent or coherent sheaves on a ’space’ X.

Recall that a full subcategory of CX is called topologizing if it is closed under finite
coproducts and taking subquotients. For any object M of CX , let [M ] denote the smallest
topologizing subcategory of CX containing M . It is described explicitly as follows: objects
of [M ] are all subquotients of a finite coproduct of copies of M . The spectrum Spec(X)
consists of all nonzero subcategories of the form [M ] such that for any nonzero subobject
N of M , the subcategories [N ] and [M ] coincide. It is regarded together with the preorder
⊇ called, with a good reason, the specialization preorder. The specialization preorder
determines a topology τX which is the finest among the reasonable topologies on Spec(X):
the closure of a set consists of all specializations of its elements.

The closed points of (Spec(X), τX) and simple objects of CX . If M is a simple
object of the category CX , then objects of the subcategory [M ] are finite coproducts of
copies of M . It follows that [M ] is a minimal element of Spec(X), hence it is a closed
point of the topological space (Spec(X), τX). This defines an injective map from the set
of isomorphism classes of simple objects into the set Spec0(X) of closed points of the
space (Spec(X), τX). If all nonzero objects of the category CX have simple subquotients
(say, CX has enough objects of finite type), then this map is bijective: each closed point
of (Spec(X), τX) is of the form [M ] for a simple object M .

This relates the spectrum Spec(X) with classical representation theory.

The spectrum Spec(−) and the prime and completely prime spectra of
rings. Recall that the completely prime spectrum, Spec1(R), of an associative unital ring
R consists of all two-sided ideals p of R such that R− p is a multiplicative set. The prime
spectrum, Spec(R), of R is formed by all two-sided ideals p such that the set of all two-sided
ideals of R which are not contained in p is closed under multiplication. These two notions
coincide when the ring R is commutative. Notice that the completely prime spectrum is
functorial with respect to (unital) ring morphisms – the preimage of a completely prime
ideal is completely prime. The similar assertion for the prime spectrum is not true.

For an arbitrary associative unital ring A, the assignment p 7→ [A/p] is an injective
map from Spec1(A) to Spec(X), where CX is the category A −mod of left A-modules.
Much more subtle result [R, Ch.I] shows that the map p 7−→ [R/p] is an embedding of
Spec(R) into Spec(X), if R is a left noetherian ring. If the ring R is commutative (or,
more generally, R is a PI ring), then the map Spec(R) −→ Spec(X) is bijective.
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Local ’spaces’ and categories. We call a ’space’ X, and the representing it abelian
category CX , local if the category CX has the smallest nonzero topologizing subcategory, or,
equivalently, the intersection of all nonzero topologizing subcategories of CX is a nonzero
subcategory. The smallest nonzero topologizing subcategory of CX is a unique closed
point of Spec(X). Therefore, a local abelian category has at most one isomorphism class
of simple objects. In particular, the category of modules over a commutative associative
unital ring is local iff the ring is local.

Serre subcategories and the spectrum Spec−(X). For a subcategory T of
CX , let T − denote the full subcategory of CX generated by all objects M such that
any nonzero subquotient of M has a nonzero subobject which belongs to T . One can
show that the subcategory T − is thick (that is topologizing and closed under extensions)
and (T −)− = T −. We call a subcategory T of CX a Serre subcategory if T = T −. In
the case when CX is a Grothendieck category, we recover the conventional notion: Serre
subcategories are precisely thick subcategories closed under infinite coproducts.

The elements of the spectrum Spec−(X) are all Serre subcategories P of the abelian
category CX such that the quotient category CX/P = CX/P is local. Similarly to Spec(X),

the spectrum Spec−(X) is endowed with the specialization preorder ⊇.

If CX is a locally noetherian Grothendieck category, or, more generally, a Grothendieck
category with a Gabriel-Krull dimension, then the map which assigns to every object E of
CX its left orthogonal, ⊥E (– the full subcategory of CX generated by all objects which
have no nonzero morphisms to E) induces an isomorphism between the set of isomorphism
classes of indecomposable injectives and Spec−(X) [R, Ch.VI].

Thus, Spec−(X) might be regarded as an extension of the Gabriel’s injective spectrum
to ’spaces’ represented by arbitrary abelian categories.

A canonical embedding of Spec(X) into Spec−(X). For any object M of an
abelian category CX , let 〈M〉 denote the full subcategory of CX generated by all objects N
such that M does not belong to the subcategory [N ]. The following assertion [R4] explains
the connection between the spectra Spec(X) and Spec−(X).

The map [M ] 7−→ 〈M〉 induces an embedding of Spec(X) into Spec−(X). Its image
consists of all Serre subcategories P of CX such that the intersection P∗ of all topologizing
subcategories properly containing P contains P properly too.

Localizations at points of Spec−(X). Residue skew fields. Suppose an element
of Spec−(X) is such that CX/P has a simple object. We denote its endomorphism ring
by kP and call it the residue skew field of the point P. Since all simple objects of CX/P
are isomorphic to each other, the skew field kP is determined uniquely up to isomorphism.
The smallest non-trivial topologizing subcategory of CX/P is isomorphic to the category
of finite-dimensional vector spaces over the residue skew field kP .

In particular, to every point Q = [M ] of the spectrum Spec(X) such that the quotient

category has simple objects, we assign the residue field of the point Q̂ = 〈M〉 of Spec−(X)
and call it the residue field of the point Q.

The spectra Spec0
c (X) and Spec−c (X). If CX is an arbitrary abelian category, then

the spectra Spec(X) and Spec−(X) are the most reasonable choices. If CX is an abelian
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category with exact filtered colimits (otherwise called here a category with the property
(sup)), then there are two other spectra which might be more adequate – Spec0

c(X) and
Spec−c (X). For instance, if CX is the category of quasi-coherent modules or D-modules
on a non-quasi-compact scheme (like the flag variety of a Kac-Moody Lie algebra), then
Spec(X) and Spec−(X) must be replaced by respectively Spec0

c (X) and Spec−c (X).
Recall that a subcategory T of a category CX is called coreflective if the inclusion

functor T −→ CX has a right adjoint. The spectrum Spec0
c (X) is obtained by replacing

in the definition of Spec(X) topologizing subcategories by coreflective topologizing subcat-
egories. In particular, the smallest topologizing subcategory containing the object M is
replaced by the smallest coreflective topologizing subcategory [M ]c containing M .

The elements of Spec−c (X) are all Serre subcategories P of CX such that the quotient
category CX/P has the smallest nonzero coreflective topologizing subcategory.

If CX is the category of quasi-coherent sheaves on a scheme (X ,OX ) such that the
inclusion of all its points has a direct image functor, then the spectrum Spec0

c (X) endowed
with Zariski topology (which can be defined in purely categorical terms) is isomorphic to
the underlying topological space of the scheme. If the scheme in question is quasi-compact,
then Spec0

c (X) coincides with Spec(X) and Spec−c (X) with Spec−(X).
More generally, Spec0

c (X) = Spec(X) and Spec−c (X) = Spec−(X) if all nonzero
objects of the category CX have simple subquotients. In particular, the equalities hold if
CX is the category of modules over an associative ring, or, more generally, the category of
quasi-coherent sheaves on a noncommutative quasi-compact scheme. By this reason, we
shall mostly discuss the spectra Spec0

c (X) and Spec−c (X).

Associated points.

With each of the spectra, it is related the corresponding notion of associated points.
Let M be an object of the category CX . An element P of Spec(X) is called an

associated point of M in Spec(X) if M has a nonzero subobject L such that P = [L] and
L is 〈P〉-torsion free (equivalently, L is right orthogonal to 〈P〉). We denote the set of
associated points of M in Spec(X) by Ass(M).

The set Ass−(M) of associated points of the object M in Spec−(X) consists of all
P ∈ Spec−(X) such that the localization MP of M at P has a closed associated point;
that is MP has a nonzero subobject which belongs to the smallest topologizing subcategory
of CX/P. If CX/P has simple objects (which is the case when CX is locally noetherian,
or, more generally, has a Gabriel-Krull dimension), then the condition means precisely
that MP has a nonzero socle. If CX is the category of coherent sheaves on a noetherian
scheme, then this notion coincides with the Grothendieck’s notion of associated points
(prime cycles) of a coherent sheaf.

Associated points of M in Spec0
c(X) are defined similary to those in Spec(X), and

their set is denoted by Assc(M). The reader can now easily figure out what is the set
Ass−c (M) of associated points of M in Spec−c (X).

The natural embeddings

Spec(X) −−−→ Spec0
c (X)y

y
Spec−(X) −−−→ Spec−c (X)

(1)
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induce the corresponding embeddings of the associated points

Ass(M) −−−→ Assc(M)y
y

Ass−(M) −−−→ Ass−c (M)

All four types of associated points have properties analogous to the known properties
of associated points of modules over commutative rings (see Appendix 3).

Representations.

Irreducible representations and the spectra. A classical problem of representa-
tion theory is the construction of (interesting classes of) irreducible representations. From
the point of view of noncommutative algebraic geometry, this problem is a part of a more
natural and more general problem of constructing objects representing elements of an ap-
propriate spectrum. Like in commutative algebraic geometry, where the set of maximal
ideals of a ring is replaced by its prime spectrum.

It is worth to mention that, under some mild general nonsense conditions (which hold
in all cases we are interested in), all four spectra considered here have the same set of closed
points; i.e. the maps (1) above induce isomorphisms between the sets of closed points.

On the experimental level, the work on the realizations of points of the spectrum
started at the end of nineteen eighties with constructing realizations of the spectrum of
several ’small’ algebras which appear in representation theory and mathematical physics,
like the first Weyl and Heisenberg algebras and their quantum analogs, (classsical and
quantized) enveloping algebra of sl(2), quantum algebra of functions on SL(2). Some
of the computations are gathered in Chapers II and IV of the monograph [R]. All these
examples, however, are of a special nature – they belong to the class of so called ’hyperbolic’
algebras or rank 1 [R, Ch.2] which is particularly convenient for spectral computations.
Algebras of skew differential operators is the only other class of algebras whose spectrum
was effectively computed “by hands”[R6].

Continuous, affine, and locally affine morphisms of ’spaces’. ’Spaces’ of this
work are represented by abelian categories and morphisms of ’spaces’ X −→ Y by isomor-
phism classes of additive, inverse image, functors CY −→ CX between the corresponding

categories. A morphism of ’spaces’ X
f
−→ Y is called continuous if its inverse image

functor, CY
f∗

−→ CX , has a right adjoint, f∗, called the direct image functor of f .

A morphism of ’spaces’ X
f
−→ X is called affine if its inverse image functor CX

f∗

−→ CX

has a right adjoint, f∗ (– the direct image functor of f) which is conservative (same as
faithful in abelian case) and has a right adjoint f !. It follows that f∗ preserves all limits
and colimits; in particular, it is exact.

A morphism of ’spaces’ X
f
−→ X is called locally affine if it admits an affine cover,

which is a family of morphisms {Ui
ui−→ X | i ∈ J} such that their inverse image functors,

u∗i , are exact localizations whose kernels are Serre subcategories of CX, the intersection of
all kernels is zero, and the compositions f ◦ ui are affine morphisms for all i ∈ J .

Noncommutative schemes can be regarded as examples of locally affine morphisms.
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Continuous morphisms and spectra. Induction problem. Let X and X be

’spaces’ represented by abelian categories, resp. CX and CX , X
f
−→ X a continuous

morphism of ’spaces’, P a point of the spectrum of X. The induction problem is to find
representaves M of the spectrum of X such that P is an associated point of f∗(M).

Here by the spectrum of a ’space’ X we understand usually Spec0
c (X) or Spec(X) and

sometimes one the remaining two spectra, Spec−c (X) or Spec−(X), more precisely, their
’dual’ versions, Specc

−(X) and Spec−(X) – natural extensions of respectively Spec0
c (X)

and Spec(X) introduced in 2.9.4.

This work is concentrated around a (spectral version of the induction) construction
which gives a solution of this problem in the case when f is a locally affine morphism
and the pair (f,P) satisfies certain additional conditions. We explain first its special case
which can be formulated without preliminaries.

A special case of the construction. Let A and B be associative unital k-algebras,

CX = B−mod, CX = A−mod, and the morhpism X
f
−→ X is induced by a k-algebra mor-

phism A
ϕ
−→ B. Fix a simple A-module P . Let B̃P denote the class of all A-subbimodules

N of B which are flat as right A-modules and such that N ⊗A P is isomorphic to a direct
sum of copies of P . We call the supremum, BP , of the family B̃P the stabilizer of P in
B. Pick a simple BP -module M whose restriction to A is isomorphic to the direct sum of
copies of P . The B-module B⊗BP

M has the largest B-submodule, tP (B⊗BP
M), whose

restriction to A does not have any subquotients isomorphic to P . We denote by LP (M)
the quotient module B ⊗BP

M/tP (B ⊗BP
M). Under certain aditional conditions, the

(multivalued in general) map P 7−→ LP (M) produces simple B-modules.

An effect of noncommutativity. Notice that the above construction is useless if
the algebras are commutative, because in this case, the stabilizer BP coincides with the
whole algebra B. In general, the size of BP over A can be regarded as a measure of
the noncommutativity of the data (A → B,P ). In the best, noncommutative, case, the
stabilizer BP coincides with the image of A which makes the construction look particularly
familiar: LP (M) ' B ⊗AM/tP (B ⊗AM).

The insufficiency of the special case. With rare exceptions, most of isomorphism
classes of simple B-modules cannot be reached this way. But, under certain finiteness
conditions, all isomorphism classes of simple B-modules, more generally, all points of
the spectrum of X (where CX = B − mod), can be realized if we allow P run through
representatives of all, not necessarily closed points of the spectrum of the ’space’ X, where
CX = A−mod. The construction in this case becomes more subtle.

Besides, it is important to consider a non-affine version of this construction in order
to include into the picture D-modules on (quantized and classical) flag varieties and other
(commutative and noncommutative) schemes. Therefore, algebras are replaced by ’spaces’
represented by abelian categories and morphisms of algebras by locally affine morphisms
of ’spaces’. The meaning of the last words is explained above.

Reduction to the affine case and glueing. It follows from the results of [R7] that

if a locally affine morphism X
f
−→ X admits a finite affine cover {Ui

ui−→ X | i ∈ J}, then
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the problem can be split into solving it for each affine morphism Ui
fui
−→ X and checking

certain glueing conditions (explained in Section 7). If the spectrum is Spec0
c (X), then the

same holds for arbitrary infinite covers as well.

The construction. A natural setting consists of an abelian category CX endowed
with an action of a svelte monoidal category Ẽ on CX given by a monoidal functor Φ̃ with
values in exact continuous (i.e. having a right adjoint) endofunctors of CX . If CX has
small limits and colimits (say, it is a Grothendieck category), then the forgetful functor

ϕ∗ from the category CA of Φ̃-modules to the category CX is a direct image functor of an

affine morphism, A
ϕ
−→ X, hence (by Beck’s theorem) the category CA can be replaced by

the category of modules over the monad Fϕ associated with (the inverse and direct image
functors of) ϕ and functor ϕ∗ by the forgetful functor Fϕ −mod −→ CX .

To each point P of the spectrum of X, there corresponds its stabilizer which is the full
monoidal subcategory Ẽ(P) of Ẽ (defined in 4.1.1). The category CAP

of modules over the

(induced by Φ̃) action Φ̃(P) of Ẽ(P) is equivalent to the category of modules over a monad
Fϕ

P
, which is also called the stabilizer of P. Thus, we have a commutative diagram

A
f
P

−−−→ AP

ϕ↘ ↙ ϕ
P

X

of affine morphisms. Let LP denote the composition of the functor f∗
P

and the functor which

assigns to every object of the category CA the quotient of this object by its ϕ−1
∗ (P̂)-torsion,

where P̂ is the Serre subcategory of CX corresponding to P.
Let Spec0c (A) denote the family of all objects M such that [M ]c = Q is an element

of the spectrum Spec0
c (A) and M is Q̂-torsion free. In other words, objects of Spec0c (A)

are representatives of elements of the spectrum. Let SpecPc (AP) denote the family of all
objects of Spec0c (AP) such that P is an associated point of their image in CX . If the

functor f∗
P

is exact and faithful and the action Φ̃ satisfies certain ’ampleness’ conditions,
then the functor LP transforms every object of SpecPc (AP ) into an object of the spectrum
of the ’space’ A. Moreover, every object of the spectrum of A whose image in CAP

has an
associated point which belongs to SpecPc (AP) is equivalent to the image of this associated
point by the functor LP . The functor LP maps simple objects from SpecPc (AP) to simple
objects of CA (see Theorem 4.2 for details).

Finiteness conditions. In the construction above, given a representative M of a
point P of the spectrum of A such that ϕ∗(M) has an associated point P, one needs certain
finiteness conditions which garantee that P can be obtained via the construction; i.e.
that it coincides with [LP(V )] for some object V of SpecPc AP . The most straightforward
finiteness conditions say that P is an associated point of ϕ∗(M) of finite multiplicity.
The latter means that the local category CX/P has simple objects and the localization
of ϕ∗(M) at P has a finite socle. The length of this socle is called the multiplicity of the
associated point P in u∗(M). This finiteness condition works for the spectra Spec−(−)
and Spec−c (−) and, in certain cases, for Spec(−) and Spec0

c (−).
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Holonomic objects. Given a continuous morphism A
ϕ
−→ X, we call an object M

of the category CA holonomic over X if each nonzero subquotient of ϕ∗(M) has associated
points in Spec−c (X) and all these associated points are of finite multiplicity.

If CX is the category of quasi-coherent sheaves on a smooth scheme X and CA is the
category of D-modules on X , then holonomic objects are precisely holonomic D-modules.

If CX is the category of quasi-coherent sheaves on the quantum flag variety of a
semisimple Lie algebra g and CA is the category of quasi-coherent Uq(g)-modules on X
(cf. [LR2]), then holonomic objects are called holonomic quantum D-modules.

All simple holonomic objects can be obtained via the described above construction
(i.e. by applying the functors LP ). Thanks to their functorial properties, the desctiption
of holonomic objects is directly reduced to their description on elements of any affine cover.

Organization of the text.

The first two sections contain preliminaries. Section 1 provides a short dictionary
for ’spaces’ and morphisms of ’spaces’. We remind the notions of continuous, affine, and
flat morphisms of ’spaces’ and basic facts about them needed in the main body of the
text. Section 2 gives a short sketch of spectral theory of ’spaces’ represented by abelian
categories and related notions and facts.

Sections 3 and 4 are dedicated to the mentioned above construction of points of the
spectrum Spec0

c (A). We conclude Section 4 with the reduction to the case when CX is
an element of Spec0

c (X); i.e. CX is the generic point of X. This reduction is useful for
analyzing special cases. Two of them are considered in Section 5. The first one is when
the functor Fϕ = ϕ∗ϕ

∗ is isomorphic to a direct sum of autoequivalences. The second case
is when the functor Fϕ differential and exact. The functor Fϕ being differential implies
that Fϕ (as well as every its subquotient) preserves each Serre subcategory of CX . In
combination with the exactness, this implies that Fϕ is compatible with localization at
any Serre subcategory. In each of these two cases, we are able to obtain a much more
detailed picture and in the first case a convenient variant of Theorem 4.2.

Curiously, both cases (which are, in a sense, perpendicular to each other) appear in
the example of the Weyl algebra An. Recall that An is the k-algebra generated by xi, yi
subject to the relations [xi, yj ] = δij , [xi, xj] = 0 = [yi, yj] for all 1 ≤ i, j ≤ n.

Taking as CX the category of modules over the polynomial algebra k[y] = k[y1, . . . , yn],
and CA = An −mod, we obtain a differential monad on X with Fϕ = An ⊗k[y] −.

Taking as CX the category of modules over the polynomial algebra k[ξ] = k[ξ1, . . . , ξn],
where ξi = xiyi, 1 ≤ i ≤ n, we obtain the functor Fϕ = An ⊗k[ξ] − which is a direct sum
of autoequivalences of the category k[ξ]−mod.

This is discussed in more detail in Section C1 of “Complementary facts”.

One of the main tools of studying spectra is the localization at appropriate Serre sub-
categories. The localization simplifies considerably the picture, so that in many cases it is
not difficult to compute the spectrum of the quotient ’space’. But, unlike the commutative
case, in general, not all points of the spectrum of the quotient ’space’ corresponding to
an ’open’ subspace are localizations of points of the ’space’ we started with. All we can
say is that these points come from the contrepart Specc

−(X) of the spectrum Spec−c (X)

(introduced in 2.9). Notice that Spec−c (−) and, therefore, Specc
−(−), are functorial with
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respect to localizations at Serre subcategories. These are some of the reasons why we need
an analog of Theorem 4.2 for Specc

−(X) which is given in Section 6.
In Section 7, we remind local properties of the spectra which allow to construct ele-

ments of the spectra in the case of locally affine morphisms and simplify their construction
in affine cases. We illustrate the general constructions of this work by a rough sketch of
their applications to D-modules on classical and quantum flag varieties. In the classical
case, the local properties of the spectra allow to reduce the study D-modules on the flag
variety to the study of modules over the Weyl algebra An, where n is the dimension of the
flag variety. Following the philosophy of this work, we study the spectrum of the affine
scheme Sp(An) via hyperbolic coordinates, k[ξ] −→ An mentioned above. Some details
of this study are provided in “Complementary facts”. It is worth to mention that Weyl
algebras play also a crucial role in the representation theory of nilpotent Lie algebras:
if g is a finite-dimensional nilpotent Lie algebra over an algebraicly closed field of zero
characteristic, then the set of primitive ideals of its universal enveloping algebra U(g) is
parametrized by the orbits of adjoint action on the dual space g∗; and for any primitive
ideal J, the quotient algebra U(g)/J is isomorphic to the Weyl algebra An.

In “Complementary facts”, besides of a fragment of the spectral theory of Weyl alge-
bras obtained via their hyperbolic structure, there are some remarks about application of
our induction machinary to natural subalgebras of the enveloping algebras and their quan-
tum analogs. Thus, we observe that highest weight modules are recovered by applying our
induction functor together with Harish-Chandra homomorphism to Cartan subalgebras.
Similarly in the case of quantized enveloping algebras. More curious possibilities appear if
we use upper triangular part instead. There is no attempt to do ’real’ applications here.
Some of them will appear in consequent papers.

Appendix 1 contains facts on affine morphisms and differential monads, both play a
big role in the main body of the text. Appendix 2 is dedicated to associated points and
produces a noncommutative version of the classical facts of commutative algebra.

Different parts of this text were written during my visiting the Max Planck Institut
für Mathematik in Bonn in July – August of 2004 and IHES in July of 2005. The present
version of the paper was finished during my visits of MPIM and IHES in 2006. The
beginning of this work was partially supported by the NSF grant DMS-0070921.
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1. Preliminaries on ’spaces’ and morphisms of ’spaces’.

The purpose of this section is to fix notations and provide the reader with a required for
this work part of the vocabulary of noncommutative algebraic geometry – an interpretation
of geometric notions in which ’spaces’ are represented by categories and morphisms of
’spaces’ by (inverse image) functors. Although in this work we are mainly interested in
the case when the categories representing ’spaces’ are abelian and functors representing
morphisms are additive, most of general notions (including the notion of a noncommutative
scheme) and constructions do not depend on the abelian hypothesis and are more natural
and useful without it. Besides, in the consequent papers, there will be non-abelian (derived
and exact) versions of the results of this work.

Details (and proofs) can be found in [KR2].

1.1. ’Spaces’ represented by categories. The category of ’spaces’ is the category
|Cat|o which has the same objects as the category Catop opposite to Cat; morphisms from
X to Y are isomorphism classes of functors CY −→ CX . For a morphism of ’spaces’

X
f
−→ Y , we denote usually by f∗ a representative of the class f and call it an inverse

image functor of f . The composition of morphisms is defined naturally: f ◦ g is the
isomorphism class of the the composition g∗ ◦ f∗ of inverse image functors.

1.1.1. The functors Spk and noncommutative affine k-schemes. Let k be a
commutative unital ring. The category Affk of noncommutative affine k-schemes is the
category opposite to the category Algk of associative unital k-algebras.

For an associative unital k-algebra R, the ’space’ Spk(R) is defined by taking as

CSpk(R) the category R−mod of left R-modules. To every k-algebra morphism R
ϕ
−→ S,

there corresponds a ’space’ morphism Spk(S) −→ Spk(R) with the inverse image functor
ϕ∗ = S ⊗R − : R−mod −→ S −mod. This defines a functor Spk from Affk = Algopk to
the category |Cat|o of ’spaces’.

1.2. Localizations and conservative morphisms. Let Y be a ’space’ and Σ a class
of arrows of the category CY . We denote by Σ−1Y the ’space’ such that the corresponding
category coincides with (the standard realization of) the quotient of the category CY by

Σ (cf. [GZ, 1.1]): CΣ−1Y = Σ−1CY . The canonical localization functor CY
p∗Σ−→ Σ−1CY is

regarded as an inverse image functor of a morphism, Σ−1Y
pΣ
−→ Y .

For any morphism of ’spaces’ X
f
−→ Y , we denote by Σf the family Σf∗ of all arrows s

of the category CY such that f∗(s) is invertible. By the universal property of localizations,

f∗ is the composition of the localization functor CY
p∗f
−→ Σ−1

f CY = CΣ−1
f
Y and a uniquely

determined functor Σ−1
f CY

f∗
c−→ CX ; hence f = pf ◦fc for a unique morphism X

fc
−→ Σ−1

f Y .

A morphism X
f
−→ Y is called a localization if fc is an isomorphism, i.e. the functor

Σ−1
f CY

f∗
c−→ CX is an equivalence of categories.

A morphism X
f
−→ Y is called conservative if its inverse image functor f ∗ is conser-

vative, that is Σf consists of isomorphisms, or, equivalently, pf is an isomorphism.
The morphism fc in the decomposition f = pf ◦ fc is conservative.
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1.3. Left exact, right exact, and exact morphisms. A morphism X
f
−→ Y

is called right exact (resp. left exact, resp exact), if its inverse image functor preserves
colimits (resp. limits, resp. both limits and colimits) of arbitrary finite diagrams.

The following assertion is a reformulation of Proposition 1.1.4 in [GZ].

1.3.1. Proposition. Let f = pf ◦ fc be the canonical decomposition of a morphism

X
f
−→ Y into a conservative morphism X

fc
−→ Σ−1

f Y and a localization Σ−1
f Y

pf
−→ Y .

Suppose CY has finite limits (resp. finite colimits). Then f is left exact (resp. right exact)
iff the class of arrows Σf is a left (resp. right) saturated multiplicative system. In this case
both the localization pf and the conservative morphism fc are left (resp. right) exact.

In particular, if the category CY has limits and colimits of finite diagrams, then f
is exact iff both the localization pf and the conservative component fc are exact. The
exactness of pf is equivalent to that Σf is a (left and right) multiplicative system.

1.4. Dualization functor and dual notions. The dualization functor

o : |Cat|o −−−→ |Cat|o

assigns to each ’space’ the dual ’space’ Y o defined by CY o = CopY , and to each morphism
f with an inverse image functor f∗, the morphism fo having (f∗)op as an inverse image
functor. It follows that the dialization functors is an automorphism of the category |Cat|o

and its square is the identical functor.
The dualization functor maps left (resp. right) exact morphisms to right (resp. left)

exact morphisms. Conservative morphisms and localizations are stable under the du-
alization. In particular, the dualization functor preserves the canonical decomposition:
fo = pof ◦ f

o
c and pof = pfo , foc = (fo)c.

1.5. Continuous, flat, almost affine, and affine morphisms. A morphism

X
f
−→ Y is called continuous if its inverse image functor, CY

f∗

−→ CX , has a right adjoint,
f∗; the latter is called a direct image functor of f . One can show that a morphism f is
continuous iff both the localization pf and the conservative factor fc are continuous.

A continuous morphism X
f
−→ Y is called flat (resp. faithfully flat, or fflat) if its

inverse image functor is exact (resp. exact and conservative).
It is called almost affine if its direct image functor is exact and conservative.
It is called affine if its direct image functor is conservative and has a right adjoint,

CY
f !

−→ CX . It follows that every affine morphism is almost affine.

If X
f
−→ Y is an affine morphism and CY is the category R − mod of left modules

over an associative ring R, then there exists a ring morphism R
ϕ
−→ B and a natural

commutative diagram

CX
f̃∗
−−−→ B −mod

f∗ ↘ ↙ ϕ∗

R−mod

in which the functor f̃∗ is a category equivalence. The ring morphism R
ϕ
−→ B is defined

uniquely up to isomorphism. This diagram is interpreted as the daigram of inverse image
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functors of morphisms of ’spaces’

X
f̃

−−−→ Sp(B)
f ↘ ↙ ϕ

Sp(R)

1.6. ’Spaces’ represented by abelian categories. ’Spaces’ which appear in the
main constructions of this work are represented by abelian categories and morphisms by
additive functors. Therefore, we single out the subcategory |Ab|o of the category |Cat|o

of ’spaces’ whose objects are all ’spaces’ X such that CX is an abelian category and
morphisms are morphisms of ’spaces’ with additive inverse image functors.

2. Topologizing, thick, and Serre subcategories of an abelian category.
Preliminaries on spectra.

This section contains a short overview a part of the spectral theory of abelian cate-
gories which is the starting point for this paper.

2.1. Topologizing subcategories. A full subcategory T of an abelian category CX
is called topologizing if it is closed under finite coproducts and subquotients.

A subcategory S of CX is called coreflective if the inclusion functor S ↪→ CX has a
right adjoint; that is every object of CX has a biggest subobject which belongs to S.

We denote by T(X) the preorder (with respect to ⊆) of topologizing subcategories
and by Tc(X) the preorder of coreflective topologizing subcategories of CX .

2.1.1. The Gabriel product and infinitesimal neighborhoods of topologizing
categories. The Gabriel product, S •T, of the pair of subcategories S, T of CX is the full
subcategory of CX spanned by all objects M such that there exists an exact sequence

0 −→ L −→M −→ N −→ 0

with L ∈ ObT and N ∈ ObS. It follows that 0 • T = T = T • 0 for any strictly full
subcategory T. The Gabriel product of two topologizing subcategories is a topologizing
subcategory, and its restriction to topologizing categories is associative; i.e. (T(X), •) is
a monoid. Similarly, the Gabriel product of coreflective topologizing subcategories is a
coreflective topologizing subcategory, hence Tc(X) is a submonoid of (T(X), •).

The nth infinitesimal neighborhood, T(n+1), of a subcategory T is defined by T(0) = 0
and T(n+1) = T(n) • T for n ≥ 0.

2.2. The preorder � and topologizing subcategories. For any two objects,
M and N , of an abelian category CX , we write M � N if N is a subquotient of a finite
coproduct of copies of M . For any object M of the category CX , we denote by [M ] the
full subcategory of CX whose objects are all L ∈ ObCX such that M � L. It follows
that M � N ⇔ [N ] ⊆ [M ]. In particular, M and N are equivalent with respect to � (i.e.
M � N � M) iff [M ] = [N ]. Thus, the preorder

(
{[M ] | M ∈ ObCX},⊇

)
is a canonical

realization of the quotient of (ObCX ,�) by the equivalence relation associated with �.

11



2.2.1. Lemma. (a) For any object M of CX , the subcategory [M ] is the smallest
topologizing subcategory containing M .

(b) The smallest topologizing subcategory spanned by a family of objects S coincides

with
⋃

N∈SΣ

[N ], where SΣ denotes the family of all finite coproducts of objects of S.

Proof. (a) Since � is a transitive relation, the subcategory [M ] is closed with respect
to taking subquotients. If M � Mi, i = 1, 2, then M � M ⊕ M � M1 ⊕ M2, which
shows that [M ] is closed under finite coproducts, hence it is topologizing. Clearly, any
topologizing subcategory containing M contains the subcategory [M ].

(b) The union
⋃

N∈SΣ

[N ] is contained in every topologizing subcategory containing the

family S. It is closed under taking subquotients, because each [N ] has this property. It
is closed under finite coproducts, because if N1, N2 ∈ SΣ and Ni � Mi, i = 1, 2, then
N1 ⊕N2 �M1 ⊕M2.

For any subcategory (or a class of objects) S, we denote by [S] (resp. by [S]c) the
smallest topologizing resp. coreflective topologizing) subcategory containing S.

2.2.2. Proposition. Suppose that CX is an abelian category with small coproducts.
Then a topologizing subcategory of CX is coreflective iff it is closed under small coproducts.
The smallest coreflective topologizing subcategory spanned by a set of objects S coincides

with
⋃

N∈S̃

[N ] =
⋃

N∈S̃

[N ]c, where S̃ is the family of all small coproducts of objects of S.

Suppose that CX satisfies (AB4), i.e. it has infinite coproducts and the coproduct of a
set of monomorphisms is a monomorphism. Then, for any object M of CX , the smallest
coreflective topologizing subcategory [M ]c spanned by M is generated by subquotients of
coproducts of sets of copies of M .

Proof. The argument is similar to that of 2.2.1.

2.3. Thick subcategories. A topologizing subcategory T of the category CX is
called thick if T • T = T; in other words, T is thick iff it is closed under extensions.

We denote by Th(X) the preorder of thick subcategories of CX . For a thick subcate-
gory T of CX , we denote by X/T the quotient ’space’ defined by CX/T = CX/T .

2.4. Serre subcategories. We recall the notion of a Serre subcategory of an abelian
category as it is defined in [R, III.2.3.2]. For a subcategory T of CX , let T− denote the full
subcategory of CX generated by all objects L of CX such that any nonzero subquotient of
L has a nonzero subobject which belongs to T.

2.4.1 Proposition. Let T be a subcategory of CX . Then
(a) The subcategory T− is thick.
(b) (T−)− = T−.
(c) T ⊆ T− iff any subquotient of an object of T is isomorphic to an object of T.

Proof. See [R, III.2.3.2.1].

2.4.2. Definition. A subcategory T of CX is called a Serre subcategory if T− = T.
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2.4.3. Remark. For any subcategory T of the category CX , the associated Serre
subcategory T− is the largest topologizing subcategory of CX such that every its nonzero
object has a nonzero subobject from T.

We denote by Se(X) the preorder of all Serre subcategories of CX .

2.4.4. The property (sup). Recall that X (or the corresponding category CX)
has the property (sup) if for any ascending chain, Ω, of subobjects of an object M , the
supremum of Ω exists, and for any subobject L of M , the natural morphism

sup(N ∩ L | N ∈ Ω) −→ (supΩ) ∩ L

is an isomorphism.

2.4.5. Lemma. Any coreflective thick subcategory is a Serre subcategory. If CX has
the property (sup), then any Serre subcategory of CX is coreflective.

Proof. See [R, III.2.4.4].

2.4.6. Proposition. Let CX have the property (sup). Then for any thick subcategory
T of CX , all objects of T− are supremums of their subobjects contained in T.

Proof. Since CX has the property (sup), the full subcategory Ts of CX whose ob-
jects are supremums of objects from T is thick and coreflective, hence Serre, subcategory
containing T and contained in T−. Therefore it coincides with T−.

2.5. The spectrum Spec(X). We denote by Spec(X) the family of all nonzero
objects M of the category CX such that L �M for any nonzero subobject L of M .

The spectrum Spec(X) of the ’space’ X is the family of topologizing subcategories
{[M ] | M ∈ Spec(X)} endowed with the specialization preorder ⊇.

Let τ� denote the topology on Spec(X) associated with the specialization preorder:
the closure of W ⊆ Spec(X) consists of all [M ] such that [M ] ⊆ [M ′] for some [M ′] ∈W .

2.5.1. Proposition. (a) Every simple object of the category CX belongs to Spec(X).
The inclusion Simple(X) ↪→ Spec(X) induces an embedding of the set of the isomorphism
classes of simple objects of CX into the set of closed points of (Spec(X), τ�).

(b) If every nonzero object of CX has a simple subquotient, then each closed point of
(Spec(X), τ�) is of the form [M ] for some simple object M of the category CX .

Proof. (a) If M is a simple object, then Ob[M ] consists of all objects isomorphic to
coproducts of finite number of copies of M . In particular, if M and N are simple objects,
then [M ] ⊆ [N ] iff M ' N .

(b) If L is a subquotient of M , then [L] ⊆ [M ]. If [M ] is a closed point of Spec(X),
this implies the equality [M ] = [L].

2.6. Local ’spaces’. A ’space’ X and the representing it abelian category CX are
called local if CX has the smallest topologizing subcategory, O∗

X .
It follows that O∗

X is the only closed point of Spec(X).

2.6.1. Proposition. Let X be local, and let the category CX have simple objects.
Then all simple objects of CX are isomorphic to each other, and every nonzero object of
O∗
X is a finite coproduct of copies of a simple object.
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Proof. In fact, if M is a simple object in CX , then [M ] is a closed point of Spec(X).
If X is local, this closed point is unique. Therefore, objects of [M ] are finite coproducts of
copies of M (see the argument of 2.5.1).

2.7. Spec−(X). By definition, Spec−(X) is formed by all Serre subcategories P of
CX such that X/P is a local ’space’. It is endowed with the preorder ⊇.

If CX is a Grothendieck category with Gabriel-Krull dimension (say CX is locally
noetherian), then the elements of Spec−(X) are in bijective correspondence with the set
of isomorphism classes of indecomposable injectives of the category CX . In other words,
Spec−(X) is isomorphic to the Gabriel spectrum of the category CX .

2.7.1. Remark. If CX = R−mod, where R is a commutative noetherian ring, then
the Gabriel spectrum of CX (hence Spec−(X)) is isomorphic to the prime spectrum of
the ring R [Gab]. If R is a non-noetherian commutative ring, Spec−(X) might be much
bigger than the prime spectrum of R, while Spec(X) is naturally isomorphic to the prime
spectrum of R (cf. [R], Ch.3).

More generally, if CX is the category of quasi-coherent sheaves on a quasi-compact
quasi-separated scheme, then Spec(X) endowed with the Zariski topology is homeomor-
phic to the underlying space to the scheme [R4]. In the case of a non-quasi-compact
scheme, Spec(X) should be replaced by the spectrum Spec0

c(X) which is defined below.

2.8. The spectra Spec0
c (X) and Spec−c (X). We define Spec0c (X) as the family of

all nonzero objects M of CX such that [M ]c = [L]c for any nonzero subobject L of M .
By definition, Spec0

c (X) is the preorder (with respect to ⊇) formed by all coreflective
subcategories of the form [M ]c, where M ∈ Spec0c (X).

2.8.1. Note. It follows from 2.2.2 that if the category CX satisfies (AB4) (i.e. it has
small coproducts and a coproduct of a set of monomorphisms is a monomorphism), then
Spec0c (X) consists of all nonzero objects M which are subquotients of the coproduct of a
set of copies of any of its nonzero subobjects.

2.8.2. Spec−c (X). The spectrum Spec−c (X) is a preorder with respect to ⊇ of all
coreflective thick subcategories P of CX such that the quotient category CX/P has the
smallest nonzero coreflective topologizing subcategory.

2.8.3. Proposition. Suppose that the category CX has the property (sup). Then
Spec−(X) is contained in Spec−c (X) and the map which assigns to every topologizing
subcategory Q of CX the subcategory [Q]c (which is the smallest coreflective topologizing
subcagegory containing Q) is an embedding Spec(X) ↪→ Spec0

c (X).

Proof. If CX has the property (sup), then, by 2.4.6, for any topologizing subcategory
T of CX , the smallest coreflective subcategory containing T is generated by objects which
are supremums of their subobjects from T . The assertions follow from this fact.

2.9. From Serre subcategories to spectra. Let P be a Serre subcategory of an
abelian category CX . Set

P∗ =
⋂

P(T ∈T (X)

T , Pc =
⋂

P(T ∈Tc(X)

T ; P~ =
⋂

P(T ∈T P(X)

T , P~

c =
⋂

P(T ∈T P
c (X)

T .
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Here T (X) and Tc(X) are preorders of resp. topologizing and coreflective topologizing
subcategories of CX ; and T P(X) (resp. T P

c (X)) denotes the preorder of P-invariant
topologizing (resp. coreflective topologizing) subcategories.

Recall that a subcategory S is called P-invariant if S = P • S • P.
Set

P∗ = P∗
⋂
P⊥, Pc

∗ = Pc
⋂
P⊥; P~ = P~

⋂
P⊥, Pc

~ = Pc
⋂
P⊥. (1)

2.9.1. Lemma. (a) P∗ 6= P (resp. Pc 6= P, resp. P~ 6= P, resp. P~
c 6= P) iff

P∗ 6= 0 (resp. Pc
∗ 6= 0, resp. P~ 6= 0, resp. Pc

~ 6= 0).

(b) Let S be one of the subcategories (1). Then the full subcategory of CX generated
by all quotients of objects of S is topologizing; i.e. it coincides with [S].

(c) If S is Pc
∗ or Pc

~ and CX has small coproducts, then the [S] = [S]c, i.e. the
topologizing subcategory [S] is coreflective.

Proof. (a) Let T be a subcategory of CX closed under taking subquotients and such
that T 6= P, i.e. there is an object M of T which does not belong to P. Since, by
hypothesis, P is a Serre subcategory, i.e. P = P−, the latter means that M has a nonzero
subquotient, L, which is P-torsion free. Since P is closed under taking quotients, it follows
that L belongs to P⊥. On the other hand, L ∈ ObT, because T is closed under taking
subquotients. This proves the implications ⇒. The opposite implications are obvious.

(b) Each of the subcategories (1) is closed under taking subobjects and finite coprod-
ucts. This implies that the full subcategory of CX generated by all quotients of objects of
S is closed under taking subobjects, finite coproducts and quotients; i.e. it is topologizing.

(c) Suppose now that CX is the category with small coproducts and S is Pc
∗ or Pc

~.
Then, since any coproduct of epimorphisms is an epimorphism, it follows from (b) that S
is closed under small coproducts. By 2.2.2, this implies that S is coreflective.

For any subcategory (or a family of objects) Q of CX , we denote by Q̂ the full

subcategory of CX such that ObQ̂ is the union of classes of objects of all Serre subcategories
of CX which do not contain Q.

Set Spec1,1
t (X) = {P ∈ Se(X) | P∗ 6= P} and Spec1

c(X) = {P ∈ Se(X) | Pc 6= P},
where Se(X) is family of all Serre subcategories of CX .

2.9.2. Proposition. Let CX be an abelian category with the property (sup).

(a) The map Q 7−→ Q̂ induces isomorphisms

Spec(X) ∼−→ Spec1,1
t (X) (2)

Spec0
c(X) ∼−→ Spec1

c (X), (3)

(b) There are natural injective morphisms

Spec(X) −→ Spec0
c (X) and Spec1,1

t (X) −→ Spec1
c(X) (4)
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such that the diagram
Spec(X) −−−→ Spec0

c(X)

o
y

yo
Spec1,1

t (X) −−−→ Spec1
c(X)

(5)

commutes.
(c) If CX has enough objects of finite type, then the morphisms (4) are isomorphisms.

Proof. (a1) The map inverse to (2) assigns to each element P of Spec1,1
t (X) the

topologizing subcategory [P∗] [R7, argument of 3.2].
(a2) The map inverse to (3) assigns to each element P of Spec1

c (X) the coreflective
topologizing subcategory [Pc

∗] [R7, argument of 10.1.2].
(b) The map Spec(X) −→ Spec0

c (X) assigns to each element Q of the spectrum
Spec(X) the smallest coreflective subcategory [Q]c containing Q (see 2.8.3). The map
Spec1,1

t (X) −→ Spec1
c(X) is simply the inclusion.

(c) See the argument of [R7, 10.1.2(c)].
For omitted details and arguments, see proves of [R7, 3.2] and [R7, 10.1.2].

2.9.3. Proposition. (a) Spec−(X) = {P ∈ Se(X) | P~ 6= 0}.
(b) Spec−c (X) = {P ∈ Se(X) | Pc

~ 6= 0}.

Proof. The first equality is one of the assertions of [R7, 5.3.1]. The equality (b) can
be obtained via an argument similar to that of [R7, 5.3.1].

2.9.4. The spectra Spec−(X) and Specc
−(X). The elements of Spec−(X) are all

topologizing subcategories of the form [P~], where P runs through Spec−(X).
Similarly, Specc

−(X) consists of all coreflective topologizing subcategories of the form

[P~]c, where P runs through Spec−c (X).
Both Spec−(X) and Specc

−(X) are endowed with the ’specialization’ preorder ⊇.

2.9.4.1. Proposition. The map Q 7−→ Q̂ induces isomorphisms

Spec−(X) ∼−→ Spec−(X) (6)

Specc
−(X) ∼−→ Spec−c (X), (7)

Proof. The map (6) is inverse to the map P 7−→ [P~], and the map (7) is inverse to
P 7−→ [Pc

~]c. Details are left to the reader.

2.9.4.2. Diagrams. Let the category CX have property (sup). The diagram (5) (see
2.9.2) is extended to the commutative diagram

Spec−(X) ←−−− Spec(X) −−−→ Spec0
c (X) −−−→ Specc

−(X)

o
y o

y
yo

yo
Spec−(X) ←−−− Spec1,1

t (X) −−−→ Spec1
c (X) −−−→ Spec−c (X)

(8)
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in which all horizontal arrows are injective. Besides, there is a commutative diagram

Spec−(X) −−−→ Specc
−(X)

o
y

yo
Spec−(X) −−−→ Spec−c (X)

(9)

One can show that if the category CX has enough objects of finite type, then the
horizontal maps of (9) are also bijections (like the central horizontal arrows in (8), according
to 2.9.2(c)).

2.9.5. Remark. The diagram (8) exhibits the main characters of this work. All

its vertical arrows are isomorphisms given by the same map, Q 7−→ Q̂. In this work, the
preorders in the upper row of (8) are called spectra. The dual Serre subcategory Q̂ to a
spectral point Q is regarded as a localization device at the point Q. Our main construction
uses pairs (Q, Q̂), where Q is a spectral point (for one of the spectra).

2.10. The spectrum Spec1
s(X). For the sake of completeness, we recall one more

spectrum, Spec1
s(X) (introduced in [R5]), which is defined solely in terms of Serre sub-

categories. The elements of Spec1
s(X) are Serre subcategories P of CX such that the

intersection Ps of all Serre subcategories properly containing P does not coincide with P.
We denote by Ps the intersection Ps

⋂
P⊥ and define Spec0

s(X) as the preorder (with
respect to ⊇) of all coreflective topologizing subcategories of the form [Ps]c. The same map

Q 7−→ Q̂ induces an isomorphism

Spec0
s(X) ∼−→ Spec1

s(X)

which is inverse to the map P 7−→ [Ps]c.
We have a commutative diagram

Specc
−(X) −−−→ Spec0

s(X)

o
y

yo
Spec−c (X) −−−→ Spec1

s(X)

(1)

where the lower horizontal arrow is the inclusion and the upper one is determined by the
commutativity of the diagram.

If X has the Gabriel-Krull dimension (say, CX is a locally noetherian category), then,
by [R5, 8.7.2], the inclusion Spec−c (X) −→ Spec1

s(X) is the identical map. This implies
that the map Specc

−(X) −→ Spec0
s(X) is a bijection, non-trivial in general.

2.11. Representatives of elements of the spectra. Fix an abelian category CX .
For any Q ∈ Spec(X), the family {M ∈ Spec(X) | [M ] = P} of representatives of the

element Q coincides with the family of all nonzero elements of Q̂∗ = Q̂∗
⋂
Q̂⊥ = Q

⋂
Q̂⊥.

If Q is an element of Spec0
c (X) (resp. Spec−(X), resp. Specc

−(X), resp. Spec0
s(X)),

then the nonzero objects of the subcategory Q
⋂
Q̂⊥ are called representatives of Q. The

union of the representatives is denoted by Spec0c (X) (resp. Spec−(X), resp. Specc−(X),
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resp. Spec0s(X)). Each of these families is endowed with the preorder induced by the
specialization preorder (that is ⊇) on the corresponding spectrum. It will be also called
the specialization preorder. In the case of Spec(X), the specialization preorder coincides
with the preorder � recalled in 2.2: M � L iff L is a subquotient of a finite coproduct of
copies of the object M .

3. Actions of monoidal categories, stabilizers of points, induction functors.

3.1. Actions and continuous actions of monoidal categories. Let Ẽ =
(E ,�, I, a; `, r) be a svelte monoidal category with the product �, the unit object I, the

associativity constraint a, and natural isomorphisms I� IdE
`
←− IdE

r
−→ IdE � I.

An action of the monoidal category Ẽ on a svelte category CX is a monoidal func-

tor Φ̃ = (Φ, φ, φ0) from Ẽ to the monoidal category Ẽnd(CX) = (End(CX), ◦, IdCX
) of

endofunctors of the category CX . Recall that here Φ is a functor E −→ End(CX), φ a
functorial morphism Φ(V ) ◦ Φ(W ) −→ Φ(V �W ), and φ0 a morphism from IdCX

(– the

unit object of Ẽnd(CX)) to Φ(I) – the image of the unit object of Ẽ. These morphisms
are related via the commutative diagrams

Φ(V) ◦ Φ(W) ◦ Φ(Z)
φ
V,W

Φ(Z)

−−−−−−−→ Φ(V �W) ◦ Φ(Z)
φ
V�W,Z

−−−−−−−→ Φ((V �W)� Z)

id
y o

y Φ(a
V,W,Z

)

Φ(V) ◦ Φ(W) ◦ Φ(Z)
Φ(V)φ

W,Z

−−−−−−−→ Φ(V) ◦ Φ(W �Z)
φ
V,W�Z

−−−−−−−→ Φ((V �W)� Z)
(1)

Φ(V) ◦ Φ(I)
Φ(V)φ0

←−−− Φ(V)
φ0Φ(V)
−−−→ Φ(I) ◦ Φ(V)

φ
V,I

y id
y

y φ
I,V

Φ(V � I)
Φ(`V )
←−−− Φ(V)

Φ(r
V

)

−−−→ Φ(I� V)

(2)

for all V,W,Z ∈ ObE .

An action Ẽ
Φ̃
−→ Ẽnd(CX) will be called continuous if Φ̃ takes values in the full

monoidal subcategory Ẽndc(CX) = (Endc(CX), ◦, IdCX
) of Ẽnd(CX) generated by all

continuous endofunctors of the category CX .

3.1.1. Example: actions of the trivial monoidal category and monads. Let Ẽ•
be the trivial monoidal category; i.e. the category consisting of one object and one (hence

identical) morphism. The category of actions of Ẽ• on the category CX is isomorphic to
the category Mon(CX) of monads on the category CX .

In fact, each action Φ̃ = (Φ, φ, φ0) is determined by the image, F = Φ(I), of the

unique (unit) object of the category E• and the morphism F ◦ F
φ
−→ F . The fact that

Φ̃ is a monoidal functor, means precisely that φ is associative, i.e. φ ◦ Fφ = φ ◦ φF , and

IdCX

φ0
−→ F is the unit of F = Φ(I): φ ◦ Fφ0 = idF = φ ◦ φ0F .

The map Φ̃ 7−→ F
Φ̃

= (Φ(I), φ) extends naturally to an isomorphism from the category

of actions of Ẽ• on CX and the category of monads on CX . This isomorphism induces an
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isomorphism between the category of continuous actions of Ẽ• on CX and the category of
continuous monads on CX .

3.2. Modules over an action and the associated monad. Fix a continuous
action Φ̃ = (Φ, φ, φ0) of a svelte monoidal category Ẽ = (E ,�, I, a) on the category CX .
The forgetful functor

(Φ̃/X)−mod
ϕ∗

−−−→ CX

preserves small limits. Suppose that the category CX is small-complete (i.e. it has small
limits). Since the categories CX and E are svelte, this implies, by Freyd adjoint functor
theorem, the existence of a left adjoint, ϕ∗, to ϕ∗. The functor ϕ∗ is exact and conservative.
Therefore, by Beck’s theorem, the category (Φ̃/X)−mod is equivalent to the category of
modules over a monad, Fϕ = (Fϕ, µϕ), where Fϕ = ϕ∗ϕ

∗. More precisely, the forgetful
functor ϕ∗ is equivalent to the forgetful functor Fϕ −mod −→ CX .

Notice that the latter implies that the category (Φ̃/X)−mod is small-complete too.
Assume in addition that the category CX has small colimits. It follows from the fact

that the functor Φ takes values in the category of continuous endofunctors of CX that the
functor ϕ∗ preserves small colimits, hence it has a right adjoint, ϕ!. The latter is equivalent
to the fact that the monad Fϕ is continuous.

3.3. Colimits of actions. Identifying the category (Φ̃/X)−mod of Φ̃-modules with
the category (Fϕ/X)−mod, we can take as ϕ∗ the functor which assigns to every object V
of the category CX the Fϕ-module Fϕ(V ) = (Fϕ(V ), µϕ(V )). On the other hand, ϕ∗(V )

is an (Φ̃/X)-module; that is we have an action Φ(−) ◦Fϕ(V )
ξϕ(V )

−−−→ Fϕ(V ) of Ẽ on Fϕ(V )
which is functorial in V . Taking the composition of this action with the morphism

Φ(−) = Φ(−) ◦ IdCX

Φ(−)ηϕ

−−−→ Φ(−) ◦ Fϕ(V )

(where ηϕ is an adjunction arrow), we obtain a cone Φ(−)
γϕ
−→ Fϕ. Note that monads on

CX can be identified with constant monoidal functors from Ẽ to Ẽnd(CX). One can see

that the cone Φ(−)
γϕ
−→ Fϕ is a morphism of monoidal functors Φ̃ −→ Fϕ.

Let MF(Ẽ, Ẽ ′) denote the category of monoidal functors from Ẽ to a monoidal category

Ẽ ′ and Mon(CX) the category of monads on CX . Let J∗
X denote the embedding

Mon(CX) −−−→ MF(Ẽ, Ẽnd(CX))

which assigns to every monoid on CX the corresponding constant monoidal functor; and

let JX∗ be functor which assigns to each monoidal functor Φ̃ from Ẽ to Ẽnd(CX) the

monad Fϕ. The map which assigns to every monoidal functor Φ̃ from Ẽ to Ẽnd(CX) the

morphism Φ̃
γϕ
−→ Fϕ is an adjunction arrow Id

γ
−→ JX∗J

∗
X . The other adjunction arrow

is the identical morphism. This means that the monad Fϕ corresponding to a monoidal

functor Φ̃ = (Φ, φ) is the colimit of this monoidal functor.

3.4. Colimits of continuous actions. Suppose now that the category CX has small

limits and colimits. Let MFc(Ẽ, Ẽnd(CX)) denote the full subcategory of MF(Ẽ, Ẽnd(CX))
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whose objects are continuous actions of Ẽ on the category CX . And let Monc(CX) denote
the category of continuous monads on CX . The embedding

Mon(CX)
J∗

X

−−−→MF(Ẽ, Ẽnd(CX))

induces an embedding

Monc(CX)
cJ∗

X

−−−→MFc(Ẽ, Ẽnd(CX)).

Since the monad Fϕ corresponding to the continuous action Φ̃ is continuous, the right
adjoint JX∗ to J∗

X induces a right adjoint

MF(Ẽ, Ẽnd(CX))
cJX∗

−−−→Monc(CX)

to the functor cJ∗
X which assigns to every continous action Φ̃ = (Φ, φ) of the monoidal

category Ẽ on the category CX its colimit – a continuous monad Fϕ = (Fϕ, µϕ).
It follows from the fact that functor Φ takes values in the category of continuous

endofunctors, that the functor Fϕ = ϕ∗ϕ
∗ is the colimit of Φ.

3.5. Functorialities. These correspondences are functorial in the following sense: if
Ẽ ′ is another svelte monoidal category and

Ẽ ′
Ψ̃

−−−−−−−→ Ẽ

Φ̃′ ↘ ↙
Φ̃

Ẽndc(CX)

is a quasi-commutative diagram of monoidal functors, then the monoidal functor Ψ̃ induces

a pull-back functor (Φ̃/X)−mod
f∗
−−−→ (Φ̃′/X)−mod such that the diagram

(Φ̃/X)−mod
f∗
−−−→ (Φ̃′/X)−mod

ϕ∗ ↘ ↙ ϕ′
∗

CX

(1)

commutes. If the category CX is small-complete, then, by the argument above, the functors

(Φ̃/X)−mod
ϕ∗

−−−→ CX and (Φ̃′/X)−mod
ϕ′

∗

−−−→ CX are equivalent to the forgetful
functors, respectively (Fϕ/X)−mod −→ CX and (Fϕ′/X)−mod −→ CX .

The functor f∗ corresponds to the restriction functor Fϕ −mod
ψ∗

−−−→ Fϕ′ −mod

along a monad morphism Fϕ′
ψ
−→ Fϕ. In particular, the functor f∗ has a left adjoint, f∗.

Thus, the diagram (1) is equivalent to the diagram of canonical direct image functors of
the commutative diagram

Sp(Fϕ/X)
Sp(ψ)
−−−→ Sp(Fϕ′/X)

ϕ↘ ↙ ϕ′

X

(2)
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corresponding to a monad morphism Fϕ′
ψ
−→ Fϕ. Notice that the monads Fϕ and Fϕ′ ,

being colimits of monoidal functors, are defined uniquely up to isomorphism. By the
universal property of colimits, the monad morphism ψ is determined uniquely, once the
monads Fϕ and Fϕ′ are fixed. Therefore, the map which assigns to the diagram (1) the

monad morphism Fϕ′
ψ
−→ Fϕ is a functor, ΓX∗, from the category Actc(CX) of continuous

actions of (svelte) monoidal categories on the category CX to the category Mon(CX) of
monads on CX . The functor ΓX∗ has a right adjoint, Γ!

X , which assigns to each monad
F = (F, µ) on CX the forgetful strict monoidal functor

Ẽndc(CX)/F
Γ!

X(F)

−−−→ Ẽndc(CX).

Suppose that, in addition, the category CX is small-cocomplete. Then the monads
Fϕ and Fϕ′ are continuous, or, equivalently, all morphisms of the diagram (2) are affine.
The category Endc(CX)/F has a canonical final object – the pair (F, idF ), which implies
that the adjunction arrow ΓX∗ ◦ Γ!

X −→ Id is an isomorphism, or, what is the same, the
functor Γ!

X is fully faithful; i.e. ΓX∗ is equivalent to a localization functor.
The functor ΓX∗ has a left adjoint (forcibly fully faithful), Γ∗

X , which assigns to every

monad F on CX the monoidal functor from the trivial monoidal category to Ẽndc(CX)
sending the unique object to F (cf. 3.1.1).

3.5.1. Example: the stabilizer of a set of subcategories. Let B be a set of
full subcategories of the category CX ; and let EB be the full subcategory of the category
E generated by all objects L such that Φ(L)(A) ⊆ A for each A ∈ B. It follows that EB
is a monoidal subcategory of Ẽ and the restriction Φ̃B of the monoidal functor Φ̃ to the
subcategory EB is a continuous action of ẼB on CX . Thus, we have the category of Φ̃B-

modules and the restriction functor (Φ̃/X)−mod
fB∗

−−−→ (Φ̃B/X)−mod corresponding

to the embedding ẼB −→ Ẽ.

If the category CX is small-complete, then the functor (Φ̃B/X)−mod
ϕ

B∗

−−−→ CX is
equivalent to the forgetful functor Fϕ

B
−mod −→ CX for a monad Fϕ

B
on CX and we

obtain the commutative diagram

Sp(Fϕ/X)
ψ

B

−−−→ Sp(Fϕ
B
/X)

ϕ↘ ↙ ϕ
B

X

(3)

corresponding to a monad morphism Fϕ
B

ψ
B−→ Fϕ.

If, in addition, the category CX is small-cocomplete, then the monads Fϕ and Fϕ
B

are continuous and, therefore, all morphisms in the commutative diagram (3) are affine.

3.6. Stabilizers of points and related functors. We fix a svelte abelian category
CX together with a continuous action of a svelte monoidal category Ẽ = (E ,�, I, a) on CX
given by a monoidal functor Φ̃ = (Φ, φ, φ0) from Ẽ to the monoidal category Ẽxc(CX) of
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continuous exact additive endofunctors of CX . We shall assume that the category CX has
small limits and colimits.

3.6.1. The stabilizer of a point of the spectrum. Fix a point P of Spec0
c(X).

We shall write (P) for pair {P, P̂}, where P̂ is the corresponding to P Serre subcategory.
We define the stabilizer of the point P as the stabilizer E(P) of the pair (P). We have a
commutative diagram of affine morphisms

A = Sp(Fϕ/X)
f
P

−−−→ Sp(Fϕ
P
/X) = AP

ϕ↘ ↙ ϕ
P

X

(1)

where f
P

= Sp(ψ
P
) for a monad morphism Fϕ

P

ψ
P−→ Fϕ.

3.6.2. The functor LP . Fix an element P of Spec0
c (X). We denote by LP the

composition of the functors CAP

f∗P
−−−→ CA and

CA

Ψ
P

−−−→ CA, M 7−→M/tors
ϕ−1

∗ (P̂)
(M).

Notice that since P̂ is a Serre subcategory of CX and ϕ∗ has a right adjoint, the
preimage ϕ−1

∗ (P̂) of P̂ is a Serre subcategory of CA. Thanks to the property (sup), every
Serre subcategory, S, of CA is coreflective, i.e. the inclusion functor S ↪→ CA has a right
adjoint, torsS : CA −→ S which assigns to every object M its S-torsion. In particular,
tors

ϕ−1
∗ (P̂)

(M) is well defined for all M ∈ ObCA.

3.6.2.1. Proposition. Let P ∈ Spec0
c(X) be such that an inverse image functor f∗P

of the morphism A
f
P−→ AP is exact. Then the functor LP is exact.

Proof. The functor LP is the composition of two right exact functors, f∗P and Ψ
P
, hence

it is right exact. It remains to verify that LP maps monomophisms to monomorphisms.

Let K
j
−→M be a monomophism in CAP

. Consider the commutative diagram

f∗P(K)
f∗P(j)

−−−→ f∗P(M)

e
K

y
y e

M

LP(K)
LP(j)
−−−→ LP (M)

(1)

and its image by the localization CA
q∗

−→ CA/ϕ
−1
∗ (P̂). Since, by hypothesis, the func-

tor f∗P is exact and the localization functor q∗ is exact, q∗f∗P(K)
q∗f∗P(j)

−−−→ q∗f∗P(M) is a

monomorphism. The arrows q∗f∗P(K)
q∗(eK)
−−−→ q∗LP (K) and q∗f∗P(M)

q∗(eM )
−−−→ q∗LP (M) are

isomorphisms. Therefore q∗LP(K)
q∗LP(j)
−−−→ q∗LP (M) is a monomorphism. Since the object

LP (K) is Ker(q∗)-torsion free, LP (K)
LP(j)
−−−→ LP(M) is a monomorphism.
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3.6.3. Remark. The notion of the stabilizer of a point, the definition of the functor
LP , and Proposition 3.6.2.1 make sense if Spec0

c (X) is replaced by any of the remained
spectra considered here: Spec(X), Spec−(X), Specc

−(X), or Spec0
s(X).

We need the following assertion which is of independent interest.

3.7. Proposition. Let CY be an abelian category and CY
g∗

−→ CZ a functor having

a right adjoint, g∗; and let IdCY

η
−→ g∗g

∗ be an adjunction arrow.

(a) If the functor g∗ is exact, then the adjunction morphism M
η(M)
−−−→ g∗g

∗(M) is a
monomorphism for every M ∈ Spec(Y ) such that g∗(M) 6= 0.

(b) Suppose that the category CY satisfies (AB4), i.e. it has small coproducts and the
coproduct of a set of monomorphisms is a monomorphism. If the functor g∗ is exact and g∗

has a right adjoint, then M
η(M)
−−−→ g∗g

∗(M) is a monomorphism for every M ∈ Spec0c (Y )
such that g∗(M) 6= 0.

Proof. (a1) Let M be an arbitrary object of CY , and let K
j
−→ M be the kernel of

the adjunction morphism M
η(M)
−−−→ g∗g

∗(M). Consider the commutative diagram

K
η(K)
−−−→ g∗g

∗(K)

j
y

y g∗g
∗(j)

M
η(M)
−−−→ g∗g

∗(M)

Since g∗ is exact, the functor g∗g
∗ is left exact, in particular g∗g

∗(j) is a monomorphism.
Therefore, the equality g∗g

∗(j) ◦ η(K) = η(M) ◦ j = 0 implies that η(K) = 0.
(a2) Suppose now that M belongs to Spec(Y ). If K 6= 0, then K � M , i.e. there

exists a diagram K⊕n γ
←− L

e
−→ M in which the left arrow is an epimorphism and the

right arrow is a monomorphism. Consider the associated commutative diagram

K⊕n
γ

←−−− L
e

−−−→ M

η(K⊕n)
y η(L)

y
y η(M)

g∗g
∗(K⊕n)

g∗g
∗(γ)

←−−− g∗g
∗(L)

g∗g
∗(e)

−−−→ g∗g
∗(M)

(2)

By (a1), the left vertical arrow in (2) is zero. Since L
γ
−→ K⊕n is a monomorphism and

the functor g∗g
∗ is, thanks to the exactness of g∗, left exact, g∗g

∗(γ) is a monomorphism.
Therefore, the equality g∗g

∗(γ) ◦ η(L)(= η(K⊕n) ◦ γ) = 0 implies that η(L) = 0. Then the
commutativity of the right square of (2) yields the equality η(M) ◦ e = 0. Since e is an
epimorphism, it follows that η(M) = 0. But, the equality η(M) = 0 means precisely that
the object M belongs to the kernel of the functor g∗, i.e. g∗(M) = 0.

(b) Suppose that CY satisfies (AB4) and the functor g∗ has a right adjoint.
By definition, an object M belongs to Spec0c (Y ) iff M is contained in the subcategory

[N ]c for any its nonzero subobject N . Since CY satisfies (AB4), each object of [N ]c
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is a subquotients of the coproduct of a set of copies of the object N . In particular, if

K = Ker(η(M)) is nonzero, there is a diagram K⊕J γ
←− L

e
−→ M , for some, infinite in

general, set J , whose left (resp. right) arrow is a monomorphism (resp. an epimorphism).
Thus, if K 6= 0, we have a commutative diagram

K⊕J
id
−−−→ K⊕J

γ
←−−− L

e
−−−→ M

η(K)⊕J
y η(K⊕J )

y η(L)
y

y η(M)

g∗g
∗(K)⊕J

∼

−−−→ g∗g
∗(K⊕J)

g∗g
∗(γ)

←−−− g∗g
∗(L)

g∗g
∗(e)

−−−→ g∗g
∗(M)

(3)

in which the lower left horizontal arrow is an isomorphism and the lower right horizontal
arrow is an epimorphisms. Both observations follow from the fact that, since g∗ has a right
adjoint, the composition g∗g

∗ has a right adjoint, hence it preserves arbitrary colimits.
It follows from the commutativity of the diagram (3) and the equality η(K) = 0

established in (a1) above, that η(K⊕J) = 0. Repeating the argument (a2), we obtain the
equality g∗(M) = 0.

3.7.1. Corollary. Let CY be an abelian category, CY
g∗

−→ CZ a functor having a

right adjoint, g∗, and IdCY

η
−→ g∗g

∗ an adjunction arrow.

(a) If the functor g∗ is exact and faithful, then M
η(M)
−−−→ g∗g

∗(M) is a monomorphism
for every M ∈ Spec(Y ).

(b) If the category CY satisfies (AB4), the functor g∗ has a right adjoint, and the

functor g∗ is exact and faithful, then the adjunction morphism M
η(M)
−−−→ g∗g

∗(M) is a
monomorphism for every M ∈ Spec0c (Y ).

Proof. Since the functor g∗ is faithful, g∗(M) 6= 0 for any nonzero object M , in
particular, for any M ∈ Spec0c (Y ). The assertion follows from 3.7.

3.8. Proposition. Let P be an element of Spec0
c (X) such that the inverse image

functor f∗P of the morphism A
f
P−→ AP is exact and faithful. Let IdA

x
P−→ f

P∗LP be the
composition of the adjunction arrow IdA −→ f

P∗f
∗
P and the epimorphism f

P∗f
∗
P −→ f

P∗LP .
The morphism

M
x
P

(M)

−−−→ f
P∗LP(M) (3)

is a monomorphism for every M ∈ Spec(AP ) such that P ∈ Supp(ϕ∗
P
(M)).

Proof. Let KM

j
M−→ M denote the kernel of the morphism (3). The functor f

P∗ pre-

serves colimits. By 3.7.1, the adjunction morphism M
x(M)
−→ f

P∗f
∗
P(M) is a monomorphism

for every M ∈ Spec(AP ). Therefore ϕ
P∗(KM ) is an object of P̂ . Since M belongs to the

spectrum, if KM 6= 0, then M ∈ [KM ]c. The functor ϕ
P∗ is exact and preserves small col-

imits. Since for any object L, the subcategory [L]c is obtained from L by taking arbitrary
small colimits and subobjects, ϕ

P∗([L]c) ⊆ [ϕ
P∗(L)]c. In particular, ϕ

P∗(M) is an object

of [ϕ
P∗(KM )]c. The latter implies that ϕ

P∗(M) is also an object of the subcategory P̂;
that is P 6∈ Supp(ϕ

P∗(M)).
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4. Realization of points.

4.1. Assumptions and notations. We fix a Grothendieck category CX together
with a continuous action of a svelte monoidal category Ẽ = (E ,�, I, a) on CX given by

a monoidal functor Φ̃ = (Φ, φ, φ0) from Ẽ to the full monoidal subcategory Ẽxc(CX) of

Ẽnd(CX) generated by continuous exact endofunctors of CX . Being a Grothendieck cate-
gory, CX has small limits and colimits, which garantees that continuous actions of svelte
monoidal categories on CX have colimits, and this colimits are continuous monads.

In particular, there is a (determined uniquely up to isomorphism) continuous monad

Fϕ = (Fϕ, µϕ) and a universal morphism (or universal cone) Φ̃
γϕ
−→ Fϕ whose pull-back

functor (Fϕ/X) −mod
γϕ∗

−−−→ (Φ̃/X) −mod is an equivalence between the category of

Φ̃-modules and the category of Fϕ-modules (see 3.3). The morphism γϕ gives rise to a

monoidal functor Ẽ
Ψ̃ϕ

−−−→ Ẽxc(CX)/Fϕ so that Φ̃ is the composition of Ψ̃ϕ and the

forgetful (strict) monoidal functor Ẽxc(CX)/Fϕ
F̃X

−−−→ Ẽxc(CX).

In what follows, the monoidal category Ẽ can be identified with its image in the strict

monoidal category Ẽxc(CX)/Fϕ. So, we assume, for convenience, that Ẽ is a monoidal

subcategory of Ẽxc(CX)/Fϕ and Φ̃ is the restriction to Ẽ of the forgetful functor F̃X .

4.1.1. SpecPc (AP ) and SpecPc (A). Fix a point P of Spec0
c(X). Let Ẽ(P) = Ẽ

{P,P̂}

be the stabilizer of the point P, i.e. the full subcategory of Ẽ generated by all (U,U
v
→ Fϕ)

such that U(P) ⊆ P and U(P̂) ⊆ P̂ . Let Φ̃(P) be the restriction of Φ̃ to Ẽ(P) and Fϕ
P

the

corresponding monad – the colimit of Φ̃(P) (cf. 3.5.1). By 3.6.1, we have a commutative
diagram of affine morphisms

A = Sp(Fϕ/X)
f
P

−−−→ Sp(Fϕ
P
/X) = AP

ϕ↘ ↙ ϕ
P

X

(1)

corresponding to a monad morphism Fϕ
P

ψ
P−→ Fϕ, where the ’space’ AP and the monad

Fϕ
P

(or, more precisely, the monad morphism ψ
P
) are called stabilizers of the point P.

We denote by SpecPc (AP ) all objects P̃ of Spec0c (AP ) such that P ∈ Ass(ϕ∗
P
(P̃ )), and

we set SpecPc (AP ) = {[P̃ ]c | P̃ ∈ Spec
P
c (AP )}.

Objects of SpecPc (A) are all M ∈ Specc(A) such that the object f∗
P
(M) has an asso-

ciated point from SpecPc (AP ). We set SpecPc (A) = {[M ]c | M ∈ Spec
P
c (A)}.

4.2. Theorem. Let P ∈ Spec0
c (X) be such that the inverse image functor f∗P of the

morphism A
f
P−→ AP is exact and faithful, and the following condition holds:

(*) Let P ∈ Spec0c (X) be representative of P and M a subobject of ϕ∗(P ) such that
P ∈ Supp(ϕ∗(M)). There exists (U ′, v) ∈ ObE(P) and a subobject P ′ of P such that the
image of U ′(P ′) in Fϕ(P ) = ϕ∗ϕ

∗(P ) is a subobject of ϕ∗(M) whose support contains P.
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Then the functor CAP

LP

−−−→ CA induces a morphism

SpecPc (AP)
LP

−−−→ SpecPc (A). (1)

with the following properties:

(α) Every [M ] ∈ Spec0
c (A) such that the image f∗

P
(M) of M in CAP

has an associated

point from SpecPc (AP) belongs to the image of the map (1).

(β) The functor LP maps simple objects from SpecPc (AP ) to simple objects of CA.

Proof. (a) Let P̃ be an object of SpecPc (AP); i.e. P̃ is an object of Spec0c (AP) and

there exists a monomorphism P
ι
−→ ϕ∗

P
(P̃ ), where P is an object of Spec0c (X) such that

P = [P ]c. The claim is that LP (P̃ ) is an object of SpecPc (A); i.e. LP (P̃ ) ∈ [M ′]c for any

nonzero subobject M ′ of LP(P̃ ).

(i) Consider the composition P
v̂
−→ ϕ∗f

∗
P(P̃ ) of the monomorphism P −→ ϕ∗

P
(P̃ ) and

the morphism ϕ∗
P
(P̃ )

ϕ∗

P
η(P̃ )

−−−→ ϕ∗
P
f
P∗f

∗
P(P̃ ) = ϕ∗f

∗
P(P̃ ). By 3.7.1, the adjunction morphism

P̃
η(P̃ )
−−−→ f

P∗f
∗
P(P̃ ) is a monomorphism. Therefore its image by the exact functor ϕ∗

P
is a

monomorphism, which implies that P
v̂
−→ ϕ∗f

∗
P(P̃ ) is a monomorphism.

In particular, the corresponding morphism ϕ∗(P )
v
−→ f∗P(P̃ ) is nonzero.

(ii) Consider the cartesian square

P1

h
−−−→ P̃y

y η(P̃ )

f
P∗ϕ

∗(P )
f
P∗(v)

−−−→ f
P∗f

∗
P(P̃ )

(2)

The functor ϕ∗
P
, being (left) exact, maps (2) to a cartesian square

ϕ∗
P
(P1)

h′

−−−→ ϕ∗
P
(P̃ )y

y ϕ∗
P
η(P̃ )

ϕ∗ϕ
∗(P )

ϕ∗(v)
−−−→ ϕ∗f

∗
P(P̃ )

(3)

It follows from the commutative diagram

P
ι

−−−→ ϕ∗
P
(P̃ )

ηu(P )
y

y ϕ∗
P
η(P̃ )

ϕ∗ϕ
∗(P )

ϕ∗(v)
−−−→ ϕ∗f

∗
P(P̃ )

(4)
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and the universal property of cartesian squares (applied to the square (3)) that there exists

a unique morphism P
ρ
−→ ϕ∗

P
(P1) such that the diagram

P
ρ

−−−→ ϕ∗
P
(P1)

ϕ∗

P
(h)

−−−→ ϕ∗
P
(P̃ )

ηu(P )
y

y
y ϕ∗

P
η(P̃ )

ϕ∗ϕ
∗(P )

id
−−−→ ϕ∗ϕ

∗(P )
ϕ∗(v)
−−−→ ϕ∗f

∗
P(P̃ )

(5)

commutes and the composition of P
ρ

−−−→ ϕ∗
P
(P1)

ϕ∗

P
(h)

−−−→ ϕ∗
P
(P̃ ) coincides with the

monomorphism P
ι
−→ ϕ∗

P
(P̃ ) we started with. This shows, among other things, that the

canonical morphism P
ρ
−→ ϕ∗

P
(P1) is a monomorphism and the morphism P1

h
−→ P̃ is

nonzero. Since P̃ belongs to Spec0c (AP ), the image, P̃1, of the morphism P1
h
−→ P̃ is

equivalent to P̃ , i.e. [P̃1]c = [P̃ ]c. By 3.6.2.1, this implies that [LP(P̃1)]c = [LP (P̃ )]c.

The decomposition of the morphism P1
h
−→ P̃ into an epimorphism P1

h1−→ P̃1 and
a monomorphism P̃1 −→ P̃ induces the corresponding decomposition of (the right square
of) the diagram (5):

P
ρ

−−−→ ϕ∗
P
(P1)

ϕ∗

P
(h1)

−−−→ ϕ∗
P
(P̃1) −−−→ ϕ∗

P
(P̃ )

ηu(P )
y

y
y ϕ∗

P
η(P̃1)

y ϕ∗
P
η(P̃ )

ϕ∗ϕ
∗(P )

id
−−−→ ϕ∗ϕ

∗(P )
ϕ∗(v1)
−−−→ ϕ∗f

∗
P(P̃1) −−−→ ϕ∗f

∗
P(P̃ )

(5′)

Therefore, one can, replacing the object P̃ by P̃1, assume that the morphism P1
h
−→ P̃

is an epimorphism. We keep this assumption for the rest of the proof.

(iii) The epimorphness of P1
h
−→ P̃ implies that the morphism ϕ∗(P )

v
−→ f∗P(P̃ )

(defined in (i)) is an epimorphism.
In fact, the diagram (2) is equivalent (via adjunction) to the commutative diagram

f∗P(P1)
f∗P(h)

−−−→ f∗P(P̃ )y
y id

ϕ∗(P )
v

−−−→ f∗P(P̃ )

The upper horizontal arrow is an epimorphism, because the functor f∗P is right exact (as

any functor having a right adjoint). Therefore ϕ∗(P )
v
−→ f∗P(P̃ ) is an epimorphism.

(iiibis) One can arrive to the above conclusions via a shorter argument taking into

consideration that the morphism functor AP

ϕ
P−→ X is continuous.

Indeed, let ϕ∗
P
(P )

v′

−→ P̃ be the morphism of CAP
corresponding to the monomor-

phism P −→ ϕ
P∗(P̃ ). Since the morphism v′ is nonzero and P̃ belongs to Spec0c (AP), the

image of v′ is an object of Spec(AP ) and is equivalent to P̃ . Thanks to 3.6.2.1, we can (and
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will) assume (replacing P̃ by the image of v′) that v′ is an epimorphism. Since the functor

f∗P is right exact, f∗Pϕ
∗
P
(P )

f∗P(v′)

−−−→ f∗P(P̃ ) is an epimorphism. Notice that ϕ∗ ' f∗Pϕ
∗
P
. Thus,

we have an epimorphism ϕ∗(P )
v
−→ f∗P(P̃ ).

(iv) We denote by ϕ∗(P )
e
−→ LP (P̃ ) the composition of ϕ∗(P )

v
−→ f∗P(P̃ ) and the epi-

morphism f∗P(P̃ ) −→ LP (P̃ ). Let M ′ j
−→ LP(P̃ ) be a nonzero monomorphism. Consider

the cartesian square

ϕ∗(P )
e

−−−→ LP (P̃ )

j̃
x

x j

M
ẽ

−−−→ M ′

(6)

and define the morphisms P̃M −→ f∗
P
(M) and P̃M ′ −→ f∗

P
(M ′) via the cartesian squares

f∗
P
(M)

f∗
P

(̃e)

−−−→ f∗
P
(M ′)

f∗
P

(j)

−−−→ f∗
P
(LP(P̃ ))x

x
x

P̃M
e′

−−−→ P̃M ′

j′

−−−→ P̃

(7)

It follows from 3.8 that the right vertical arrow in the diagram (7) is a monomorphism.
Therefore, by a well-known property of cartesian squares, the remaining vertical arrows
are monomorphisms too.

Since f∗
P

is an exact functor, f∗
P
(j) is a monomorphism and f∗

P
(e) is an epimorphism.

Therefore, P̃M
e′

−→ P̃M ′ is an epimorphism and P̃M ′
j′

−→ P̃ is a monomorphism.
(v) We claim that P̃M ′ 6= 0.

Notice that P ∈ Supp(ϕ∗(M
′)), because M ′ is a nonzero subobject of LP (P̃ ), in par-

ticular it does not belong to the Serre subcategory ϕ−1
∗ (P̂). Since there is an epimorphism

M −→M ′ (see (6) above) and ϕ∗ is an exact functor, P ∈ Supp(ϕ∗(M)).
By the condition (*), there exists (U ′, v) ∈ E(P) and a subobject P ′ of P such that

U ′(P ′) −→ Fϕ(P ) factors through ϕ∗(M) and the support of its image contains P. It

follows from the construction that U ′(P ′) is a subobject of ϕ∗
P
(P̃ ) and ϕ∗(M). Therefore,

P ∈ Supp(ϕ∗
P
(P̃M )) which, in turn, implies that P̃M ′ 6= 0.

(vi) Consider the following commutative diagram

f∗P(P̃M ′) −−−→ M ′

f∗P(j′)
y

y j

f∗P(P̃ ) −−−→ LP (P̃ )

(4)

corresponding to the right square of (7). Since M ′ j
−→ LP(P̃ ) is a monomorphism, the

morphism f∗P(P̃M ′) −→ M ′ in (4) factors through LP(P̃M ′) −→ M ′. Thus, (4) induces a
commutative diagram

LP (P̃M ′)
ι

−−−→ M ′

LP (j′) ↘ ↙j

LP (P̃ )
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By 3.6.2.1, the arrow LP (P̃M ′)
LP(j′)
−−−→ LP(P̃ ) is a monomorphism, and LP(j′) = j ◦ ι.

Therefore LP(P̃M ′)
ι
−→ M ′ is a monomorphism. In particular, LP(P̃M ′) ∈ [M ′]c. Since

P̃M ′ is a nonzero subobject of P̃ and P̃ belongs to Spec0c (AP ), these objects are equivalent,

that is [P̃M ′ ]c = [P̃ ]c. By 3.6.2.1, the functor LP is exact, which implies that LP(P̃ ) ∈

LP (P̃M ′) (see the argument of 3.8). Therefore LP (P̃ ) ∈ [M ′]c.

(b) By Proposition 3.6.2.1, the functor LP is exact. Therefore, by the argument of
3.8, the subcategory [LP(M)]c depends only on the subcategory [M ]c.

(c) The inverse map. Let M ∈ SpecPc (A); i.e. M is an object of Spec0c (A), and

there exists a monomorphism P̃ −→ f∗
P
(M) such that P ∈ Ass(ϕ∗

P
(P̃ )) and P̃ belongs to

Spec0c (AP ). Note that the object M is ϕ−1
∗ (P)-torsion free.

In fact, suppose that M has a nonzero subobject N which belongs to ϕ−1
∗ (P̂). Since

M ∈ Spec0c (A), M ∈ [N ]c which implies that ϕ∗(M) ∈ ObP̂. The latter contradicts to the
fact that a representative of the subcategory P is a subobject of ϕ∗(M).

Since the object M is ϕ−1
∗ (P̂)-torsion free, the canonical morphism f∗P(P̃ ) −→ M

factors through a morphism LP (P̃ ) −→M . Due to the fact thatM belongs to the spectrum

and the natural morphism LP (P̃ ) −→ M is nonzero, M ∈ [LP(P̃ )]c. To prove that

LP (P̃ ) ∈ [M ]c, it suffices to show that the morphism LP (P̃ ) −→M is a monomorphism.

Consider the exact sequence 0 −→ K
κ
−→ LP (P̃ ) −→ M. It follows that the in-

tersection of f∗
P
(K)

f∗
P

(κ)

−−−→ f∗
P
(LP (P̃ )) with the subobject P̃ −→ f∗

P
(LP (P̃ )) is zero.

By the argument (v) above, this implies that K = 0. Therefore, the natural morphism

LP (P̃ ) −→M is a monomorphism.

(d) It remains to prove the last assertion of the theorem: if P̃ is a simple object of the

category CAP
such that P ∈ Ass(ϕ∗

P
(P̃ ), then LP(P̃ ) is a simple object of the category A.

In fact, let K
j
−→ LP(P̃ ) be a nonzero monomorphism. By (v) above, the pull-back

of monomorphisms f∗
P
(K) −→ f∗

P
(LP (P̃ )) ←− P̃ is nonzero. Since P̃ is simple, it follows

that the morphism P̃ −→ f∗
P
(LP (P̃ )) factors through f∗

P
(K) −→ f∗

P
(LP(P̃ )). Therefore

the identical morphism LP(P̃ ) −→ LP(P̃ ) factors through K
j
−→ LP(P̃ ) which shows that

K
j
−→ LP(P̃ ) is an isomorphism.

4.2.1. The case of the trivial stabilizer. Suppose that the point P of the spectrum
Spec0

c (X) has the trivial stabilizer. That is if (U,U → Fϕ) is an object of the stabilizer
of P, then U is a subfunctor of the identical functor. In this case, the condition (*) in 4.2
is equivalent to the condition

(†) If a subobject M of ϕ∗(P ) is such that P = [P ]c ∈ Supp(ϕ∗(M)), then P is an
associated point of ϕ∗(M).

Evidently, the condition (†) holds if Supp(ϕ∗ϕ
∗(P )) = Ass(ϕ∗ϕ

∗(P )).

The latter equality holds if the functor Fϕ = ϕ∗ϕ
∗ is differential (cf. A1.6, A1.7) and

P = [P ]c is a closed point. In this case, Supp(ϕ∗ϕ
∗(P )) = {P} = Ass(ϕ∗ϕ

∗(P )).

The condition (†) also holds if P is a closed point and the functor Fϕ is a coproduct
of auto-equivalences.

29



4.3. A reduction. Once a point P of Spec0
c (X) is fixed, one can avoid dealing

with the irrelevant parts of the categories CX and CU proceeding as follows. We define
the ’space’ XP by CXP

= P. If CX is the category of quasi-coherent sheaves on a scheme,
then P corresponds to a point of the underlying space of this scheme and the category
CXP

= P is naturally equivalent to the category of quasi-coherent sheaves on the closure
of the point P. Thus, the ’space’ XP can be regarded as the closure of the point P in X.

The inclusion functor CXP

j∗P−→ CX has a right adjoint CX
j
P∗

−→ CXP
which assigns to

every object of CX its P-torsion. Let A
u
P−→ XP denote the composition of the morphisms

A
ϕ
−→ X and X

j
P−→ XP . The morphism u

P
, being a composition of two continuous mor-

phisms, is continuous. Its direct image functor is not, in general, right exact, because the

functor CX
j
P∗

−→ CXP
is not necessarily right exact. Notice that the functor j

P∗ preserves
supremums of objects; in particular, it preserves infinite coproducts. Since u

P∗ ' j
P∗ ◦ ϕ∗

and ϕ∗ preserves arbitrary colimits, the functor u
P∗ also preserves infinite coproducts.

We replace the category CAP
by its full subcategory CA′

P
generated by all Fϕ

P
-

modules (M, ξ) such that M is an object of CXP
= P. The inclusion functor CA′

P

j̃∗P−→ CAP

has a right adjoint, j̃
P∗, induced by the functor CX

j
P∗

−→ CXP
. We define the functor

CA

f̃
P∗

−→ CA′
P

as the composition of the pull-back functor CA

f
P∗

−→ CAP
and the functor

CAP

j̃
P∗

−→ CA′
P
. Thus, we obtain a quasi-commutative diagram

CA

u
P∗

−−−→ CXP

f̃
P∗
↘ ↗

ϕ̃
P∗

CA′
P

(1)

interpreted as the diagram of direct image functors of the morphisms of the commutative
diagram

A
u
P

−−−→ XP

f̃
P

↘ ↗
ϕ̃

P

A′
P

Let L̃P denote the restriction of the functor LP to the subcategory A′
P . The exactness

of the functor CA′
P

LP−→ CA, depends now on the exactness of a left adjoint, f̃∗P , to the

functor CA

f̃
P∗

−→ CA′
P
. The exactness of f̃∗P is a much weaker requirement than the exactness

of a right adjoint f∗P to the pull-back functor CA

f
P∗

−→ CAP
imposed in 4.2.

These considerations will be used in the following Sections.

5. Important special cases. Finiteness conditions.

5.1. In most of applications we have in mind (in particular, those mentioned in this
work), the monad Fϕ = (Fϕ, µϕ) belongs to one of the following two classes:
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(a) The functor Fϕ is a direct sum of a family of autoequivalences of the category CX .

(b) The monad Fϕ (i.e. the functor Fϕ) is differential.

Below we consider each of these cases and give the corresponding specializations of
Theorem 4.2.

5.2. The case of a direct sum of autoequivalences. Let CX be an abelian
category, and let Fϕ = (Fϕ, µϕ) a monad on CX such that Fϕ =

⊕
α∈J θα, where θα are

autoequivalences of the category CX . We denote by A the ’space’ Sp(Fϕ/X) and by ϕ the

canonical morphism A −→ X. We take as Ẽ the full monoidal subcategory of monoidal

category Ẽxc(CX)/Fϕ generated by the coprojections θα
πα−→ Fϕ, α ∈ J.

We are going to use the reduction described in 4.3; hence we assume for the rest of
this section that the category CX has the property (sup).

Fix an element P of Spec0
c (X). Following the pattern of 4.3, we obtain a quasi-

commutative diagram of functors

CA

u
P∗

−−−→ CXP

f̃
P∗
↘ ↗

ϕ̃
P∗

CA′
P

(1)

Here CXP
= P, and CA′

P
= Sp(FP/XP), where FP is a monad on CXP

induced by
the monad Fϕ

P
. In other words, CA′

P
is the full subcategory of the category CAP

of
Fϕ

P
-modules whose objects are modules (M, ξ) such that M ∈ ObP.

5.2.0. The Krull filtration of Spec0
c(X) and the associated filtration of X.

Fix an abelian category CX . For every cardinal α, we define a subset Sα(X) of Spec0
c (X)

as follows.
S0(X) = ∅;
if α is not a limit cardinal, then Sα(X) consists of all P ∈ Spec0

c(X) such that any
P ′ ∈ Spec0

c (X) properly contained in P belongs to Sα−1(X);

if α is a limit cardinal, then Sα(X) =
⋃

β<α

Sβ(X).

It follows from this definition (borrowed from [R, VI.6.3]) that S1(X) consists of all
closed points of Spec0

c(X).
We denote by Sω(X) the union of all Sα(X). The filtration {Sα(X)} determines a

filtration

CX0
↪→ CX1

↪→ . . . CXα
↪→ . . . (5)

of the category CX (or the ’space’ X) by taking as CXα
the full subcategory of CX

generated by objects M such that Supp0
c(M) ⊆ Sα(X). Recall that Supp0

c (M) = {P ∈
Spec0

c (X) | M 6∈ ObP}. In particular, CXω
is the full subcategory of CX generated by all

M ∈ ObCX such that Supp0
c(M) ⊆ Sω(X).

It follows from the general properties of supports that CXα
is a Serre subcategory

of CX and Spec0
c(Xα) is naturally identified with Sα(X); in particular, Spec0

c(Xω) is
identified with Sω(X).
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5.2.0.1. Proposition. For each cardinal α, the subset Sα(X) of the spectrum is
stable under all auto-equivalences of the category CX . Let P ∈ Sω(X). If θ is an auto-
equivalence of the category CX , such that θ(P) ⊆ P, then θ(P) = P.

Proof. The assertion is true for P ∈ S0(X), because any auto-equivalence maps
spectral objects to spectral objects. So, if P is a closed point and θ(P) ⊆ P, then P = θ(P).

Suppose now that the fact is true if P ∈ Sν for any ν < α. The claim is that it holds
for any P ∈ Sα. In fact, it holds by a trivial reason if α is a limit cardinal. Let α be a not
a limit cardinal, P ∈ Sα(X), and θ(P) ⊆ P. If θ(P) 6= P, then, by definition of Sα(X),
the element θ(P) belongs to Sα−1(X). But then, by induction hypothesis, P ∈ Sα−1(X),
hence θ(P) = P.

5.2.1. Proposition. (a) Under the conditions above, the functor CA

f̃
P∗

−→ CA′
P

has

a left adjoint; and the functor CA′
P

ϕ̃
P∗

−→ CXP
has a left adjoint which is faithfully flat.

(b) Suppose that P belongs to Sω(X). Then the functor f∗P is faithful.

Proof. (a) Set JP = {α ∈ J | θα ∈ FP} = {α ∈ J | θα(P) ⊆ P} and denote by FP the

endofunctor on CXP
= P (cf. 4.3) induced by

⊕
α∈JP

θα. The multiplication F 2
ϕ

µϕ
−→ Fϕ

induces a multiplication F 2
P

µ
P−→ FP on FP .

In fact, the monad structure on Fϕ is determined by the compositions

θα ◦ θβ
µσ

α,β

−−−→ θσ, α, β, σ ∈ J, (2)

of the embedding θα◦θβ −→ Fϕ◦Fϕ, the multiplication Fϕ◦Fϕ
µϕ
−→ Fϕ, and the projection

Fϕ −→ θσ. Let α, β ∈ JP 63 σ. Then the morphism θαθβ(M)
µσ

α,β(M)

−−−→ θσ(M) is zero for
every object M of the subcategory P.

(i) Suppose first that M is a representative of P. Assume that µσα,β(M) 6= 0. Since

θσ is an autoequivalence and M ∈ Spec0c (X), the object θσ(M) belongs to Spec0c (X) too.
Therefore, the existence of a nonzero morphism θαθβ(M) −→ θσ(M) implies that the
subcategory [θαθβ(M)]c contains θσ(M). Since θαθβ stabilizes P = [M ]c, it follows that
θσ(M) belongs to [M ]c, which means precisely that θσ stabilizes P. This, in turn, implies

that θσ stabilizes P̂. In fact, θσ not stabilizing P̂ means that there exists N ∈ ObCX
such that M 6∈ [N ]c, but, M ∈ [θσ(N)]c. Since θσ is an auto-equivalence, it preserves
the relation M 6∈ [N ]c, that is θσ(M) 6∈ [θσ(N)]c. But, this contradicts to the fact that
θσ(M) ∈ [M ]c and [M ]c ⊆ [θσ(N)]c.

(ii) Suppose now that M is an arbitrary object of P. Let L be a representative of P.
Then there exists a diagram L⊕J ←− K −→M whose the left arrow is a monomorphism
and the right arrow is an epimorphism. Thus, we have a commutative diagram

θαθβ(L
⊕J) ←−−− θαθβ(K) −−−→ θαθβ(M)y

y
y

θσ(L
⊕J ) ←−−− θσ(K) −−−→ θσ(M)
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whose left (resp. right) horizontal arrows are monomorphisms (resp. epimorphisms) and
vertical arrows are values of the functor morphism µσα,β on the objects respectively L⊕J , K

and M . Suppose that α, β ∈ JP , but σ 6∈ JP . Since [L⊕J ]c = [L]c and, by hypothesis,
[L]c = P, it follows from (i) that the left vertical arrow in the diagram above is the zero
morphism; in particular, the composition of the central vertical arrow,

θαθβ(K)
µσ

α,β(K)

−−−→ θσ(K),

and the monomorphism θσ(K) −→ θσ(L
⊕J) is zero, hence µσα,β(K) = 0. This, in turn,

implies that the composition of the epimorphism θαθβ(K) −→ θαθβ(M) and the left

vertical arrow, θαθβ(M)
µσ

α,β(M)

−−−→ θσ(M), is zero which means that µσα,β(M) = 0.
(iii) Set J∨

P = J − JP and F∨
P =

⊕
β∈J∨

P
θβ . Then Fϕ = FP ⊕ F

∨
P . It follows from

the above argument that the compostition of F 2
P −→ F 2

ϕ

µϕ
−→ Fϕ with the projection

Fϕ
π
−→ F∨

P is zero. Therefore the composition of F 2
P −→ F 2

ϕ

µϕ
−→ Fϕ factors through

the embedding FP ↪→ Fϕ, i.e. there exists a unique morphism F 2
P

µ
P−→ FP such that the

diagram

F 2
P

µ
P

−−−→ FPy
y

F 2
ϕ

µϕ

−−−→ Fϕ

commutes. Thus, the morphisms {θαθβ
µσ

α,β

−−−→ θσ | α, β, σ ∈ JP} determine an associative

multiplication F 2
P

µ
P−→ FP on FP .

(a1) The forgetful functor FP−mod
ϕ̃

P∗

−→ CXP
= P has a left adjoint, ϕ̃∗

P
, which assigns

to every object M of the category CXP
the pair (FP(M), µ̃), where µ̃ is the obvious action

of Ẽ(P) on FP(M). It follows that FP = (FP , µP
) is the monad associated with the pair

ϕ̃∗
P
, ϕ̃∗

P
of adjoint functors. Since the functor ϕ̃∗

P
is exact and conservative, the category

(Φ̃P/XP)−mod is naturally equivalent to the category FP −mod of FP -modules.

(a2) The latter implies the existence of a left adjoint, CA′
P

f̃∗P
−−−→ CA, to the functor

CA

f̃
P∗

−−−→ CA′
P

(defined in 4.3).

In fact, identifying the category CA′
P

with FP −mod, we take as f̃∗P the functor

Fϕ⊗FP
: (FP/XP)−mod −−−→ (Fϕ/X)−mod. (3)

(b) If α, β ∈ JP and σ ∈ J∨
P , then

θσθα(M)
µβ

σ,α(M)

−−−→ θβ(M) (4)

is zero for every M ∈ Ob[P]c.
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Suppose first that M is a representative of P. Since P ∈ Sω(X), the inclusion
[θβ(M)]c ⊆ [M ]c implies, by 5.2.0.1, the equality [θβ(M)]c = [M ]c. If the morphism (4) is
nonzero, then [θσ(M)]c ⊇ [θσθα(M)]c ⊇ [θβ(M)]c ⊇ [M ]c But, [θσ(M)]c ⊇ [M ]c ⇔ [M ]c =
[θσ(M)]c, which means that σ ∈ JP .

If M is an arbitrary object of P, the argument is the same as the argument (ii) above.

(b1) The argument similar to that of (iii) shows that the multiplication F 2
ϕ

µϕ
−→ Fϕ

induces a morphism F∨
PFP

γP
−→ F∨

P which is a structure of a right (FP , µP)-module on F∨
P .

(b2) If follows that, as (FP , µP)-module, Fϕ is the direct sum of F∨
P and FP . Therefore,

for every FP -module (M, ξ),

f
P∗f

∗
P(M, ξ) = Fϕ ⊗FP

(M, ξ) '
(
F∨
P ⊗FP

(M, ξ)
)
⊕ (M, ξ),

which immediately implies that f∗P is a faithful functor.

The corresponding version of Theorem 4.2 is as follows.

5.2.2. Theorem. Suppose that the category CX has the property (sup). Let Fϕ =⊕
α∈J

θα, where θα are autoequivalences of the category CX , and let F = {θα | α ∈ J}.

Suppose that an element P of Sω(X) is such that the functor CA′
P

f̃∗P−→ CA is exact
and the following condition holds:

(*) If P is a representative of P and M is a subobject of ϕ∗(P ) such that P ∈
Supp(ϕ∗(M)), then there exists a subobject P ′ of P and α ∈ J such that θα(P ′) is a
subobject of ϕ∗(M) and [P ′] ⊆ [θα(P ′)]c.

Then

(a) The composition CA′
P

L
P

−−−→ CA, of the functors CA′
P

f̃∗P
−−−→ CA, and

CA

Ψ
P

−−−→ CA, M 7−→M/tors
ϕ−1

∗ (P̂)
(M),

induces a morphism

SpecPc (A′
P)

LP

−−−→ SpecPc (A). (5)

with the following property:
Every [M ]c ∈ Spec0

c (A) such that the image f∗
P
(M) of M in CAP

has an associated

point from SpecPc (AP) belongs to the image of the map (1).
(b) The functor LP maps simple objects to simple objects.

Proof. The condition (*) is the specialization of the condition (*) in 4.2. Thus, the
assertion is a consequence of 5.2.1 and Theorem 4.2.

5.2.3. Proposition. Suppose that the category CX has the property (sup). Each of
the following conditions on a point P of Sω(X) implies the condition (*) in 5.2.2:

(a) the stabilizer of P is trivial;

(b) the local category CX/P̂ has simple objects.
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Proof. (i) Set JP = {α | [θα(P )] = P} and JP = J−JP . Let M ↪→ ϕ∗(P ) be such that
P ∈ Supp(ϕ∗(M)). We denote by M ′ the kernel of the composition of the monomorphism
ϕ∗(M) ↪→ Fϕ(P ) and the projection Fϕ(P ) =

⊕
α∈J θα(P ) onto

⊕
α∈JP θα(P ). It follows

thatM ′ is a subobject of
⊕

α∈JP
θα(P ). Since Supp(

⊕
α∈JP θα(P )) =

⋃
α∈JP Supp(θα(P ))

does not contain the point P, and Supp(ϕ∗(M)) = Supp(M ′)
⋃
Supp(M ′′), where M ′′ de-

notes the image of ϕ∗(M) in
⊕

α∈JP θα(P ), the condition P ∈ Supp(ϕ∗(M)) is equivalent
to that P ∈ Supp(M ′). In particular, M ′ 6= 0.

(ii) Suppose that CX/P̂ has simple objects. Replacing P with an appropriate sub-

object, we can and will assume that the image q
P̂

(P ) of P in CX/P̂ is a simple object.
This implies that the image of Fϕ(P ) (which coincides with the image of

⊕
α∈JP

θα(P ))

in CX/P̂ is semisimple. Therefore, the image of M ′ in CX/P̂ is isomorphic to the image
of

⊕
α∈I θα(P ) for some subset I of JP . This means that there exists a diagram

M ′ s
←− N

t
−→

⊕

α∈I

θα(P ) (6)

in CX such that q
P̂

(s) and q
P̂

(t) are monomorphisms. Since M ′ and
⊕

α∈I θα(P ) are

P̂-torsion free objects, the object N in the diagram (6) can and will be chosen P̂-torsion
free. The latter means that the morphisms s and t are monomorphisms. Since q

P̂
(t) is an

isomorphism and the localization functor is exact, the intersection P ′
α = N

⋂
θα(P ) (i.e.

the pull-back of the monomorphism N
t
−→

⊕
α∈I θα(P ) and the coprojection θα(P ) −→⊕

α∈I θα(P )) is nonzero for every α ∈ I. Setting P ′ = θ−1
α (P ′

α), we obtain a subobject of
the object P satisfying the condition (*) of 5.2.2.

5.2.4. Corollary. Suppose that the category CX has the property (sup). Let Fϕ =⊕
α∈J

θα, where θα are autoequivalences of the category CX , and let F = {θα | α ∈ J}.

Suppose that an element P of Sω(X) is such that the functor CA′
P

f̃∗P−→ CA is exact

and the quotient category CX/P̂ has simple objects. Then

(a) The composition CA′
P

L
P

−−−→ CA, of the functors CA′
P

f̃∗P
−−−→ CA, and

CA

Ψ
P

−−−→ CA, M 7−→M/tors
ϕ−1

∗ (P̂)
(M),

induces a morphism

SpecPc (A′
P)

LP

−−−→ SpecPc (A). (5)

with the following property:
Every [M ] ∈ Spec(A) such that the image f∗

P
(M) of M in CAP

has an associated

point from SpecPc (AP) belongs to the image of the map (1).
(b) The functor LP maps simple objects to simple objects.

Proof. The assertion follows from 5.2.2 and 5.2.3.

5.2.5. Proposition. Suppose that the category CX has the property (sup). Let
Fϕ =

⊕
α∈J

θα, where θα are autoequivalences of the category CX .
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Suppose that an element P of Sω(X) has a trivial stabilizer; i.e. [θα(P)] = P iff
α = 0 (here θ0 = IdCX

). Then for every representative P of P, the object LP(P ) =
ϕ∗(P )/tors

ϕ−1
∗ (P̂)

(P ) belongs to Spec0c (A). If P is simple, then LP(P ) is a simple object.

Proof. We adopt the notations of the part (i) of the argument of 5.2.3. Thanks to

the property (sup), there exists a finite subset I of JP such that the intersection M̃ =

M ′
⋂ (⊕

α∈I θα(P )
)

is nonzero. Since [θα(P )]c = P for every α ∈ I, the object M̃ belongs

to Spec0c (X) and [M̃ ]c = P.
The assertion follows now from the observation 4.2.1 and Theorem 4.2.

5.3. Differential actions. For an abelian svelte category CX , we denote by
Dexc(CX) the full subcategory of the category End(CX) generated by all continuous exact
differential endofunctors. Since the composition of differential endofunctors is a differential

endofunctor, Dexc(CX) is a full monoidal subcategory of the monoidal category Ẽnd(CX).

We call an action Φ̃ = (Φ, φ, φ0) of a svelte monoidal category Ẽ = (E ,�, I, a; `, r) on
CX differential if the functor Φ takes values in the subcategory Dexc(CX).

We assume until the end of the section that CX is a Grothendieck category. This
implies that CX has small limits and colimits. Therefore, every continuous action Φ̃ of a
svelte monoidal category Ẽ has a colimit, Fϕ = (Fϕ, µϕ), which is a continuous monad. As

in 4.1, we replace the monoidal category Ẽ by its image in Ẽx(CX)/Fϕ (determined by the

universal cone Φ̃
γϕ
−→ Fϕ) and identify the monoidal functor Φ̃ with the composition of the

inclusion functor Ẽ −→ Ẽx(CX)/Fϕ and the forgetful functor Ẽx(CX)/Fϕ −→ Ẽx(CX).

If the action Φ̃ is differential, then Ẽ is identified with a monoidal subcategory of

D̃ex(CX)/Fϕ and the action Φ̃ with the restriction to Ẽ of the forgetful monoidal functor

D̃ex(CX)/Fϕ −→ D̃ex(CX). In this case, the monad Fϕ = (Fϕ, µϕ) (that is the functor
Fϕ = ϕ∗ϕ

∗) is differential (see A1.6, A1.7). Or, in other words, the affine morphism

A = Sp(Fϕ/X)
ϕ
−→ X is differential.

For every P ∈ Spec0
c (X), we have a commutative diagram of affine morphisms

A = Sp(Fϕ/X)
f
P

−−−→ Sp(Fϕ
P
/X) = AP

ϕ↘ ↙ ϕ
P

X

corresponding to a monad morphism Fϕ
P

ψ
P−→ Fϕ, where the ’space’ AP and the monad

Fϕ
P

(more precisely, the monad morphism ψ
P
) are stabilizers of the point P (see 4.1.1).

Therefore we have a well defined functor CAP

LP−→ CA, which is the composition of

CAP

f∗P−→ CA, and the functor

CA

Ψ
P

−−−→ CA, M 7−→M/tors
ϕ−1

∗ (P̂)
(M).

Following the pattern of 4.3, consider the commutative diagram

A
u
P

−−−→ XP

f̃
P

↘ ↗
ϕ̃

P

A′
P

(1)
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associated with

A
f
P

−−−→ AP

ϕ↘ ↙ ϕ
P

X

Notice that the composition f̃∗P of the inclusion functor CA′
P
−→ CAP

and the functor

CAP

f∗P−→ CA is a left adjoint to the functor CA

f̃
P∗

−→ CA′
P
.

5.3.1. Lemma. The functors u∗
P

and f̃∗P take values in the full subcategory CA[P−]

of the category CA formed by all Fϕ-modules (M, ξ) such that M ∈ ObP−.

Proof. Recall that P− is the smallest Serre subcategory containing P.
The assertion is due to the fact that every differential endofunctor of the category CX

preserves every Serre subcategory of CX ([LR1]). A more detailed argument is as follows.
(a) The subcategory CA[P−] coincides with the preimage, ϕ−1

∗ (P−) of a Serre subcat-
egory. Therefore it is a Serre subcategory, because the functor ϕ∗ preserves small colimits.

(b) The functor u∗
P

is a restriction of the functor CX
ϕ∗

−→ CA, L 7−→ (Fϕ(L), µϕ(L)),
to the subcategory CXP

= P. By hypothesis, the monad Fϕ = (Fϕ, µϕ) (i.e. the functor
Fϕ = ϕ∗ϕ

∗) is differential, hence Fϕ(L) is an object of P− for every L ∈ ObP−, in
particular, for every L ∈ ObP.

(c) It follows from the construction of the functor CAP

f∗P
−−−→ CA that for every F̃-

moduleM = (M, ξ̃) (– an object of the category CAP
), there is an Fϕ-module epimorphism

ϕ∗(M) = (Fϕ(M), µϕ(M)) −→ f∗P(M). Since, by (c), ϕ∗(M) is an object of the Serre
subcategory CA[P−], its quotient object f∗P(M) belongs to the subcategory CA[P−] too.

The diagram (1) can be decomposed into a commutative diagram

A[P−]
u
P

−−−→ XP

j
P

x
x ϕ̃

P

A
f̃
P

−−−→ A′
P

(2)

Consider now the category CAP
. Its objects are pairs (M, ξ), where M is an object of

the category P and ξ is an action of the differential monad Fϕ
P

– the stabilizer of P.

5.3.2. Proposition. Let CYP
be the full subcategory of the category CA′

P
formed by

all (M, ξ) such that M ∈ ObP̂. Then CYP
is a Serre subcategory of CA′

P
and Spec(A′

P ) =

Spec(YP)
∐
SpecPc (A′

P). In particular, Spec(A′
P) = Spec(YP)

∐
SpecPc (A′

P ).

Proof (a) Let (M, ξ) be an object of Spec(A′
P ). Then either the object M is P̂-torsion

free, or M ∈ ObP̂, or, equivalently, (M, ξ) ∈ ObCYP
.

In fact, let M
P̂

denote the P̂-torsion of M . Any differential endofunctor of a category
preserves all Serre subcategories of this category (see A1.7.3). Since objects of the monoidal

category Ẽ , in particular objects of its subcategory Ẽ(P), are pairs (U,U → Fϕ), where U
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is a differential endofunctor, the P̂-torsion M
P̂

of M is a submodule of the Fϕ
P

-module
(M, ξ). Since (M, ξ) belongs to the spectrum, either M

P̂
= 0, or [(M

P̂
, ξ′)]c ⊇ [(M, ξ)]c.

Here ξ′ denotes the induced Fϕ
P

-module structure. Thanks to the exactness of the forgetful

functor ϕ
P∗, the latter implies that [M

P̂
]c ⊇ [M ]c, hence M ∈ ObP̂, i.e. M = M

P̂
.

(b) Let (M, ξ) belong to Spec(A′
P) − Spec(YP). By (a), this implies that M is an

object of the subcategory P
⋂
P̂⊥ formed by P̂-torsion free objects of the P. It follows

that M has a nonzero subobject, L ↪→ M , with L ∈ ObP
⋂
P̂⊥. Pick a representative,

P ′, of P. The inclusion L ∈ ObP means that [P ′]c ⊇ [L]c. The fact that L 6∈ ObP̂ means
precisely that [L]c ⊇ [P ′]c. Every nonzero subobject L′ of L has the same properties:
[P ′]c ⊇ [L′]c ⊇ [P ′]c. Therefore [L′]c ⊇ [L]c. This shows that L belongs to the spectrum
Spec0c (X) and [L]c = [P ′]c = P.

The argument above shows that every nonzero object M of P
⋂
P̂⊥ is a representative

of the point P. In particular, Ass(M) = {P}.

Now we shall make some observations related to the diagram (2) and the construction
of the functor LP .

Recall that an object M of the category CX is called P-primary if Ass(M) = {P}.

5.3.3. Proposition. Let TP denote the preimage ϕ−1
∗ (P̂) of the Serre subcategory P̂

of CX in CA; and let TP denote the preimage in CA[P−] of the subcategory P̂ ∩ CXP
(cf.

the diagram (2)).

(a) An object M = (M, ξ) of CA = (Fϕ/X) −mod is TP -torsion free iff the object

ϕ∗(M) = M is P̂-torsion free.

(b) The image in CXP
of every TP -torsion free object of CA[P−] is P-primary.

Proof. (a) LetM = (M, ξ) be an (Fϕ/X)-module, and let M
P̂

denote the P̂-torsion of
the object M . Since Fϕ = (Fϕ, µϕ), where Fϕ is a differential functor, and all differential

functors preserve Serre subcategories, the action Fϕ(M)
ξ
−→ M induces an action, ξ′, of

Fϕ on the subobject M
P̂

. Clearly, (M
P̂
, ξ′) belongs to the Serre subcategory TP .

(b) By definition, CA[P−] is a full subcategory of CA generated by Fϕ-modules (M, ξ)
such that M ∈ ObP−. Therefore, by (a), an object (M, ξ) of CA[P−] is TP -torsion free

iff M is an object of P−
⋂
P̂⊥. If M is nonzero, it contains (by the definition of P−)

a nonzero subobject L which belongs to P
⋂
P̂⊥. But, nonzero objects of P

⋂
P̂⊥ are

precisely all the representatives of P (see the part (b) of the argument of 5.3.2). This
shows that P ∈ Ass(M).

Suppose N ↪→M is a subobject of M such that N ∈ Spec(X). Then N has a nonzero

subobject L which belongs to P
⋂
P̂⊥. Therefore [N ]c = [L]c = P; i.e. P is the only

element of Ass(M).

5.3.4. Proposition. For every object M of Spec0c (A[P−]), its image in CXP
either

belongs to P̂, or is P-primary.

Proof. Let M = (M, ξ) belong to Spec(A). By the argument of 5.3.3, the P̂-torsion,
M

P̂
, of the object M has a structure, ξ′ of a submodule ofM. Therefore, if M

P̂
6= 0, then
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[(M
P̂
, ξ′)]c ⊇ [(M, ξ)]c which implies that M = M

P̂
(see the part (a) of the argument of

5.3.2). If M
P̂

= 0, then, by 5.3.3(b), the object M is P-primary.

5.3.5. Proposition. The functor CA′
P

LP−→ CA takes values in the full subcategory of

CA generated by Fϕ-modules (M, ξ) such that M is an object of the category P−
⋂
P̂. In

particular, M is either zero, or P-primary.

Proof. Recall that the functor CAP

LP−→ CA is the composition of a left adjoint,

CAP

f∗P−→ CA, the forgetful functor CA

f
P∗

−→ CAP
and the functor

CA

Ψ
P

−−−→ CA, M 7−→M/tors
ϕ−1

∗ (P̂)
(M). (3)

By 5.3.3(a), the functor (3) takes values in the full subcategory of CA generated by

all Fϕ-modules (M, ξ) such that M is a P̂-torsion free object of CX .

The functor CA′
P

LP−→ CA is the composition of the functor CAP

LP−→ CA and the
inclusion functor CA′

P
−→ CAP

; that is LP is the composition of the three functors

CA′
P
−−−→ CAP

f∗P
−−−→ CA

Ψ
P

−−−→ CA.

The composition of the first two functors takes values (thanks to the fact that Fϕ is
differential) in the subcategory CA[P−] = ϕ−1

∗ (P−). Therefore the functor LP takes values

in the preimage in CA of the subcategory P−
⋂
P̂ ⊆ CX , which is the full subcategory of

CA formed by all Fϕ-modules (M, ξ) such that M is an object of P−
⋂
P̂. In particular,

M is either zero, or P-primary.

5.3.6. Localization. All exact differential endofunctors are compatible with localiza-
tions at Serre subcategories and induce exact differential endofunctors on the corresponding
quotient categories (cf. A1.7.3). These endofunctors on quotient categories inherit exact-
ness properties (like compatibility with limits or colimits of a certain class of diagrams, or
having a right adjoint) of the initial endofunctors (see [KR2]). Thus, localization at any
Serre subcategory S of the category CX will transform our data (differential continuous
monad (Fϕ, µϕ) and the family of exact continuous differential subfunctors of Fϕ) to the
same sort of data on CX/S. Taking an element P of the spectrum of X/S, we obtain a
relative version of the commutative diagram (1):

CA/S′′

u
P∗

−−−→ C(X/S)P

f̃∗
P

↘ ↗
ϕ̃∗

P

C(A/S)′
P

(4)

where S′′ = ϕ−1
∗ (S) and S′ = ϕ∗−1

P (S). The category CA/S′′ here is naturally identified
with the category FS-modules, where FS is the monad on CX/S uniquely determined by
the monad Fϕ = (Fϕ, µϕ).
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Applying this observation to the Serre subcategory P̂ and the unique closed point of
the quotient local category C

X/P̂
, we replace X by the local ’space’ X/P̂ and obtain (using

the decomposition (2) in 5.3.1) the diagram

CAr [P−]

u
P∗

−−−→ CXr
P

f̃∗
P

↘ ↗
ϕ̃∗

P

CAr
P

(5)

in which Xr
P is the residue ’space’ of X at the point P, CAr

P
is the category of F̃-modules

(L, ξ̃), where L is an object of the residue category CXr
P
, CAr [P−] is the category of F

P̂
-

modules (M, ξ), where M is an object of the smallest nonzero Serre subcategory of C
X/P̂

.

If the local category C
X/P̂

has simple objects (which is always the case if X has a

Gabriel-Krull dimension) and CX has infinite coproducts, then the residue category is
equivalent to the category of vector spaces over the residue field k

P
of the point P.

6. Computing Spec−(X).

6.1. The construction. We assume the setting of 4.1. That is we fix a Grothendieck
category CX endowed with an action Φ̃ of a svelte monoidal category Ẽ taking values in the

monoidal category Ẽxc(CX) of exact continuous endofunctors of CX . As in 4.1, we identify

the monoidal category Ẽ with its image in Ẽxc(CX)/Fϕ, where the continuous monad Fϕ =

(Fϕ, µϕ) is the colimit of the monoidal functor Ẽ
Φ̃
−→ Ẽxc(CX). With this identification, Φ̃

becomes the restriction to Ẽ of the forgetful monoidal functor Ẽxc(CX)/Fϕ −→ Ẽxc(CX).

Fix an element P of Specc
−(X). Applying the pattern of 4.1.1 to P, we obtain the

stabilizer of P which is, by definition, the stabilizer Ẽ(P) of the pair (P) = {P, P̂}, and the
commutative diagram of affine morphisms

Sp(Fϕ/X) = A
f
P

−−−→ AP = Sp(Fϕ
P
/X)

ϕ↘ ↙ ϕ
P

X

(1)

corresponding to a monad morphism Fϕ
P

ψ
P−→ Fϕ, where the ’space’ AP and the monad

Fϕ
P

(or, more precisely, the monad morphism ψ
P
) are called stabilizers of the point P.

6.2. Specc
−(AP )P and Specc

−(A)P . For an element P of Specc
−(X), we denote by

Specc−(AP)P the family of all objects P̃ of Specc−(AP) such that P ∈ Ass(ϕ∗
P
(P̃ )). We

denote by Specc
−(AP)P the correponding subset of Specc

−(AP ).
Similarly, Specc−(A)P will denote the family of all objects M of Specc−(A) such that

P is an associated point of ϕ∗(M), and denote by Specc
−(A)P the corresponding subset

of the spectrum Specc
−(A).

6.3. Theorem. Let P ∈ Spec−(X) be such that the inverse image functor f∗P of the

morphism A
f
P−→ AP is exact and faithful, and the following conditions hold:
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(*) If P is a representative of P and M is a subobject of ϕ∗(P ) such that P ∈
Supp(ϕ∗(M)), then there exists (U ′, v) ∈ FP and a subobject P ′ of P such that the image
of U ′(P ′) in Fϕ(P ) = ϕ∗ϕ

∗(P ) is a subobject of ϕ∗(M) whose support contains P.

Then the functor CAP

LP

−−−→ CA induces a surjective morphism

Specc
−(AP)P

LP

−−−→ Specc
−(A)P . (1)

The functor LP maps simple objects to simple objects.

Proof. The argument is similar to the proof of 4.2. Details are left to the reader.

6.4. Finiteness conditions.

6.4.1. Associated points of finite multiplicity. Let M be an object of CX , and
let P ∈ Specc

−(X) be an associated point of M ; i.e. M has a nonzero subobject which

belongs to P̂c
~ = P ∩ P̂⊥. We say that the associated point P has a finite multiplicity if

the P̂~
c /P̂-torsion of M belongs to Spec(X/P̂).

If the quotient category CX/P̂ has simple objects, then the P̂~
c /P̂-torsion of the

image of M in CX/P̂ coincides with its socle. The point P is of finite multiplicity in M
iff this socle is of finite length. The latter is called the multiplicity of P in M .

6.4.2. Points of the spectrum finite over a point. Let A
ϕ
−→ X be an affine

morphism and P a point of Spec−c (X). It is not garanteed, in general, that Spec−P (AP) is
nonempty. We denote by Spec0P,f(A) the preorder of all M ∈ Specc−(A) such that P is an
associated point of ϕ∗(M) of finite multiplicity.

6.4.2.1. Proposition. Suppose that P ∈ Spec−c (X) is such that the category CX/P
has simple objects. Then for every M ∈ Spec0P,f(A), the object f

P∗(M) has a subobject

P̃ which belongs to SpecPc (AP). For any such object P̃ , the corresponding element of
Spec−c (AP ) is an associated point of f

P∗(M) of finite multiplicity, and P is an associated

point of P̃ of finite multiplicity.

Proof. Consider the set ΩP of all subobjects L of f
P∗(M) such that ϕ

P∗(L) is a
representative of P. Those of them with the smallest rank of ϕ

P∗(L) belong to SpecPc (AP ).
Details and the remaining observations are left to the reader.

6.5. Holonomic objects.

6.5.1. Definition. Let A
ϕ
−→ X be a continuous morphism. We call an object M

of the category CA holonomic over X (or, more precisely, ϕ-holonomic), if each nonzero
subquotient of ϕ∗(M) has associated points in Specc

−(X) and all these associated points
are of finite multiplicity.

If CX is the category of quasi-coherent sheaves on a smooth scheme X and CA is the
category of D-modules on X , then holonomic objects are precisely holonomic D-modules.

In the case CX is the category of quasi-coherent sheaves on the quantum flag variety
of a semisimple Lie algebra g and CA is the category of quasi-coherent Uq(g)-modules on
X (cf. [LR2]), then holonomic objects are called holonomic quantum D-modules.
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It follows from 6.4.2.1 that all holonomic objects over X which belong to Specc
−(A)

are obtained via the construction of this work. Thanks to their functorial properties, the
desctiption of holonomic objects is directly reduced to their description on an affine cover.

7. Local properties of spectra. Applications to D-modules on classical and
quantum flag varieties.

7.1. Proposition. Let {Ti | i ∈ J} be a set of coreflective thick subcategories of

an abelian category CX such that
⋂

i∈J

Ti = 0; and let u∗i denote the localization functor

CX −→ CX/Ti. The following conditions on a nonzero coreflective topologizing subcategory
Q of CX are equivalent:

(a) Q ∈ Spec0
c (X),

(b) [u∗i (Q)]c ∈ Spec0
c (X/Ti) for every i ∈ J such that Q * Ti.

Proof. See [R7, 10.4.3].

7.1.1. Note. The condition (b) of 7.1 can be reformulated as follows:
(b’) For any i ∈ J , either u∗i (Q) = 0, or [u∗i (Q)]c ∈ Spec0

c(X/Ti).

7.2. Proposition. Let CX be an abelian category and U = {Ui
ui−→ X | i ∈ J} a set

of continous morphisms such that {CX
u∗

i−→ CUi
| i ∈ J} is a conservative family of exact

localizations.
(a) The morphisms Uij = Ui ∩ Uj

uij
−→ Ui are continuous for all i, j ∈ J .

(b) Let Li be an object of Spec0c (Ui); i.e. [Li]c ∈ Spec0
c (Ui) and Li is 〈Li〉-torsion

free. The following conditions are equivalent:
(i) Li ' u

∗
i (L) for some L ∈ Spec0c (X);

(ii) for any j ∈ J such that u∗ij(Li) 6= 0, the object u
ji∗u

∗
ij(Li) of CUj

has an

associated point; i.e. it has a subobject Lij which belongs to Spec0c (Uj).

Proof. The assertion follows from 7.1 (the argument is similar to that of [R7, 9.7.1].

7.2.1. Note. If the cover U = {Ui
ui−→ X | i ∈ J} in 7.2 is finite, then Spec0c(−) and

Spec0
c(−) can be replaced by resp. Spec(−) and Spec(−).

7.2.2. Examples. (a) If CX is the category of quasi-coherent sheaves on a quasi-
separated scheme X and each Ui is the category of quasi-coherent sheaves on an open
subscheme of X , then the glueing conditions of 7.2 hold for any Li ∈ Spec

0
c (Ui); i.e. the

spectrum Spec0
c (X) is naturally identified with

⋃

i∈J

Spec0
c (Ui).

(b) Similarly, if CX is the category of holonomic modules over a sheaf of twisted

differential operators on a smooth scheme X , and {Ui
ui−→ X | i ∈ J} is a cover of X

corresponding to an open Zariski cover of X , then
⋃

i∈J

Spec0
c (Ui).

This is due to functoriality of sheaves of holonomic modules with respect to direct
and inverse image functors of open immersions and the fact that holonomic modules are
of finite length (hence they have associated closed points).
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7.3. Proposition. Let CX be an abelian category and U = {Ui
ui−→ X | i ∈ J} a

finite set of morphisms of ’spaces’ whose inverse image functors, {CX
u∗

i−→ CUi
| i ∈ J},

form a conservative family of exact localizations, and Ker(u∗
i ) is a coreflective subcategory

for every i ∈ J . Then Spec−(X) =
⋃

i∈J

Spec−(Ui) and Spec−c (X) =
⋃

i∈J

Spec−c (Ui).

Proof. The first equality is proven in [R7, 9.5]. The argument for the second equality
is similar to the proof of [R7, 9.5].

7.3.1. Proposition. Let CX be an abelian category and U = {Ui
ui−→ X | i ∈ J}

a set of continuous morphisms whose inverse image functors, {CX
u∗

i−→ CUi
| i ∈ J},

form a conservative family of exact localizations. Suppose that Spec−
c (X) =

⋃

i∈J

Spec−c (Ui)

(e.g. J is finite) and CUi
is a Grothendieck category with a Gabriel-Krull dimension (for

instance, Ui is locally noetherian; say Ui ' Sp(Ai) for a left noetherian ring) for each
i ∈ J . Then Spec−c (X) is isomorphic to the set of isomorphism classes of indecomposable
injectives of the category CX .

Proof. Each (isomorphism class of) indecomposable injective E of CX corresponds

to the element ⊥E of Spec−c (X). Since direct image functors CUi

ui∗−→ CX of morphisms
ui are right adjoints to exact functors, they map (indecomposable) injectives to (resp.
indecomposable) injectives. For every ’space’ Y such that CY is a Grothendieck category
with a Gabriel-Krull dimension (in particular for each Ui), the isomorphism classes of
indecomposable injectives are in bijective correspondence with elements of Spec−c (Y ).

7.4. Towards some applications. The assertions above allow to apply the results

of the previous sections to locally affine morphisms; i.e. morphisms of ’spaces’ A
f
−→ X

endowed with a set U = {Ui
ui−→ X | i ∈ J} of morphisms such that {CX

u∗
i−→ CUi

| i ∈ J}
is a conservative family of exact localizations whose kernels are coreflective subcategories
of CA, and for every i ∈ J , the compositions f ◦ ui is an affine morphism.

A slightly more general setting we are interested in consists of a family of commutative
diagrams

Ui
ũi

−−−→ X

fi

y
y f

Ui
ui

−−−→ X i ∈ J,

(1)

where {CX
u∗

i−→ CUi
| i ∈ J} and {CX

ũ∗
i−→ CAi

| i ∈ J} are conservative families of exact

localizations with coreflective kernels and morphisms Ui
fi
−→ Ui are locally affine for all

i ∈ J . Even when the morphism A
f
−→ X is affine, the propositions 7.1 – 7.3.1 help to

simplify the problem by using appropriate covers. In the examples below, the morphisms
f and fi are affine. We start with differential morphisms.

7.4.1. Affine differential morphisms. Let X
f
−→ X be a differential affine mor-

phism whose inverse image functor is exact. This means that the ’space’ X is naturally
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isomorphic to Sp(Ff/X), where Ff = (Ff, µf) is the monad associated with f, and the
functor Ff = f∗f

∗ is exact, differential, and has a right adjoint.

Let U
u
−→ X be a flat (i.e. continuous and exact) localization, and let CX

F
−→ CX

be an exact differential functor. Then there exists a unique exact differential functor

CU
FU−→ CU such that u∗ ◦ F = FU ◦ u

∗. The functor FU is naturally isomorphic to the
composition u∗Fu∗. If the functor F is continuous, i.e. it has a right adjoint, F !, then the
functor FU is continuous too: the composition F !

U = u∗F !u∗ is a right adjoint to FU .

Let U = {Ui
ui−→ X | i ∈ J} be a set of continuous morphisms whose inverse image

functors {CX
u∗

i−→ CUi
| i ∈ J} form a conservative family of exact localizations. Then it

follows from the discussion above and A1.5 that the differential affine morphism X
f
−→ X

gives rise to a uniquely determined commutative diagram (1) in which all morphisms fi
are affine and differential.

7.4.2. Quasi-coherent sheaves of rings. Let X = (X ,OX ) be a commutative
scheme such that the embedding of each point of X into X has a direct image functor
(e.g. X is quasi-separated). This condition implies that the scheme X can be canonically
reconstructed (is naturally isomorphic to the geometric center of) the category CX =
QcohX of quasi-coherent sheaves on X . Let AX be a quasi-coherent sheaf of associative
unital rings on X and CX the category of quasi-coherent sheaves of AX -modules. Let

OX
ψ
−→ AX be a morphism of sheaves of rings. The morphism ψ gives rise to an affine

morphism X
f
−→ X of ’spaces’. Fix an affine cover {Ui

ui−→ X | i ∈ J} of X . Then we have
a commutative diagram

Ui
ũi

−−−→ X

fi

y
y f

Ui
ui

−−−→ X i ∈ J,

(1)

where Ui = Sp(OX (Ui)), Ui = Sp(AX (Ui)), fi is the affine morphism corresponding to

the ring morphism OX (Ui)
ψ(Ui)
−−−→ AX (Ui), and the morphisms ui and ũi have restriction

functors to the open subset Ui as inverse image functors. Since u∗i and ũ∗
i are localization

functors, the commutative diagram (1) shows that X is a (noncommutative in general)

scheme, {Ui
ũi−→ X | i ∈ J} its affine cover, and X

f
−→ X is a scheme morphism.

Fix i ∈ J and pick a point x of the open set Ui. To the point x, there corresponds an
element Pix of Spec(Ui) = Spec0

c (Ui). Since Ui is a Zariski open subset of the commutative
scheme X , the point P ix is the image of a uniquely determined point Px of X.

We assume that the ring morphism OX(Ui)
ψ(Ui)
−−−→ AX (Ui) is flat; i.e. the functor

f∗i = AX (Ui) ⊗OX (Ui) − from CUi
to CUi

is exact. The stabilizer of the point P ix can be
identified with the subring APi

x
of the ring AX (Ui) which contains the image of OX (Ui)

and such that the induced morphism OX (Ui) −→ APi
x

(– the corestriction of ψ(Ui)) is flat.

7.4.2.1. Finiteness conditions. Let CXx
f

denote the full subcategory of the category

CX generated by all objects M of CX such that x is an associated point of f∗(M) of finite
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multiplicity (or, what is the same, Px is an associated point of f∗(M) of finite multiplicity).
It follows from generalities on associated points (see A3.2) that the subcagtegory CXx

f

is closed under extensions. It follows from 6.4.2.1 and 6.3 that every object M of the
subcategory CXx

f
has an associated point of the form LPx

(V ), where V is an element of

the spectrum of the stabilizer Sp(APi
x
) of the point P ix whose image in CX is an element

of Spec(X) representing the point P ix. Therefore, if M is the point of the Spec−(Ui), then
M is equivalent to LPi

x
(V ).

7.4.2.2. Example. Let now X = (X ,OX ) be a smooth scheme over Spec(k); and let
AX be the sheaf of algebras of twisted differential operators on X . Then Spec−c (X)

⋂
CXx

f
,

consists of all semisimple holonomic AX -modules whose simple components are isomorphic
to each other.

7.4.3. Remark. Given a cover U = {Ui
ui−→ X | i ∈ J}, Proposition 7.2 suggests

a way of constructing points of Spec0
c(X) starting from a point P of Spec0

c(X), taking
its image in Spec0

c (Ui) for some Ui containing P (i.e. u∗i (P) 6= 0) and an object Mi

of Spec0c (Ui) such that its image in CUi
has u∗i (P) as an associated point. Notice that

the object Mi can be obtained via our induction procedure applied to some other affine

morphism, Vi
ϕi
−→ Ui, and a point Qi of Spec0

c (Vi). All we need to know is that the image
of Mi in CUi

has an associated point of the form u∗i (P) for some P ∈ Spec0
c (X). Thus,

the glueing data related to this approach is described by the diagram

Vi

ϕi

←−−− Ui
ũi

−−−→ X

fi

y
y f

Ui
ui

−−−→ X i ∈ J,

(3)

where {CX
u∗

i−→ CUi
| i ∈ J} and {CX

ũ∗
i−→ CAi

| i ∈ J} are conservative families of

continuous exact localizations and the morphisms Vi
ϕi
←− Ui

fi
−→ Ui are affine for all i ∈ J .

7.4.4. Example: D-modules on flag varieties. Let g be a semisimple Lie algebra
over an algebraicly closed field of zero characteristic, G a connected simply connected
algebraic group whose Lie algebra is isomorphic to g. Let B be a Borel subgroup of G, and
W its Weyl group. The sheaf DG/B of algebras of differential operators on G/B defines a
noncommutative scheme XG/B represented by the category of D-modules on G/B, together

with the affine morphism XG/B
f
−→ XG/B corresponding to the morphism OG/B −→ DG/B

of sheaves of rings. Here XG/B denotes the ’space’ corresponding to the scheme G/B, i.e.
CXG/B

is the category of quasi-coherent sheaves on G/B. By Beilinson-Bernstein theorem,
the category CXB/B

= DG/B −mod of D-modules on the flag variety G/B is equivalent to
the category Uρ(g)−mod of U(g)-modules with the trivial central character.

Consider the canonical affine cover {Uw
ui−→ G/B | w ∈ W} of the flag variety by the

translations of the big cell. Each open subscheme Uw is isomorphic to the affine space An.
Therefore, for all w ∈ W, the algebra DG/B(Uw) is isomorphic to the Weyl algebra An.
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Thus we have commutative diagrams of ’spaces’

Sp(An)
ψ̃w

−−−→ Uw
ũw

−−−→ XG/B

ϕn

y fw

y
y f

Sp(Γ(An))
ψw

−−−→ Uw
uw

−−−→ XG/B w ∈ W,

(1)

where left horizontal arrows are isomorphisms, ϕn is a morphism corresponding to the
embedding of the algebra k[y] = Γ(An) of polynomials in n variables to the Weyl algebra.

By 7.2, the construction of points of Spec0
c(XG/B) is reduced to

(i) the construction of points of Spec0
c (Uw) = Spec(Uw) ' Spec(Sp(An)),

(ii) verifying the glueing conditions of 7.2(b).
As it is observed in 7.2.2(b), the glueing conditions hold automatically if we study

holonomic D-modules. We look at the first, most important, problem.

7.4.4.1. The standard approach. The diagram (1) invites to apply the developed
here induction machinary to the morphism ϕn corresponding to the standard embedding
k[y] ↪→ An. It follows from 5.3.1 that for every closed irreducible subvariety V of An (– a
point of the spectrum of k[y]), the functor LV produces An-modules supported in V. If the
subvariety V is smooth, then the stabilizer of V in An coincides with the ring of differential
operators on V. In this case, it follows from the Kashiwara’s theorem, that the induction
functor establishes an equivalence between the category DV −mod of D-modules on V and
the full subcategory An −modV of the category An −mod whose objects are An-modules
supported on V.

7.4.4.2. Hyperbolic coordinates. They are given by the k-algebra embedding

k[ξ̄] = k[ξ1, . . . , ξn]
ψ
−→ An which maps each indeterminate ξi to the product xiyi. The

main advantage of this choice is that only a countable number of points of Spec(k[ξ̄]) have
a nontrivial stabilizer, and their stabilizer can be easily described and taken into account.
Thus, we extend the diagram (1) to the diagram

Sp(k[ξ])
ψ̃

←−−− Sp(An)
ψ̃w

−−−→ Uw
ũw

−−−→ XG/B

ϕn

y fw

y
y f

Sp(Γ(An))
ψw

−−−→ Uw
uw

−−−→ XG/B w ∈ W,

(2)

and use the morphism ψ̃ = Sp(ψ) for constructing elements of the spectrum of Sp(An).

7.5. Quantized D-modules on quantum flag varieties.

7.5.1. The cone of a non-unital ring. Let R0 be a unital associative ring and
R+ an associative (non-unital in general) ring in the category of R0-bimodules; i.e. R+ is

endowed with an R0-bimodule morphism R+ ⊗R0
R+

m
−→ R+ satisfying the associativity

condition. We denote by R the augmented unital ring R0 ⊕ R+ and by TR+
the full

subcategory of R−mod whose objects are all R-modules annihilated by R+.
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We define the ’space’ cone of R+ by taking as CCone(R+) the quotient category

R − mod/T −
R+

of R − mod by the Serre subcategory spanned by TR+
. The localization

functor R−mod
u∗

−→ R−mod/T −
R+

is an inverse image functor of a morphism of ’spaces’

Cone(R+)
u
−→ Sp(R). The functor u∗ has a (necessarily fully faithful) right adjoint, i.e.

the morphism u is continuous. If R+ is a unital ring, then u is an isomorphism (see
[KR2, C3.2.1]). The composition of the morphism u with the canonical affine morphism
Sp(R) −→ Sp(R0) is a continuous morphism Cone(R+) −→ Sp(R0). Its direct image
functor is (regarded as) the global sections functor.

7.5.2. The graded version: ProjG. Let G be a monoid and R = R0 ⊕ R+ a G-
graded ring with zero component R0. Then we have the category grGR−mod of G-graded
R-modules and its full subcategory grGTR+

= TR+
∩grGR−mod whose objects are graded

modules annihilated by the ideal R+. We define the ’space’ ProjG(R) by setting

CProjG(R) = grGR−mod/grGT
−
R+
.

Here grGT
−
R+

is the Serre subcategory of the category grGR − mod spanned by grGTR+
.

One can show that grGT
−
R+

= grGR−mod∩T
−
R+

. Therefore, we have a canonical projection

Cone(R+)
p
−→ ProjG(R).

The localization functor grGR−mod −→ CProjG(R+) is an inverse image functor of a

continuous morphism ProjG(R)
v
−→ SpG(R). The composition ProjG(R)

v
−→ Sp(R0) of

the morphism v with the canonical morphism SpG(R)
φ
−→ Sp(R0) defines ProjG(R) as a

’space’ over Sp(R0). Its direct image functor is called the global sections functor.

7.5.2.1. Standard example: cone and Proj of a Z+-graded ring. Let R =⊕
n≥0Rn be a Z+-graded ring, R+ its ’irrelevant’ ideal. Thus, we have Cone(R+),

Proj(R) = ProjZ(R), and the canonical morphism Cone(R+) −→ Proj(R).

7.5.3. The category of D-modules on the flag variety of a reductive Lie
algebra. Let g be a reductive Lie algebra over C and U(g) the enveloping algebra of g.
Let G be the group of integral weights of g and G+ the semigroup of nonnegative integral
weights. Let R = ⊕λ∈G+

Rλ, where Rλ is the vector space of the (canonical) irreducible
finite dimensional representation with the highest weight λ. The module R is a G-graded
algebra with the multiplication determined by the projections Rλ ⊗ Rν −→ Rλ+ν , for all
λ, ν ∈ G+. It is well known that the algebra R is isomorphic to the algebra of regular
functions on the base affine space of g. Recall that G/U , where G is a connected simply
connected algebraic group with the Lie algebra g, and U is its maximal unipotent subgroup.

7.5.3.1. Base affine space and flag variety. The category CCone(R) is equivalent
to the category of quasi-coherent sheaves on the base affine space Y of the Lie algebra g.

The category ProjG(R) is equivalent to the category of quasi-coherent sheaves on the
flag variety of g.
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7.5.3.2. D-modules on the flag variety. Consider the cross-product U(g)#R
associated with the Hopf action of U(g) on R. This is a G-graded algebra (with the grading
induced by the grading of the algebra R). One can show that the category CProjG(U(g)#R)

is equivalent to the category D − modG/B of D-modules on the flag variety of the Lie
algebra g. In other words, the ’space’ represented by the category of D-modules on the
flag variety is isomorphic to Proj(U(g)#R).

7.5.4. The quantum base affine ’space’ and quantum flag variety of a
semisimple Lie algebra. Let now g be a semisimple Lie algebra over a field k of zero
characteristic, and let Uq(g) be the quantized enveloping algebra of g. Define the G-graded
algebra R =

⊕
λ∈G+

Rλ the same way as above, i.e. Rλ is a simple finite-dimensional
module with the highest weight λ. This time, however, the algebra R is not commutative.
If g = sl2, then R is isomorphic to the algebra kv[x, y] = k〈x, y〉/(xy − vyx) for an ap-
propriate v. Following the classical example (and representing ’spaces’ by the categories
of quasi-coherent sheaves on them), we call Cone(R) the quantum base affine ’space’ and
ProjG(R) the quantum flag variety of the Lie algebra g. We call R the algebra of functions
on the quantum base affine ’space’.

7.5.4.1. Canonical affine covers of the quantum base affine ’space’ and the
quantum flag variety. Let W be the Weyl group of the Lie algebra g. Fix a w ∈ W .
For any λ ∈ G+, choose a nonzero w-extremal vector eλwλ generating the one dimensional
vector subspace of Rλ formed by the vectors of the weight wλ. Set Sw = {k∗eλwλ|λ ∈ G+}.

It follows from the Weyl character formula that eλwλe
µ
wµ ∈ k∗eλ+µ

w(λ+µ). Hence Sw is a

multiplicative set. It was proved by Joseph [Jo] that Sw is a left and right Ore subset in
R. The Ore sets {Sw|w ∈W} determine a conservative family of affine localizations

Sp(S−1
w R) −−−→ Cone(R), w ∈W, (4)

of the quantum base affine ’space’ and a conservative family of affine localizations

SpG(S−1
w R) −−−→ ProjG(R), w ∈W, (5)

of the quantum flag variety. Here SpG(S−1
w R) is the ’space’ represented by the category

grGS
−1
w R−mod of G-graded grGS

−1
w R-modules.

We claim that the category grGS
−1
w R−mod is naturally equivalent to (S−1

w R)0−mod.
By 1.5, it suffices to verify that the canonical functor grGS

−1
w R − mod −→ S−1

w R)0 −
mod which assigns to every graded S−1

w R-module its zero component is faithful; i.e. the
zero component of every nonzero G-graded S−1

w R-module is nonzero. This is, really, the
case, because if z is a nonzero element of λ-component of a G-graded S−1

w R-module, then
(eλwλ)

−1z is a nonzero element of the zero component of this module.
This shows that for every w ∈ W , the morphism SpG(S−1

w R) −−−→ ProjG(R) is

isomorphic to the morphism Sp((S−1
w R)0)

uw

−−−→ ProjG(R). The morphism uw form an
affine cover

Sp((S−1
w R)0)

uw

−−−→ ProjG(R), w ∈W (6)

of the quantum flag variety ProjG(R) turning it into a noncommutative scheme.
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7.5.5. The quantum flag D-variety. Similar to 7.5.3.2, we consider the cross-
product Uq(g)#R, where R is the algebra of functions on the quantum base affine ’space’
defined in 7.5.4, with G-grading induced by the G-grading of R. We call the ’space’
Proj(Uq(g)#R) the quantum flag D-variety. The objects of the category representing
ProjG(Uq(g)#R) are called quantum D-modules on the quantum flag variety ProjG(R).

The natural algebra morphism R −→ Uq(g)#R induces an affine morphism

Proj(Uq(g)#R)
f

−−−→ Proj(R).

As every affine morphism, the morphism f is isomorphic to the natural morphism

Sp(Ff/ProjG(R))
f̃

−−−→ ProjG(R)

for a monad Ff. The monad Ff can be chosen canonically: it is uniquely determined by the
action of Uq(g) on the category grGR −mod of G-graded R-modules, because this action
is compatible with the localization grGR−mod −→ ProjG(R).

Moreover, the action of Uq(g) on grGR−mod becomes differential in an appropriate
sense (explained in [LR1] and [LR2]). This implies, among other things, that the action of
Uq(g) on grGR−mod is compatible with localizations at the Ore sets Sw for each w ∈W .
So that the cover of ProjG(R) described in 7.5.4.1(6) induces a cover

Sp((S−1
w (Uq(g)#R)0)

uρ
w

−−−→ ProjG(Uq(g)#R), w ∈W (7)

of the ’space’ Proj(Uq(g)#R) such that the diagram

Sp((S−1
w (Uq(g)#R))0)

uρ
w

−−−→ ProjG(Uq(g)#R)y
y

Sp((S−1
w R)0)

uw

−−−→ ProjG(R) w ∈W

(8)

whose all four arrows are affine morphisms, commutes. In particular, the cover (7) turnes
the ’space’ ProjG(Uq(g)#R) into a noncommutative separated scheme.

7.5.6. The global sections functor. For any G-graded k-algebra R, there is a

canonical continuous morphism ProjG(R)
γ

−−−→ Sp(R0) whose direct image functor is

the composition of the right adjoint CProj(R)

q∗

−−−→ grGR−mod and the functor

grGR−mod
p∗

−−−→ R0 −mod

which assigns to every G-graded R-module M its zero component endowed with the action
of the zero component R0 of the algebra R. We call the direct image functor γ∗ = p∗q∗ of
the morphism γ the global sections functor.
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Thus, if R is the algebra of functions on the quantum (or classical) flag variety of the
Lie algebra g, then R0 = k. If R = U(g)#R, then R0 = U(g); and the diagram

ProjG(Uq(g)#R)
γ̃

−−−→ Sp(U(g))

f
y

y

ProjG(R)
γ

−−−→ Sp(k)

(9)

(where the right vertical arrow corresponds to the k-algebra structure on U(g)) commutes.

By [LR2] (see also [T]), the morphism ProjG(Uq(g)#R)
γ̃

−−−→ Sp(Uq(g)) is affine and
its direct image function establishes an equivalence between the category CProjG(Uq(g)#R)

of quantum D-modules on the flag variety and the full subcategory Uq(g)ρ−mod of Uq(g)-
modules with the trivial central character. Thus, we can replace the diagram (9) with the
commutative diagram

ProjG(Uq(g)#R)
γρ

−−−→ Sp(Uq(g)ρ)

f
y

y

ProjG(R)
γ

−−−→ Sp(k)

(10)

whose upper horizontal arrow is an isomorphism.Therefore, it induces isomorphisms be-
tween the corresponding spectra of these ’spaces’. In particular, the direct image functor
γρ∗ of the morphism γρ maps Spec0c (ProjG(Uq(g)#R)) to Spec0c (Sp(Uq(g)ρ)) and this map

induces an isomorphism from Spec0
c (ProjG(Uq(g)#R)) onto Spec0

c (Sp(Uq(g)ρ)).

7.6. The twisted version. Fix a central character χ of the quantized enveloping al-
gebra Uq(g) and consider the twisted cross-product Uq(g)#χR. We call ProjG(Uq(g)#χR)
the quantumDχ-variety, or the quantum twisted D-variety. The constructions of 7.5 can be
repeated literally for the twisted D-varieties and summarized in the commutative diagrams

Sp((S−1
w (Uq(g)#R))0)

uχ
w

−−−→ ProjG(Uq(g)#χR)
γχ

−−−→ Sp(Uq(g)χ)y
y

y

Sp((S−1
w R)0)

uw

−−−→ ProjG(R)
γ

−−−→ Sp(k) w ∈W
(1)

It follows from [LR2] (and [T]) that if χ is regular, anti-dominant, then γχ is an
isomorphism. In this case, computing the spectra of the twisted flag D-variety is the same
as the computing the corresponding spectra of the affine scheme Sp(Uq(g)χ).

As to the studying the spectra of the flag Dχ-variety, it is reduced to the study
of the spectra of elements of the cover, Sp((S−1

w (Uq(g)#R))0), w ∈ W. The spectra of
Sp((S−1

w (Uq(g)#R))0) can be studied via the affine morphism

Sp((S−1
w (Uq(g)#R))0) −−−→ Sp((S−1

w R)0), (2)
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or, possibly, using a different affine morphism

Sp((S−1
w (Uq(g)#R))0)

ψ̃w

−−−→ Sp(Aw). (3)

7.7. Remarks.

7.7.1. These constructions for the usual enveloping algebras. If the quantized
enveloping algebra Uq(g) is replaced by the enveloping algebra U(g) and the algebra R of
functions on the quantum base affine ’space’ by the algebra R of functions on the base affine
space, then the constructions of 7.5 and 7.6 become another, purely algebraic, description
of D-modules on a flag variety, the related canonical covers of the flag variety, and the
corresponding (twisted) D-scheme. In particular, the algebra (S−1

w R)0 is isomorphic to
the polynomial algebra k[ȳ] = k[y1, . . . , yn] – the coordinate algebra of the affine space An,
and (S−1

w (U(g)#R))0 is, therefore, isomorphic to the Weyl algebra An for all w ∈W .
A sensible choice of the algebra Aw in (3) is the polynomial algebra k[ξ̄] = k[ξ1, . . . , ξn]

and the morphism (3) is induced by the algebra morphism k[ξ̄]
ψ
−→ An which maps each

indeterminate ξi to the product xiyi – hyperbolic coordinates (see 7.4.4.2). Why this choice
is sensible is shown in Section C1 (see also [R, Chapters II and IV]).

7.7.2. Quantum hyperbolic coordinates. In the quantum case, the algebras
(S−1
w R)0 of functions on the quantum translations of the big cell are rather complicated

noncommutative algebras, if g is a simple Lie algebra of the rank higher than one. Finding
their own spectra is already a problem, so that the standard method, i.e. using the mor-
phism (2) for the construction (induction) of the points of the spectra of (S−1

w (Uq(g)#R))0
becomes unpractical. Amazingly, the second method, the induction along hyperbolic coor-
dinates, survives. That is one can take as the algebra Aw in (3) the algebra of polynomials
k[ξ] = k[ξ1, . . . , ξn] and a morphism

k[ξ]
ψw

−−−→ (S−1
w (Uq(g)#R))0 (4)

which is a part of the hyperbolic structure. In the classical limit (i.e. after factorization by
the ideal generated by (q − 1)), the algebra (S−1

w (Uq(g)#R))0 becomes the Weyl algebra

An and the morphism (4) turns into the canonical morphism k[ξ̄]
ψ
−→ An (see 7.4.4.2).

In the case when the Cartan matrix of the Lie algebra g is of the type (A) or (C) and
w is the longest element of the Weyl group, the construction of the hyperbolic structure
on the algebra (S−1

w (Uq(g)#R))0, in particular the morphism (4), can be deduced from
[Ha]. The construction is written explicitly (for a more general case) in [R, IV.C2.7].

The existence of the deformations (4) of the canonical map k[ξ̄]
ψ
−→ An (more precisely,

of its composition with the isomorphism An
∼−→ (S−1

w (U(g)#R))0) implies that not only
the highest weight simple Uq(g)-modules are deformations of the highest weight simple
U(g)-modules (which is a well known result of G. Lusztig [L]), but also that ’almost
all’ representations of the quantized enveloping algebra Uq(g) parametrized by the points
P of Spec(k[ξ̄]) via the maps (4) and related functors LP (hence these representations
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belong to the spectrum of the noncommutative ’space’ Sp(Uq(g))) are deformations of
the representations of the enveloping algebra U(g) parametrized by the same points of

Spec(k[ξ̄]) via the maps k[ξ̄]
ψ
−→ An

∼−→ (S−1
w (U(g)#R))0 and the functors LP determined

by the ring morphism ψ.
Note that the hyperbolic algebra structure works more or less the same way in all

cases, so that the piece of spectral theory of (S−1
w (Uq(g)#R))0 (hence of Uq(g)) related to

the morphism (4) is produced approximately the same way as the piece of spectral theory

of the Weyl algebra An related to hyperbolic coordinates k[ξ̄]
ψ
−→ An. For the material

supporting the latter assertion, we refer to the section C1 of this paper (see below) and
Chapters II and IV of the monograph [R].

7.7.3. Hyperbolic coordinates and holonomic objects. One can show that all
simple An-modules obtained via the functor LP corresponding to the algebra morphism

k[ξ̄]
ψ
−→ An, where P runs through the closed points of Spec(k[ξ̄]), are holonomic. This

follows from the Roos criterium of the holonomicity, the formulas for the functors LP in
hyperbolic case, and the fact that the closed points of Spec(k[ξ̄]) have the trivial stabilizer
(see C1 below). Each simple holonomic module on an element of the cover (– translation
of the big cell) determines a simple holonomic D-module on the flag variety.

Similar facts hold in the quantum case for the algebra morphisms (4).

A detailed exposition of the facts mentioned in the remarks 7.7.2 and 7.7.3 is fairly
envolved and is a subject of a paper which is presently in preparation.

Complementary facts.
C1. Weyl and Heisenberg algebras.

The studying the spectra of universal enveloping algebra U(g) of a reductive Lie
algebras over algebraicly closed fields of zero characteristic is reduced (via the passage to
the categories of quasi-coherent modules over sheaves of twisted differential operators on
flag variety and using the standard cover of the latter by translations of the big cell) to
studying modules over Weyl algebras (see 7.4.4).

Weyl algebras play also a crucial role in representation theory of nilpotent Lie algebras:
if g is a finite-dimensional nilpotent Lie algebra over an algebraicly closed field of zero
characteristic, then the set of primitive ideals of its universal enveloping algebra U(g) is
parametrized by the orbits of adjoint action on the dual space g∗; and for any primitive
ideal J, quotient algebra U(g)/J is isomorphic to the Weyl algebra An.

Recall that the Weyl algebra An is a k-algebra generated by xi, yi subject to the
relations

[xi, yj ] = δij , [xi, xj] = 0 = [yi, yj] for all 1 ≤ i, j ≤ n. (3)

We assume that k is a field of zero characteristic.

C1.1. The standard realization. Let now CX be the category of modules over the

polynomial algebra k[y] = k[y1, . . . , yn], and CA = An−mod
ϕ∗
−→ CX the pull-back functor

corresponding to the embedding k[y] ↪→ An. Then CA = Fϕ −mod, where Fϕ = (Fϕ, µϕ)
is a differential monad on X; i.e. Fϕ = An ⊗k[y] − is a differential functor.
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Fix a point P of Spec0
c (X) and consider the related commutative diagram (see (2) in

5.3)

CA[P−]

u
P∗

−−−→ CXP

f̃∗
P

↘ ↗
ϕ̃∗

P

CA′
P

(4)

Let VP denote the Zariski closed irreducible subspace of Spec(k[y]) corresponding to
P. The category CA′

P
is equivalent to the category D(VP)−mod of modules over the ring

D(VP) of differential operators on the subvariety (corresponding to) VP . The category
CA[P−] is the category of An-modules whose support is contained in VP . If the subvariety

VP is smooth, then, by a Kashiwara’s theorem, the functor CA[P−]

f̃∗
P

−−−→ CA′
P

in (4) is an
equivalence of categories.

Thus, the problem of finding the part of the spectrum of A corresponding to the point
P such that VP is a smooth subvariety, is reduced to the problem of classifying points of
the spectrum of D-modules on the subvariety VP . If P is not a generic point, we reduce the
dimension. The price to pay is studying D-modules on a possibly much more complicated
variety.

Since we study only D-modules related to the point P, we can localize at P and
consider, together with the diagram (4), the diagram

CAr [P−]

u
P∗

−−−→ CXr
P

f̃∗
P

↘ ↗
ϕ̃∗

P

CAr
P

(5)

Here Xr
P is the residue ’space’ of X at the point P; CAr

P
is the category of F̃-modules

(L, ξ̃), where L is an object of the residue category CXr
P
, and CAr [P−] is the category of

F
P̂

-modules (M, ξ), where M is an object of the residue Serre subcategory (which is by
definition the smallest nonzero Serre subcategory) of C

X/P̂
(cf. 5.3.6).

In the case of studying Spec−(X), the diagram (4) can be replaced by (5).
The residue category CXr

P
in (5) is equivalent to the category of vector spaces over the

residue field k
P

of the point P. The category CAr
P

is equivalent to the category of modules
over the ring of differential operators on the subvariety VP with rational coefficients. The
category CAr [P−] is equivalent to the category of modules with support in the subvariety
VP over the algebra of differential operators with coefficients in the residue field k

P
.

If P is a generic point, then VP = Spec(k[y]), CA[P−] = CA′
P

= CA, the residue field
k

P
is the field k(y) of rational functions in y = (y1, . . . , yn).
Depending on the point P the algebras of differential operators with coefficients from

the residue field k
P
, hence the categories of modules over them, might be quite complicated.

C1.2. The hyperbolic structure. Let CX be the category of modules over the
polynomial algebra R = k[ξ1, . . . , ξn], where ξi = xiyi, 1 ≤ i ≤ n,. We take CA = An−mod

and consider the morphism A
u
−→ X corresponding to the embedding k[ξ] ↪→ An. So
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the category CA = An − mod is realized as the category of modules over the monad
Fϕ = (Fϕ, µϕ) on CX , where Fϕ = An ⊗R −.

The algebra An is a free right R-module of rank Zn. Explicitly,

An =
⊕

s,t∈Zn
+
, s·t=0

xsytR (6)

Here xn = xs11 . . . xsn
n and s · t =

∑
1≤i≤n siti.

The left R-module structure and the rest of multiplication are given by

rxsyt = xsytϑt−s(r) for all r ∈ R;

xiyi = ξi, yixi = ϑ−1
i (ξi) = ξi − 1,

[xi, yj] = [xi, xj] = [yi, yj] = 0 for all 1 ≤ i, j ≤ n, i 6= j.

(7)

Here ϑs = ϑs11 ◦ . . . ◦ ϑ
sn
n and ϑi is an automorphism of the algebra R determined by

ϑi(ξj) = ξj + δij , where δij is the Kronecker symbol.
It follows from this description that the functor Fϕ = An ⊗R − is a direct sum of

automorphisms of the category CX = R−mod; namely, Fϕ =
⊕

s∈Zn ϑs. The multiplication
is defined by

ϑi ◦ ϑj
id
−→ ϑiϑj if i 6= j, and ϑni ◦ ϑ

m
i

ξ(i)
n,m

−−−→ ϑn+m
i for all i,

where ξ
(i)
n,m = id if n and m are both nonpositive or both nonnegative. For n ≥ m ≥ 1,

the morphisms ξ
(i)
n,−m and ξ

(i)
−n,m are defined by

ξ
(i)
n,−m = ξ

(i)
n−1,−m+1 ◦ ϑ

n−1
i ξiϑ

−m+1
i and ξ

(i)
−n,m = ξ

(i)
−n+1,m−1 ◦ ϑ

−n+1
i ξiϑ

m−1
i . (8)

Here ξi is the endomorphism of the identical functor which assigns to every object N of
CX (– an R-module) the action of the element ξi on N .

C1.3. The non-degenerate part of the spectrum. Points P of the spectrum of
CX are in bijective correspondence with irreducible Zariski closed subspaces VP of Spec(R).
The point P has a non-trivial stabilizer iff the subvariety VP is stable by the transformation
θm1
1 . . . θmn

n , where at least one of the integers mi is nonzero. This shows that, generally,
a point of Spec0

c(X) has a trivial stabilizer.

C1.3.1. The description. If a point P of Spec0
c(X) has a trivial stabilizer, then

the functor f∗P coincides with ϕ∗ : N 7−→ (Fϕ(N), µϕ(N)). Let M = R/p, p ∈ Spec(R),

be a representative of P. Then M
λ(M)
−−−→ M is either zero or a monomorphism for any

endomorphism λ of IdCX
. In particular, either ξiϑ

n
i (M) is a monomorphism for all n, or

ξiϑ
n
i (M) = 0 for some unique n (see 8.1.3). The latter means that ξi − n annihilates the

R-module M ; i.e. ξi − n is an element of the prime ideal p.
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If ξiϑ
n
i (M) is a monomorphism for all n and all i, then one can show that the ϕ∗(〈M〉)-

torsion the Fϕ-module ϕ∗(M) = (Fϕ(M), µϕ(M)) is zero. Therefore, by 4.2, ϕ∗(M) is an
object of Spec(A). The general case is as follows. We set

Vi,ni
(M) =

⊕

m<ni

ϑmi (M) if ni ≥ 0, and Vi,ni
(M) =

⊕

m≥ni

ϑmi (M) if ni < 0.

Let ΞM denote the set of all pairs (i, ni) such that ξiϑ
ni
i (M) = 0, or, equivalently,

ξi − ni belongs to the prime ideal p. We set

V (M) = 0 if ΞM = ∅, and V (M) =
⊕

(i,ni)∈ΞM

Vi,ni
(M) if ΞM 6= ∅.

The Fϕ-submodule Ṽ (M) of ϕ∗(M) = (Fϕ(M), µϕ(M)) generated by V (M) coin-

cides with the ϕ−1
∗ (〈M〉)-torsion of ϕ∗(M). So, the quotient Fϕ-module ϕ∗(M)/Ṽ (M) is

isomorphic to LP (M). By 5.2.2, LP(R/p) belongs to Spec(A).

C1.3.2. Note. We denote by Specϕ,0(X) the subset of all points with trivial sta-
bilizer and by Specϕ,0(R) the corresponding subset of Spec(R). Let P1, P2 be points of
Specϕ,0(X), and let p1, p2 be the corresponding prime ideals – the elements of Specϕ,0(R).
Set Mi = R/pi, i = 1, 2. It follows from the construction in C1.3.1 that if P1 ⊆ P2, or,
equivalently, p2 ⊆ p1, then there is an epimorphism LP1

(M1) −→ LP2
(M2). In particular,

the point [LP2
(M2)] is a specialization of [LP1

(M1)].

C1.4. The degenerate part of the spectrum. For an element P of Spec0
c(X),

we set GP = {t ∈ Zn | ϑt(P) = P}. This is a subgroup of Zn which we assume here to be
nonzero, hence it is isomorphic to Zm for some positive integer m. Let {ti | 1 ≤ i ≤ m}
be free generators of GP . The category CAP

is isomorphic to the category RP −mod of

left modules over the hyperbolic algebra RP corresponding to the data {ϑ̃i = ϑti , ξ̃i =

ξ(ti) | 1 ≤ i ≤ m}. Here ξ(ti) =
∏

1≤j≤n

ξj(tij), where tij is the j-th component of ti, and

ξj(ν) = 1 if ν = 0,

ξj(ν) =
∏

0≤s<ν

ϑsj(ξj) =
∏

0≤s<ν

(ξj + s) if ν > 0, and

ξj(ν) = ϑνj (ξj(−ν)
∏

1≤s≤−ν

(ξj − s) if ν < 0.

(9)

That is RP is generated by the algebra R and by the indeterminates x̃i, ỹi subject to
the relations

x̃ir = ϑ̃i(r)x̃i, rỹi = ỹiϑ̃i(r),

x̃iỹi = ξ̃i, ỹix̃i = ϑ̃−1
i (ξ̃i);

[x̃i, ỹj] = [x̃i, x̃j] = [ỹi, ỹj] = 0 for all r ∈ R, and 1 ≤ i, j ≤ m such that i 6= j.

(10)
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The functor CA

f
P∗

−→ CAP
corresponds to the algebra morphism RP −→ An which is

identical on R and maps x̃i to xt
+
i yt

−
i and ỹi to xt

−
i yt

+
i , 1 ≤ i ≤ m. Here t+

i and t−i are
elements of Zn+ uniquely defined by the conditions: ti = t+

i − t−i , t+
i · t

−
i = 0.

The category CA′
P

is naturally equivalent to the category RP/(p) − mod. Here p is
the prime ideal in R corresponding to the point P and (p) denote the two-sided ideal in
RP generated by p.

The points of SpecPc (AP) are identified with those points of Spec(A′
P ) which survive

the localization at P. The latter is given by the localization of the algebra R at p. Thus,
SpecPc (AP ) is identified with a subset of the spectrum of Ar

P (cf. 5.3.6). The category

CAr
P

is naturally equivalent to the category modules over the algebra kP [(x̃i, x̃
−1
i ; ϑ̃i)] of

skew Laurent polynomials in (x̃i | 1 ≤ i ≤ m) with coefficients in the residue field kP of
the point P which can be identified with the residue field K(R/p) of the prime ideal p.

Here we used the fact that the elements ξ̃i, 1 ≤ i ≤ m, do not belong to the ideal p.
Indeed, it follows from the formulas (9) that if ξ̃i ∈ p, then there is s such that

ξs + t ∈ p and tis 6= 0. Since ϑti(p) = p, the element ϑ`ti(ξs) = ξs + `tis belongs to the
ideal p for any ` ∈ Z. But, since char(k) = 0, this is impossible.

C1.4.1. The points of the spectrum over the generic point. Since char(k) = 0,
the only Zn-invariant point of Spec0

c (X) is the generic point P0 corresponding to the zero
ideal of the k-algebra R = k[ξ1, . . . , ξn].

The categories CA, CAP0
, and CA′

P0
coincide, and the localization at P0 provides an

embedding SpecP0
(A) −→ Spec(Ar) = Spec(Ar

P0
). The category CAr here is equivalent

to the category of modules over the algebra k(ξ1, . . . , ξn)[x
±1
1 , . . . , x±1

n ; θ1, . . . , θn] of skew
Laurent polynomials in x1, . . . , xn with coefficients in the field k(ξ1, . . . , ξn) of rational
functions in ξ1, . . . , ξn.

C1.5. Heisenberg algebras. Recall that the Heisenberg algebra Hn (– the envelop-
ing algebra of the Heisenberg Lie algebra) is an associative k-algebra generated by xi, yi,
and z subject to the relations

[xi, yj] = δijz, [xi, z] = [xi, xj ] = 0 = [yi, yj ] = [yi, z] for all 1 ≤ i, j ≤ n. (1)

Let R = k[z, ξ1, . . . , ξn]. The Heisenberg algebra Hn is a free right R-module with
the basis formed by xsyt, where s ∈ Zn+ 3 t are such that s · t =

∑
1≤i≤n siti = 0,

xs = xs11 . . . xsn
n (see C1.2):

Hn =
⊕

s,t∈Zn
+
, s·t=0

xsytR (2)

The multiplication is given by

rxsyt = xsytϑt−s(r) for all r ∈ R;

xiyi = ξi, yixi = ϑ−1
i (ξi) = ξi − z,

[xi, yj] = [xi, xj] = [yi, yj] = 0 for all 1 ≤ i, j ≤ n, i 6= j.

(3)

Here ϑs = ϑs11 ◦ . . . ◦ ϑ
sn
n and ϑi, 1 ≤ i ≤ n, are automorphisms of the algebra R defined

by ϑi(ξj) = ξj + δijz, ϑi(z) = z.
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The spectral picture corresponding to the embedding R ↪→ Hn is recovered the same
way (and in the same degree) as the spectrum of the Weyl algebra An regarded as a
hyperbolic algebra over the ring of polynomials. We leave details to the reader.

C2. Remarks on enveloping algebras.

C2.1. The Harish-Chandra homomorphism and the highest weight simple
modules. Let g be a semisimple Lie algebra over a field k of zero characteristic. Fix its
Cartan subalgebra h. We take CX = U(h) − mod, CA = U(g) − mod, and the functor

CA
ϕ∗
−→ CX corresponding to the embedding U(h) −→ U(g).

We consider the canonical grading U(g) =
⊕

λ∈Q

U(g)λ defined by the adjoint action of

g on U(g) (cf. [D, 7.4]). The subalgebra U(g)0 is the centralizer of U(h) in U(g).
Let P be a point of Spec0

c (X) = Spec(X), and p the corresponding prime ideal of
U(h). The category CAP

is equivalent to the category of modules over the QP -graded

subalgebra U(g)
P

=
⊕

λ∈QP

U(g)λ, where QP is the subgroup of Q stabilizing P (i.e. the

ideal p). In particular, the centralizer U(g)0 of U(h) stabilizes the subcategory P =
U(h)/p−mod for every point P. For most of points P, the subgroup QP is trivial, hence
the category CAP

is naturally equivalent to the category U(g)0−mod. In particular, CAP

is equivalent to U(g)0 −mod for all closed points P of Spec0
c (X) = Spec(X).

Set CA0
= U(g)0 − mod. The Harish-Chandra homomorphism U(g)0

ϕ
H−→ U(h)

induces a full embedding CX
ϕ

H∗

−→ CA0
which identifies the category CX with a coreflective

topologizing subcategory of CA0
. Therefore, the embedding ϕ

H∗ determines an embedding
Spec(X) −→ Spec(A0). So that every element P of Spec(X) is identified with the
corresponding element of SpecPc (AP ).

Let M = U(h)/p. Then the composition of the embedding

CX = U(h)−mod −−−→ U(g)0 −mod = CAP

with the functor LP assigns to M the highest weight module corresponding to the ideal p.

C2.1.1. Example. If g = sl2, then U(g) is generated by indeterminates x, y, z
subject to the relations

[x, y] = z, [x, z] = αx, [y, z] = −αy, (1)

where α is a nonzero element of the base field k. Thus, U(h) = k[z], U(g)0 = k[z, ξ], and
the Harish-Chandra homomorphism k[z, ξ] −→ k[z] assigns to every polynomial f(z, ξ) the
element f(z, 0) of k[z]. The corresponding map Spec(U(h)) −→ Spec(U(g)0) assigns to
any prime ideal p in k[z] the prime ideal (p, ξ). If P is a closed point (i.e. p is a maximal
ideal), then U(g)0 is the stabilizer of P in the sense that CAP

is equivalent to the category
U(g)0−mod = k[z, ξ]−mod. The functor f∗P is isomorphic to U(g)⊗U(g)0 −. The functor
LP assigns to the simple U(g)0-module M = U(g)0/(p, ξ) ' U(h)/p the corresponding

Verma module U(g)/(p, y) =
⊕

m≥0

xmM, if p 6= (z − n/2) for any nonnegative integer n.

57



If p = (z − n/2) for some nonnegative integer n (there is only one such integer n),

then the module M = k[z]/(z − n/2) is one-dimensional and LP (M) =
⊕

0≤m≤n

xmM has

dimension n + 1 over the field k. In particular, if n = 0, then LP (M) is the unique
one-dimensional representation of U(sl2).

Set R = k[z, ξ] = U(g)0. The relations (1) are equivalent to the relations

xy = ξ, yx = θ−1(ξ); xr = θ(r)x, ry = yθ(r) (2)

for all r ∈ R. Here θ is the automorphism of the algebra R is defined by θ(f)(z, ξ) = f(z+
α, ξ+z+α). In terminology of [R, Ch.II], (2) is the representation of U(sl2) as a hyperbolic

ring over R. We take CX = R −mod, CA = U(sl2) −mod and the functor CA
ϕ∗
−→ CX

corresponding to the embedding R −→ U(sl2). Application the functors LP gives a fairly
complete description of the rest of the picture. Closed points of Spec(X) ' Spec(R) have
trivial stabilizer, and the functor LP for such point P coincides with the induction functor.
By 4.2, LP maps a simple module R/p representing P to a simple U(sl2)-module. If P
is a curve, then [LP(R/p)] is a noncommutative curve in Spec(A). If P is the generic
point, then we localize at the multiplicative set of nonzero elements of R and reduce the
problem to the description of simple modules over a skew polynomial ring k(z, ξ)[x, θ]
which is a Eucledian domain. Therefore, its simple modules correspond to irreducible
(skew) polynomials. See [R, II.4.3] for details.

If g has a higher rank (starting from g = sl3), then U(g)0 is a rather complicated
noncommutative subalgebra of U(g). In particular, it is not clear how to approach to the
description of SpecPc (AP).

C2.1.2. Remark. Similar facts on the connection of the Harish-Chandra homomor-
phism and highest weight simple modules hold for quantized enveloping algebras Uq(g) in
the case when q is not a root of one [XT]. Also, Uq(sl2) has a hyperbolic structure over the
ring R = k[z, z−1, ξ] which allows to get a description to the spectrum of A = Sp(Uq(sl2)
(see [R,II.4.2]).
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Appendix 1: Monads and continuous morphisms.

A1.1. Monads and their categoric spectrum. Let Y be a ’space’ represented
by a category CY . A monad on Y is by definition a monad on CY , i.e. a pair (F, µ),
where F is a functor CY −→ CY and µ a morphism F 2 −→ F (multiplication) such that
µ ◦ Fµ = µ ◦ µF and there exists a morphism η : IdCY

−→ F uniquely determined by the
equalities µ ◦ Fη = idF = µ ◦ ηF (a unit).

A morphism from a monad F = (F, µ) to a monad F ′ = (F ′, µ′) is given by a functor
morphism F −→ F ′ such that ϕ◦µ = µ′ ◦ϕ�ϕ and ϕ◦η = η′. Here ϕ�ϕ = F ′ϕ◦ϕF , and
η, η′ are units of the monads resp. F and F ′. The composition of morphisms is defined
naturally, so that the map MonY −→ End(CY ) forgetting monad structure, i.e. sending a

monad morphism (F, µ)
ϕ
−→ (F ′, µ′) to the natural transformation F

ϕ
−→ F ′, is a functor.

We denote by MonY the category of monads on Y .
Given a monad F = (F, µ) on Y , we denote by (F/Y )−mod, or simply by F −mod,

the category of (F/Y )-modules. Its objects are pairs (M, ξ), where M ∈ ObCY and ξ is
a morphism F (M) −→ M such that ξ ◦ Fξ = ξ ◦ µ(M) and ξ ◦ η(M) = idM . Morphisms
from (M, ξ) to (M ′, ξ′) are given by morphisms g : M −→M ′ such that ξ′ ◦ Fg = g ◦ ξ.

We denote by Sp(F/Y ) the ’space’ represented by the category (F/Y )−mod. It is
called sometimes the categorical spectrum of the monad F .

The forgetful functor

(F/Y )−mod
f∗
−→ CY , (M, ξ) 7−→M,

is a right adjoint to the functor

CY
f∗

−→ (F/Y )−mod, L 7−→ (F (L), µ(L)), (L
g
→ N) 7−→ (f∗(L)

F (g)
−→ f∗(L′)).

In other words, we have a canonical continuous morphism Sp(F/Y )
f
−→ Y.

A1.1.1. Example. Let R, S be unital associative rings. Any unital ring morphism

S
ϕ
−→ R defines a monad, R∼

ϕ = (Rϕ, µϕ), on Y = Sp(S). Here the functor Rϕ is
M 7−→ R⊗SM, and the multiplication is induced by the multiplication on R. The canonical

morphism Sp(R/Sp(S)) −→ Sp(S) has the pull-back functor R−mod
ϕ∗
−→ S −mod as a

direct image functor. Notice that the category (R∼
ϕ /Sp(S))-modules is isomorphic to the

category R−mod of R-modules; in particular, Sp(R∼
ϕ /Sp(S)) ' Sp(R).

If S = Z, i.e. CY = Z−mod, the category (R/SpZ)−mod coincides with the category
R−mod of left R-modules. Consistent with our previous notations, we write Sp(R) instead
of Sp(R/SpZ).

A1.2. Morphisms of monads and morphisms of their categoric spectra.

Let Y be an object of |Cat|o and F , F ′ monads on Y . Any monad morphism F
ϕ
−→ F ′

induces the ’pull-back’ functor

(F ′/Y )−mod
ϕ∗

−−−→ (F/Y )−mod, (M, ξ) 7−→ (M, ξ ◦ ϕ(M)).
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This correspondence defines a functor Mon
op
Y −→ Cat/CY which takes values in the full

subcategory of Cat/CY objects of which are functors CZ −→ CY having a left adjoint.

A1.2.1. Reflexive pairs of arrows and weakly continuous functors and mon-

ads. Recall that a pair of arrows M
g1
−→
−→

g2

L in CY is called reflexive, if there exists a

morphism L
h
−→M such that g1 ◦ h = idM = g2 ◦ h.

We call a functor CY −→ CZ weakly continous if it preserves cokernels of reflexive
pairs of arrows.

We call a monad F = (F, µ) on Y weakly continuous if the functor CY
F
−→ CY is

weakly continuous. We denote by MonwY the full subcategory of the category MonY whose
objects are weakly continuous monads on Y .

A1.2.2. Lemma. Let F , F ′ be monads on Y and ϕ a monad morphism F −→ F ′.
Suppose the category CY has cokernels of reflexive pairs of morphisms and the monad F ′

is weakly continuous. Then the functor ϕ∗ has a left adjoint.
In particular, the map (F/Y ) 7−→ Sp(F/Y ), ϕ 7−→ [u∗] is a functor,

SpY : MonwY −−−→ |Cat|
o, (1)

which takes values in the subcategory |Cat|ocont of |Cat|o formed by continuous morphisms.

Proof. The left adjoint, (F/Y )−mod
u∗

−−−→ (F ′/Y )−mod assigns to each (F/Y )-

module (M,F (M)
ξ
→M) the cokernel of the pair of arrows

F ′F (M)

µ′◦F ′ϕ

−−−→
−−−→

F ′ξ

F ′(M). (2)

Since by hypothesis F ′ preserves cokernels of reflexive pairs and both arrows (1) are F ′-
module morphisms, there exists a unique F ′-module structure on the cokernel of (1).
Details are left to the reader.

A1.2.3. Note. Suppose that the category CX has colimits of certain type D, and
let F = (F, µ) be a monad on X such that the functor F preserves colimits of this type.
Then the category (F/X)−mod has colimits of this type.

In fact, for a diagram D
D
−→ (F/X)−mod, the colimit of the composition f∗◦D (where

f∗ is the forgetful functor (F/X)−mod −→ CX) has a unique F -module structure, ξD.
The F -module (colim(f∗ ◦ D), ξD) is a colimit of the diagram D.

In particular, if F = (F, µ) is a weakly continuous monad on X, and the category CX
has cokernels of reflexive pairs of arrows, then the category (F/X)−mod has cokernels of
reflexive pairs of arrows.

The following assertion is one of the versions of Beck’s theorem.

A1.3. The Beck’s theorem. Let X
f
−→ Y be a continuous morphism in with

inverse image functor f∗, direct image functor f∗, and adjunction morphisms

IdCY

ηf
−→ f∗f

∗ and f∗f∗
εf
−→ IdCX

.
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Let Ff denote the monad (Ff , µf ) on Y , where Ff = f∗f
∗ and µf = f∗εff

∗. There is a
commutative diagram

CX
f̃∗
−−−→ (Ff/Y )−mod

f∗ ↘ ↙f∗

CX

(3)

Here f̃∗ is the canonical functor

CX −→ (Ff/Y )−mod, M 7−→ (f∗(M), f∗εf (M)),

and f∗ is the forgetful functor (Ff/Y )−mod −→ CY .
The following assertion is one of the versions of Beck’s theorem.

A1.3.1. Theorem. Let X
f
−→ Y be a continuous morphism.

(a) If the category CY has cokernels of reflexive pairs of arrows, then the functor
f̄∗ has a left adjoint, f̄∗; hence f̄∗ is a direct image functor of a continuous morphism

X̄
f
−→ Sp(Ff/Y ).

(b) If, in addition, the functor f∗ preserves cokernels of reflexive pairs, then the ad-
junction arrow f̄∗f̄∗ −→ IdCX

is an isomorphism, i.e. f̄∗ is a localization.
(c) If, in addition to (a) and (b), the functor f∗ is conservative, then f̄∗ is a category

equivalence.

Proof. See [MLM], IV.4.2, or [ML], VI.7.

A1.3.2. Corollary. Let X
f
−→ Y be an affine morphism (cf. 1.5). If the category

CY has cokernels of reflexive pairs of arrows (e.g. CY is an abelian category), then the

canonical morphism X
f
−→ Sp(Ff/Y ) is an isomorphism.

A1.3.3. Monadic morphisms. A continuous morphism X
f
−→ Y such that the

functor

CX
f̃∗
−−−→ Ff −mod, M 7−→ (f∗(M), f∗εf (M)),

is an equivalence of categories.

A1.4. Continuous monads and affine morphisms. A functor F is called con-
tinuous if it has a right adjoint. A monad F = (F, µ) on Y (i.e. on the category CY ) is
called continuous if the functor F is continuous.

A monad F = (F, µ) is called right exact if the functor F is right exact.

A1.4.1. Proposition. A monad F = (F, µ) on Y is continuous (resp. right exact)

iff the canonical morphism Sp(F/Y )
f̂
−→ Y is affine (resp. almost affine).

Proof. A proof in the case of a continuous monad can be found in [KR2, 6.2], or in
[R3, 4.4.1] (see also [R4, 2.2]).

The argument in the case of a right exact monad is straightforward and is left to the
reader.
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A1.4.2. Corollary. Suppose that the category CY has cokernels of reflexive pairs

of arrows. A continuous morphism X
f
−→ Y is affine (resp. almost affine) iff its direct

image functor CX
f∗
−→ CY is the composition of a category equivalence

CX −→ (Ff/Y )−mod

for a continuous (resp. right exact) monad Ff on Y and the forgetful functor (Ff/Y ) −
mod −→ CY . The monad Ff is determined by f uniquely up to isomorphism.

Proof. The conditions of the Beck’s theorem are fullfiled if f is affine, hence f∗ is the
composition of an equivalence CX −→ (Ff/Y )−mod for a monad Ff = (f∗f

∗, µf ) in CY
and the forgetful functor (Ff/Y ) −mod −→ CY (see (1)). The functor Ff = f∗f

∗ has a
right adjoint f∗f

!, where f ! is a right adjoint to f∗. The rest follows from A1.4.1.

A1.5. Localizations compatible with monadic morphisms. Fix a monadic mor-

phism X
f
−→ Z and a Serre localization U

u
−→ Z (i.e. CZ

u∗

−→ CU is the localization at a
Serre subcategory) compatible with f . Here compatible means that the functor Ff = f∗f

∗

maps Σu∗
def
= {s ∈ HomCZ | u

∗(s) ∈ Iso(CU )} to Σu∗ ; or, equivalently, there exists a

functor CU
FU−→ CU such that u∗ ◦Ff = FU ◦u

∗. Thanks to the universal property of local-
izations, the functor FU is determined uniquely by the latter equality. The monad structure

F 2
f

µf
−→ Ff induces a monad structure FU

µ
−→ FU , hence we obtain a monad FU = (FU , µ).

The localization functor u∗ induces a functor (Ff/Z)−mod
ũ∗

−−−→ (FU/U)−mod which

maps an Ff -module (M,Ff (M)
ξ
→M) to the FU -module (u∗(M), FUu

∗(M)
u∗(ξ)
−→ u∗(M)).

It is easy to see that ũ∗ is (isomorphic to) an exact localization and Ker(ũ∗) is
generated by all Ff -modules (M, ξ) with M ∈ ObKer(u∗).

Suppose now that the localization ϕ is continuous, and let u∗ is its direct image functor.

The equality FU ◦ u
∗ = u∗ ◦ Ff implies an isomorphism u∗Ffu∗ = FUu

∗u∗
FU εu
−−−→ FU ,

where εu is an adjunction isomorphism u∗u∗ −→ IdCU
. The compatibility of Ff with the

localization functor u∗ means precisely that the morphism u∗Ff
u∗Ffηu

−−−→ u∗Ffu∗u
∗, where

ηu is an adjunction arrow IdCZ
−→ u∗u

∗, is an isomorphism. This isomorphism allows to
write the multiplication µ̃ on u∗Ffu∗ as the composition of the isomorphism

(u∗Ffu∗)
2 = (u∗Ffu∗u

∗)Ffu∗
∼−→ u∗F 2

f u∗ and u∗F 2
f u∗

u∗µfu∗

−−−→ u∗Ffu∗.

One can show that µ̃ is a monad structure on u∗Ffu∗ and the canonical isomorphism
u∗Ffu∗

∼−→ FU described above is a monad isomorphism (u∗Ffu∗, µ̃) ∼−→ (FU , µ).
One of the consequences of this isomorphism is a description of a canonical right

adjoint ũ∗ to the localization functor Ff −mod
ũ∗

−−−→ FU −mod.

In fact, let FU denote the monad (u∗Ffu∗, µ̃). Every morphism u∗Ffu∗(M)
ξ
−→ M

determines via adjunction (and is determined by) a morphism Ff (u∗(M))
ξ̂
−→ u∗(M).
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If ξ is an (u∗Ffu∗, µ̃)-module structure, then ξ̂ is an Ff -module structure. This defines

a functor FU − mod
ũ∗

−−−→ Ff − mod. The functor ũ∗ is a right adjoint to the func-

tor Ff − mod
ũ∗

−−−→ FU − mod which maps an Ff -module (M, ζ) to the FU -module
(u∗(M), ζu), where ζu is the composition of the isomorphism u∗Ffu∗u

∗(M) ∼−→ u∗Ff (M)

and u∗Ff (M)
u∗(ζ)
−−−→ u∗(M). One can verify that the adjunction morphisms u∗u∗

εu−→ IdCU

and IdCZ

ηu
−→ u∗u

∗ give rise to the adjunction morphisms ũ∗ũ∗ −→ IdFU−mod and
IdFf−mod −→ ũ∗ũ

∗. In particular, ũ∗ũ∗ −→ IdFU−mod is an isomorphism, which shows
that ũ∗ is a localization. It follows from this description that the diagram

FU −mod
ũ∗

−−−→ Ff −mod

fu∗

y
y f∗

CU
u∗

−−−→ CZ

quasi-commutes. Here the vertical arrows are forgetful functors.

A1.5.1. Lemma. Let U
u
−→ X be a continous morphism such that u∗ is a localiza-

tion, and CX
F
−→ CX is a functor compatible with the localization u∗. If the functor F is

continuous, then the induced endofunctor CU
FU−→ CU is continuous.

Proof. Let F ! be a right adjoint to the functor F and IdCX

η
−→ F !F , FF ! ε

−→ IdCX

adjunction arrows. By the argument above, the functor FU uniquely determined by the
equality FU ◦ u

∗ = u∗ ◦ F , is naturally isomorphic to u∗Fu∗, and the compatibility of F
with the localization u∗ (i.e. the existence of FU is equivalent to that the natural morphism

u∗F
u∗Fηu

−−−→ u∗Fu∗u
∗ is an isomorphism. Here ηu is the adjunction arrow IdCX

−→ u∗u
∗.

The claim is that the functor u∗F !u∗ is a right adjoint to u∗Fu∗ (hence to FU ).
In fact, there are natural morphisms

(u∗Fu∗)(u
∗F !u∗) = (u∗Fu∗u

∗)(F !u∗)
∼−→ u∗FF !u∗

u∗εu∗−→ u∗u∗
εu−→ IdCU

and

IdCU

ε−1
u−→ u∗u∗

u∗ηu∗

−−−→ u∗F !Fu∗
u∗F !ηuFu∗

−−−→ u∗F !u∗u
∗Fu∗ .

One can check that their respective compositions produce a pair of adjuction morphisms.
Details are left to the reader.

A1.6. Infinitesimal neighborhoods of the diagonal. Differential calculus.
Fix a monoidal category A∼ = (A,⊗,1, a). Here 1 denotes the unit object and a the
associativity constraint. In order to simplify the exposition, we assume that the category
A is quasi-abelian (i.e. it is additive and every morphism has a kernel and cokernel) and
that the functor M ⊗− : L 7−→M ⊗ L preserves small colimits.

Fix a full monoidal subcategory T of A closed with respect to colimits taken in A.
The pair (A∼, T ) is the initial data for differential calculus.
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Objects of the nth neighborhood T (n+1) of the subcategory T are called T -differential
objects of order ≤ n. In particular, zero objects are the only T -differential objects of the
order −1, and T consists of T -differential objects of order ≤ 0. Sometimes we shall loosely
call the subcategory T the ’diagonal’.

A1.6.1. Proposition. The category T (∞) def
=

⋂
n≥1 T

(n) of T -differential objects is
a monoidal subcategory of A∼.

Proof. See [RL1].

A1.6.2. Corollary. The category T∞ whose objects are colimits of objects of the
category T (∞) is a monoidal subcategory of A∼.

Proof. The assertion follows from A1.6.1 and the assumption that the functors M⊗ :
L 7−→M ⊗ L, M ∈ ObA, preserve colimits.

A1.6.3. The smallest diagonal. We denote the smallest ’diagonal’ (i.e. the
monoidal subcategory of A∼ closed with respect to colimits (taken in A) and generated
by the identity object 1) by ∆A∼ .

A1.7. Differential functors and differential monads.

A1.7.1. Differential functors and (co)monads. LetA∼ be the monoidal category
Endr(CX) of right exact endofunctors of an abelian category CX and T = ∆A∼ the smallest

diagonal of A∼. Objects of the subcategory T(∞) = ∆
(∞)
A∼ are called differential functors.

A monad (F, µ) (resp. a comonad (G, δ) is called differential if the endofunctor F
(resp. G) is differential.

A1.7.2. Differential bimodules. Let R be an associative unital ring and A∼

the monoidal category of R-bimodules: A∼ = R − bimod∼ = (R − bimod,⊗R, R). In
this case the smallest diagonal is the full subcategory of R− bimod whose objects are all

central bimodules, i.e. bimodules M generated by their center C(M)
def
= {z ∈ M | rz =

zr for all r ∈ R}. The corresponding differential objects are called differential bimodules.
Note that the monoidal category of differential bimodules is equivalent to the monoidal

category of differential endofunctors CX −→ CX , where CX = R−mod.

A1.7.3. Proposition. (a) Let CX be an abelian category and CX
F
−→ CX a dif-

ferential endofunctor. Then every thick subcategory T of the category CX is F -stable, i.e.
F (T) ⊆ T.

(b) If, in addition, the functor F is exact, then there exists a unique endofunctor FT

of the quotient category CX/T such that FT ◦ q
∗
T

= q∗
T
◦F. Here q

T
is the localization functor

CX −→ CX/T. The functor FT is exact and differential.
(c) If the differential functor F is exact and continuous (i.e. it has a right adjoint),

then for every continuous exact localization CX
q

T−→ CX/T, the induced endofunctor FT of
CX/T is continuous.

Proof. (a) If F belongs to the diagonal, then F (S) ⊆ S for every full subcategory of
CX closed under coproducts and quotients (taken in CX). In particular, every topologizing
(hence every thick) subcategory of CX is F -stable.
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In general, an endofunctor F is differential iff it has an increasing filtration, F−1 =
0 ↪→ F0 ↪→ . . . ↪→ Fn = F such that all quotients Fi/Fi−1, 0 ≤ i ≤ n, belong to the
diagonal. In particular, for every object M of a thick subcategory T, there is a filtration
0 ↪→ F0(M) ↪→ . . . ↪→ Fn(M) = F (M) such that all quotients Fi(M)/Fi−1(M), 0 ≤ i ≤ n,
belong to T. Therefore, F (M) is an object of T.

(b) If a functor F stabilizes a thick subcategory T and is exact, then it determines a
unique endofunctor FT of the quotient category CX/T such that q∗T ◦ F = FT ◦ q

∗
T. Since

the functor q∗T ◦ F is exact, it follows from [GZ, 1.1.4] that the functor FT is exact.

(c) If F∗ is a right adjoint to the endofunctor F and q
T∗ is a right adjoint to the

localization functor CX
q

T−→ CX/T. The checking (or reading [KR2, C2.1]) is left to the
reader.

Appendix 2. Associated points and primary decomposition.

Fix an abelian category CX . For every M ∈ ObCX , the set Ass(M) of associated
points of M can be described as the set of all Q ∈ Spec0

c(X) such that there exists a
nonzero monomorphism L ↪→M with L from Q∩ 〈Q〉⊥.

We define Ass
1,1
t (M) as the set of all P ∈ Th(X) such that there exists a nonzero

monomorphism L ↪→M with L from P t ∩ P⊥. It follows that Ass
1,1
t (M) ⊆ Spec1,1

t (X).

We define Ass−(M) as the set of all P ∈ Th(X) such that there exists a nonzero
monomorphism L ↪→M with L from P~ = P~ ∩ P⊥.

It follows that Ass−(M) ⊆ Spec−(X).

We denote by Ass0,1(M) the set of elements P~ of Spec−(X) such that there is a
nonzero subobject L ↪→M with L ∈ ObP~.

Finally, AssL(M) is the set of all P ∈ Th(X) such that there exists a nonzero
monomorphism L ↪→M with L from P? = P?∩P⊥. In particular, AssL(M) ⊆ Spec1,1

Th(X).

We denote by Ass
0,1
Th(M) the set whose elements are P? = P? ∩ P⊥ of Spec0,1

Th(X)
such that M has a nonzero subobject which belongs to P?.

It follows from these definitions that the commutative diagram

Spec0
c (X)

α
−−−→ Spec−(X)

β
−−−→ Spec0,1

Th(X)

o
y o

y
yo

Spec1,1
t (X) −−−→ Spec−(X) −−−→ Spec1,1

Th(X)

(1)

(see C2.6(5)) induces for any object M of the category CX a commutative diagram

Ass(M) −−−→ Ass0,1(M) −−−→ Ass
0,1
Th(M)

o
y o

y
yo

Ass
1,1
t (M) −−−→ Ass−(M) −−−→ AssL(M)

(2)

whose horizontal arrows are embeddings and the vertical arrows are isomorphisms.
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It follows that

Ass
1,1
t (M) = Ass−(M)

⋂
Spec1,1

t (X) = AssL(M)
⋂

Spec1,1
t (X) and

Ass−(M) = Ass
1,1
Th(M)

⋂
Spec−(X).

(3)

A2.1. Remarks. (a) If X has a Gabriel-Krull dimension, then, by [R5, 8.7.1], the
inclusion map Spec−(X) −→ Spec1,1

Th in the diagram (1) is an isomorphism, hence the
right horizontal arrows in the diagrams (1) and (2) are isomorphisms.

(b) The correspondence M 7−→ AssL(M) is studied in [R5, 10.8–10.10], where it is
shown that AssL(M) enjoys all general properties of associated points in the context of
commutative algebra. Similar facts hold for the map M 7−→ Ass0,1(M).

Here we sketch the facts about M 7−→ Ass(M) immitating [R5, 10.8–10.10] whenever
it is possible to do.

A2.2. Proposition. (a) For any exact sequence

0 −→M ′ −→M −→M ′′ −→ 0,

Ass(M ′) ⊆ Ass(M) ⊆ Ass(M ′)
⋃

Ass(M ′′).

(b) Suppose X has the property (sup). Let an object M of CX be a supremum of an
ascending family, Ξ, of its subobjects. Then

Ass(M) =
⋃

M ′∈Ξ

Ass(M ′).

(c) For every object M of CX , any exact localization, Y
u
−→ X, induces an injective

map Ass(M) ∩ UT(Ker(u∗)) −→ Ass(u∗(M)). Here UT(S) = {T ∈ T(X) | T * S}.
(d) If M belongs to Spec0c (X), then Ass(M) = {[M ]}.

Proof. (a) The inclusion Ass(M ′) ⊆ Ass(M) follows from definitions.
Let P ∈ Ass(M), i.e. there exists a nonzero subobject, L, of M such that [L] = P.

Suppose L′ = L∩M ′ 6= 0. Then L′ is a nonzero subobject of M ′ and L. The latter implies
that [L′] = [L] = P, hence P ∈ Ass(M ′). If L′ = 0, then the composition of L ↪→M and
the canonical epimorphism M −→ M ′′ is a monomorphism, hence P ∈ Ass(M ′′). This
proves the inclusion Ass(M) ⊆ Ass(M ′)

⋃
Ass(M ′′).

(b) It follows from (a) that the inclusion Ass(M) ⊇
⋃
M ′∈Ξ Ass(M ′) holds without

any additional conditions on X.
Let P ∈ Ass(M), i.e. M has a nonzero subobject L such that [L] = P. Since X

has the property (sup), L ∩M ′ 6= 0 for some M ′ ∈ Ξ. Therefore P ∈ Ass(M ′) (see the

argument in (a) above). This verifies the inverse inclusion, Ass(M) ⊆
⋃

M ′∈Ξ

Ass(M ′).

(c) Let u∗ be an inverse image functor of Y
u
−→ X. Set Ker(u∗) = S. The claim is

that the injective map UT(X) −→ Th(Y ), P −→ P/S, induces a (forcibly injective) map
Ass(M) ∩ UTh(S) −→ Ass(u∗(M)).
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Let P ∈ Ass(M) ∩ UT(S), that is P * S, and there exists a nonzero subobject L of
M such that [L] = P. Since P * S, the object L is S-torsion free. Therefore, u∗(L) is a
nonzero subobject of u∗(M) which belongs to Spec0c (X).

(d) The assertion follows from the definition of Spec0c (X).

A2.3. Corollary. (i) For any finite set, {Mi | i ∈ J}, of objects of CX ,

AssL(⊕i∈JMi) =
⋃

i∈J

AssL(Mi).

If X has the property (sup), then the finiteness condition can be dropped.
(ii) Let {Li | i ∈ J} be a finite set of subobjects of an object M such that

⋂
i∈J Li = 0.

Then

AssL(M/(∩i∈JLi)) ⊆
⋃

i∈J

AssL(M/Li).

Proof. (i) For a finite set {Mi | i ∈ J}, the assertion follows from A2.2(a). The infinite
case is a consequence of A2.2(b).

(ii) The assertion follows from (i) and A2.2(a) applied to the canonical monomorphism
M/(∩i∈JLi) −→ ⊕i∈JM/Li.

A2.4. Corollary. The full subcategory, CX∅
Ass

, of the category CX whose objects,

M , have no associated points, AssL(M) = ∅, is closed under extensions, taking subobjects,
and colimits of filtered diagrams of monoarrows.

Proof. The assertion is a consequence of A2.2(a) and (b).

A2.5. Proposition. Let Y
u
−→ X be an exact localization such that S = Ker(u∗)

is a coreflective subcategory of the category CX . Let P ∈ Spec1,1
t (X) and S ⊆ P. Let M

be an object of CX such that Ass(L) 6= ∅ for any nonzero subobject, L, of M . Then the
following conditions are equivalent:

(a) Ass
1,1
t (M) = {P};

(b) Ass
1,1
t (u∗(M)) = {P/S} and M is S-torsion free.

Proof. (a)⇒(b). Let tSM denote the S-torsion of M . If tSM 6= 0, then, by hypothesis,
Ass(tSM) 6= ∅, i.e. Ass(tSM) = {P}. The latter means that tSM has a nonzero subobject
L such that to 〈L〉 = P; in particular, L is P-, hence S-torsion free, which contradicts to
that L is a nonzero object of the subcategory S.

Since M is S-torsion free, it follows from A2.2(c) that Ass
1,1
t (u∗(M)) = {P/S}.

(b)⇒(a). There is a subobject N of M such that 〈u∗(N)〉 = P/S. By hypothesis,
since N 6= 0, Ass(N) 6= ∅; i.e. there exists a subobject L ↪→ N such that [L] ∈ Spec0

c(X).
Since L is P-torsion free, it follows that P = 〈L〉.

A2.6. Proposition. Suppose X has the property (sup). Let M ∈ ObCX , and let Φ
be a subset of Ass(M). Then there exists a subobject L −→M such that

Ass(M/L) = Ass(M)− Φ and Ass(L) = Φ. (4)
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Proof. (a) Let DΦ be the set of subobjects, M ′, of M such that Ass(M ′) ⊆ Φ. The
set DΦ is not empty, because it contains the zero subobject. It follows from A2.2(b) that
supΞ ∈ DΦ for every filtered subset Ξ of DΦ. Therefore, by Zorn’s lemma, there exists
a maximal element (subobject), L, in DΦ. We claim that the subobject L satisfies the
conditions (4). Thanks to A2.2(a), it suffices to show that Ass(M/L) ⊆ Ass(M)− Φ.

(b) Let P ∈ Ass(M/L), i.e. M/L has a subobject, N −→ M/L such that P = [N ].
Consider the short exact sequence

0 −→ L −→ Ñ = M ×M/L N −→ N −→ 0. (5)

associated with N −→ M/L. By A2.2(a), Ass(Ñ) ⊆ Ass(L)
⋃

Ass(N). By A2.2(d),

Ass(N) = {P}. Since L is a maximal element of DΦ and a proper subobject of Ñ , the

latter does not belong to DΦ. Therefore P ∈ Ass(Ñ)− Φ.

A2.7. Primary decomposition.

A2.7.1. Definition. Let M be an object of an abelian category CX . We call a
subobject N of M primary, or P-primary, if Ass(M/N) consists of one element, P.

A2.7.2. Proposition. Let {Ni | i ∈ J} be a finite set of P-primary subobjects of an
object M of an abelian category CX . Then

⋂
i∈J Ni is a P-primary subobject of M .

Proof. The fact follows from A2.3(ii).

A2.7.3. Definition. Let N be a subobject of an object M of the category CX . A
primary decomposition of N ↪→ M is a finite set, {Ni | i ∈ J}, of primary subobjects of
M such that N is a subobject of

⋂
i∈J Ni and Ass(

⋂
i∈J Ni/N) = ∅.

A2.7.3.1. Note. It follows from this definition and A2.3(ii) that if a subobject N of
M has a primary decomposition, then Ass(M/N) is a subset of {Pi | i ∈ J}, in particular,
Ass(M/N is finite. Here Ass(M/Ni) = {Pi}.

A2.7.4. Proposition. Let N be a subobject of an object M such that Ass(M/N) is
finite. Then there exists a primary decomposition, {NP | P ∈ Ass(M/N)}, such that NP

is P-primary for every P ∈ Ass(M/N).

Proof. Replacing M by M/N , we can and will assume that N = 0. By A2.6, for
every P ∈ Ass(M), there exists a subobject NP of M such that Ass(M/NP ) = {P} and

Ass(NP ) = Ass(M) − {P}. Set M0 =
⋂

P∈Ass(M)

NP . For each P ∈ Ass(M), we have the

inclusion Ass(M0) ⊆ Ass(NP ), hence Ass(M0) = ∅.

A2.7.5. Definition. Let N be a subobject of an object M such that Ass(M/N) is
finite. Let {Ni | i ∈ J} be a primary decomposition of N in M with Ass(M/Ni = {Pi}.
The primary decompsition {Ni | i ∈ J} is called reduced if

(a) for any i ∈ J , Ass(
⋂

J3j 6=i

Nj/
⋂

j∈J

Nj) 6= ∅; in particular, the intersection
⋂

J3j 6=i

Nj

is not a subobject of Ni;
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(b) if i 6= j, then Pi 6= Pj .

A2.7.5.1. Note. Starting with an arbitrary primary decomposition, one can obtain a
reduced primary decomposition as follows. Let {Ni | i ∈ J} be any primary decomposition
of N ↪→ M with Ass(M/Ni) = {Pi}, i ∈ J . Set Φ = {Pi | i ∈ J}. Let J0 is a minimal
element of the set of subsets, I, of J such that {Ni | i ∈ I} is a primary decomposition.

Clearly, {Ni | i ∈ J0} satisfies the condition (a). For each P ∈ Φ, let NP =
⋂

Pi=P

Ni. By

A2.7.2,NP ↪→M is P-primary. Since
⋂

P∈Φ

NP =
⋂

i∈J

Ni, the set of subobjects {NP | P ∈ Φ}

is a reduced primary decomposition of N ↪→M .

A2.7.6. Proposition. Let N be a subobject of an object M such that Ass(M/N) is
finite. Let {Ni | i ∈ J} be a primary decomposition of N in M with Ass(M/Ni) = {Pi}.

(i) The following conditions are equivalent:
(a) The decomposition {Ni | i ∈ J} is reduced.
(b) All Pi belong to Ass(M/N) and Pi 6= Pj if i 6= j.

(ii) If the equivalent conditions (a), (b) are fulfilled, then

Ass(M/N) = {Pi | i ∈ J} and

Ass(Ni/N) = {Pj | j ∈ J, j 6= i} for all i ∈ J.

Proof. (a)⇒(b). Let {Ni | i ∈ J} be a reduced primary decomposition. By A2.7.3.1,

Ass(M/N) is a subset of {Pi | i ∈ J}. Set N∨
i =

⋂

J3j 6=i

Nj . We can and will assume that

N =
⋂

j∈J

Nj = N∨
i ∩Ni. Since the decomposition {Ni | i ∈ J} is reduced, Ass(N∨

i /N) 6= ∅.

Because N∨
i /N is isomorphic to the subobject sup(N∨

i , Ni)/Ni of M/Ni, this implies that
Ass(N∨

i /N) = {Pi}, whence the inverse inclusion: {Pi | i ∈ J} ⊆ Ass(M/N).
(b)⇒(a). If the condition (b) holds, {Nj | j ∈ J−{i}} cannot be a primary decomposi-

tion, because this would imply that Pi /∈ Ass(M/N). Therefore the primary decomposition
{Ni | i ∈ J} of N ↪→M is reduced.

The equality Ass(M/N) = {Pi | i ∈ J} is already established. It remains to show that
for any i ∈ J , Ass(Ni/N) = {Pj | j ∈ J, j 6= i}. Applying A2.2(a) to the exact sequence

0 −→ Ni/N −→M/N −→M/Ni −→ 0,

we obtain inclusions

Ass(Ni/N) ⊆ Ass(M/N) ⊆ Ass(Ni/N)
⋃

Ass(M/Ni) = Ass(Ni/N)
⋃
{Pi}.

This and the equality Ass(M/N) = {Pj | j ∈ J} imply that

{Pj | j ∈ J − {i}} ⊆ Ass(Ni/N) ⊆ {Pj | j ∈ J}.
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On the other hand, since N =
⋂

j∈J−{i}

(Ni ∩Nj), we have an inclusion

Ass(Ni/N) ⊆
⋃

j∈J−{i}

Ass(Ni/(Ni ∩Nj)).

But,Ni/(Ni∩Nj) is isomorphic to the subobject sup(Ni, Nj)/Nj of the objectM/Nj , hence
Ass(Ni/(Ni ∩Nj)) ⊆ Ass(M/Nj) = {Pj}. This gives the inverse inclusion: Ass(Ni/N) ⊆
{Pj | j ∈ J − {i}}.

A2.7.7. Corollary. Let {Ni | i ∈ J} be a primary decomposition of a subobject N
of an object M . Then Card(Ass(M/N)) ≤ Card(J). The decomposition {Ni | i ∈ J} is
reduced iff Card(Ass(M/N)) = Card(J).

Proof. Following the procedure described in A2.7.5.1, one can obtain, starting from
{Ni | i ∈ J}, a reduced primary decomposition, {Ñj | j ∈ I} such that Card(I) ≤ Card(J).
The rest follows from A2.7.6.

For any object M of the category CX , let D℘(M) denote the set of reduced primary
decompositions of 0 ↪→M . By A2.7.6, each element of D℘(M) is a set, {NP | P ∈ Ass(M)}

of subobjects of M such that Ass(M/NP ) = {P} and Ass
( ⋂

P∈Ass(M)

NP

)
= ∅.

A2.7.8. Proposition. Let {NP | P ∈ Ass(M)} and {ÑP | P ∈ Ass(M)} be two

elements of D℘(M), and let Φ be a subset of Ass(M). Then {NP | P ∈ Φ}
⋃
{ÑP | P ∈

Ass(M)− Φ} is an element of D℘(M).

Proof. Set NΦ =
⋂

P∈Φ

NP and Ñ∨
Φ =

⋂

P∈Ass(M)−Φ

ÑP . Since Ass(M/NP ) = {P} and

Ass(M/ÑP ) = {P} for all P ∈ Ass(M), it suffices to verify (thanks to A2.7.6) that

Ass(NΦ

⋂
Ñ∨

Φ ) = ∅.
By A2.7.6(ii), Ass(NP ) = Ass(M) − {P}, in particular, P /∈ Ass(NP). Therefore,

every element of Φ does not belong to Ass(NΦ), i.e. Φ
⋂

Ass(NΦ) = ∅. Similarly (Ass(M)−

Φ)
⋂

Ass(Ñ∨
Φ ) = ∅. Thus, Ass(NΦ

⋂
Ñ∨

Φ ) ⊆ Φ
⋂

(Ass(M)− Φ) = ∅.
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