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SOME TORSION CLASSES IN THE CHOW RING AND

COHOMOLOGY OF BPGLn

XING GU

Abstract. In the integral cohomology ring of the classifying space of the

projective linear group PGLn (over C), we find a collection of p-torsion classes
yp,k of degree 2(pk+1 + 1) for any odd prime divisor p of n, and k ≥ 0.

If, in addition, p2 - n, there are p-torsion classes ρp,k of degree pk+1 + 1 in
the Chow ring of the classifying stack of PGLn, such that the cycle class map

takes ρp,k to yp,k.

We present an application of the above classes regarding Chern subrings.
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1. Introduction

Let G be an algebraic (resp. topological) group and BG be the classifying stack
(resp. space) of G. We follow Vistoli’s notations [45] and let A∗G (resp. H∗G) denote
the Chow ring (resp. singular cohomology ring with coefficient ring Z.) of BG.

The Chow ring of BG is first introduced by Totaro [41], as an algebraic analog
of the integral cohomology of the classifying space of a topological group. Based
on this work, Edidin and Graham [11] developed equivariant intersection theory, of
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which the main object of interest is the equivariant Chow ring, an algebraic analog
of Borel’s equivariant cohomology theory.

When the algebraic group G is over the base field of complex numbers C, it has
an underlying topological group which we also denote by G, and there is a cycle
class map

cl : A∗G → H∗G

from AiG to H2i
G , which plays a crucial role in this paper. The cycle class map

factors though the even degree subgroup of MU∗(BG)⊗MU∗ Z

(1.1) cl : A∗G
c̃l−→MU∗(BG)⊗MU∗ Z→ H∗G

where c̃l is called the refined cycle class map.
The Chow rings A∗G have been computed by Totaro [41] for G = GLn, SLn, Spn.

(Hereafter, the base field is always C except for On, SOn and Spinn.) ForG = SO2n

by Field [12], for G = On and G = SO2n+1 by Totaro [41] and Pandharipande [33],
for G = Spin7 by Guillot [22], for G = Spin8 by Rojas [34], for the semisimple
simply connected group of type G2 by Yagita [48]. The case that G is finite has
been considered by Guillot [20] and [21]. In [32], Rojas and Vistoli provided a unified
approach to the known computations of A∗G for the classical groups G = GLn, SLn,
Spn, On, SOn.

Let PGLn be the quotient group of GLn over C, modulo scalars. The case
G = PGLn appears considerably more difficult than the cases mentioned above.
The mod p cohomology for some special choices of n is considered by Toda [40],
Kono and Mimura [27], Vavpetic̆ and Viruel [43]. In [18], the author computed
the integral cohomology of PGLn for all n > 1 in degree less then or equal to
10 and found a family of distinguished elements yp,0 of dimension 2(p + 1) for
any prime divisor p of n and any k ≥ 0. (In the papers above, what are actually
considered are the projective unitary groups PUn, of which the classifying spaces are
homotopy equivalent to those of PGLn.) In [44], Vezzosi almost fully determined
the ring structure of A∗PGL3

. In [45], Vistoli determined the graded abelian group
structures of A∗PGLp

and H∗PGLp
for p an odd prime, and partially determined their

ring structures. In Kameko and Yagita [25], the additive structure of A∗PGLp
is

obtained independently, as a corollary of the main results.
Classes in the rings A∗PGLn

(resp. H∗PGLn
) are important invariants for sheaves

of Azumaya algebras of degree n (resp. principal PGLn-bundles.) For instance, the
ring H∗PGLn

plays a key role in the topological period-index problem, considered
by Antieau and Williams [4], [5], Crowley and Grant [9], and the author in [19],
[17]. This suggests that the A∗PGLn

could be of use in the study of the (algebraic)
period-index problem due to J.-L. Colliot-Thélène [7]. The cohomology ring H∗PGLn

also appears in the study of anomalies in particle physics such as [8], [10] and [15].
Antieau [3] and Kameko [24] considered the cohomology of BG for some finite cover
G of PGLp2 to construct counterexamples for the integral Tate conjecture.

In this paper we study the torsion elements in A∗PGLn
and H∗PGLn

. One may

easily find Hi
PGLn

= 0 for i = 1, 2 and H3
PGLn

∼= Z/n. Therefore we have a map

(1.2) χ : BPGLn → K(Z, 3)

representing the “canonical” (in the sense to be explained in Section 3) generator
x1 of H3

PGLn
, where K(Z, 3) denotes the Eilenberg-Mac Lane space with the 3rd

homotopy group Z.
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In principle, the cohomology of K(Z, 3) and more generally of K(π, n) with n > 0
and π a finitely generated abelian group are determined by Cartan and Serre [13].
Based on their work, the author gave an explicit description of the cohomology of
K(Z, 3) in [18], which is outlined as follows. Let p be a prime number. The p-local
cohomology ring of K(Z, 3) is generated by the fundamental class x1 and p-torsion
classes of the form yp,I , where I = (im, · · · , i1) is an ordered sequence of integers
0 ≤ im < · · · < i1. Here m is called the length of I and denoted by l(I). For
I = (k), we simply write yp,k for yp,I . The degree of yp,I is

(1.3) deg(yp,I) = 1 +

m∑
j=1

(2pij+1 + 1).

In [18] the author showed that the images of yp,0 in H
2(p+1)
PGLn

via χ are nontrivial
p-torsion classes, for all prime divisors p of n. In this paper we generalize this to
yp,k for k > 0 and under some restrictions, to Chow rings. For simplicity we omit
the notation χ∗ and let yp,I denote χ∗(yp,I) whenever there is no risk of ambiguity.

Theorem 1.1. (1) In H
2(pk+1+1)
PGLn

, we have p-torsion classes yp,k 6= 0 for all
odd prime divisors p of n and k ≥ 0.

(2) If, in addition, we have p2 - n, then there are p-torsion classes ρp,k ∈
Ap

k+1+1
PGLn

mapping to yp,k via the cycle class map.

Remark 1.1.1. The sets of elements {ρp,k}k≥0 and {yp,k}k≥0 are not algebraically
independent in general. Indeed, in the case n = p considered by Vistoli [45], they
each generate subalgebras isomorphic to a subalgebra of the polynomial algebra
(over Z/p) of 2 generators. (See Corollary 9.6).

One the other hand, the classes yp,I for l(I) > 1 seem hard to capture, and
so are their counterparts in Chow rings (if any). Nonetheless, we are able to find
an interesting property of these classes. By definition, we have yp,I ∈ Imχ∗, a
subring of H∗PGLn

. In a non-negatively graded ring R∗ with R0 = Z, an element x
is decomposable if x =

∑
i yizi where yi, zi are of degree greater then 0.

Theorem 1.2. Let p be a (not necessarily odd) prime divisor of n and p2 - n. If
l(I) > 1, then the class yp,I is decomposable in Imχ∗.

Remark 1.2.1. In Corollary 6.13 we show that for some I with l(I) > 1, the class
yp,I ∈ Imχ∗ is nonzero. This suggests that the homomorphism χ∗ sends a nontrivial
class of the form

yp,I + (decomposable classes) ∈ H∗(K(Z, 3);Z(p))

to 0.

We proceed to discuss an application of Theorem 1.1, for which some background
is in order. Let G be a compact topological (resp. algebraic) group. Let h∗(−) be
a generalized cohomology such that

h∗(BGLr) ∼= h∗(pt)[c1, · · · , cr]

where ci ∈ h2i(BGLr) is the ith universal Chern class. (resp. Let h∗(−) be A∗(−),
or A∗(−) ⊗ Z(p), i.e., Chow ring localized at an odd prime p.) The Chern subring
of h∗G := h∗(BG) is the subring generated by Chern classes of all representations
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of G→ GLr for some r. If the Chern subring is equal to h∗G, then we say that h∗G
is generated by Chern classes.

Whether A∗G is generated by Chern classes is related to a conjecture by Totaro
[41] on the image of the refined cycle class map, to be discussed in Section 10.
Vezzosi [44] showed that A∗PGL3

is not generated by Chern classes. In the appendix
of [45] by Targa [39], the same thing was shown for A∗PGLp

for all odd primes p.

More results of this nature can be found in Kameko and Yagita [26]. We have the
following consequence and generalization of the above results:

Theorem 1.3. Let n > 1 be an integer, and p one of its odd prime divisor, such
that p2 - n. Then the ring A∗PGLn

⊗ Z(p) is not generated by Chern classes. More

precisely, the class ρip,0 is not in the Chern subring for p− 1 - i.

This paper is organized as follows. In Section 2 we recall the cohomology of
the Eilenberg-Mac Lane space K(Z, 3) in terms of the Steenrod reduced power
operations. In Section 3 we recall a homotopy fiber sequence and the associated
Serre spectral sequence converging to H∗PGLn

, which is the main object of interest
in [18]. We prove Theorem 1.2 in this section. Section 4 is a recollection of elements
in equivariant intersection theory related to the topic of this paper. Section 5 is
a short note on the Steenrod reduced power operations for motivic cohomology,
which play a role in the proof of Theorem 1.1. Here we concern ourselves with
some specific facts rather than the general theory. In Section 6 we review and
slightly extend works of Vezzosi [45] and Vistoli [44] on the cohomology and Chow
ring of BPGLp where p is an odd prime. We prove part (1) of Theorem 1.1 in
this section. In Section 7, we consider the subgroups of certain diagonal block
matrices of GLn pass to quotients to yield subgroups of PGLn that act as a bridge
between PGLp and PGLn. In Section 8 and 9, we construct the torsion classes
ρp,k, completing the proof of Theorem 1.1. Finally, in Section 10 we discuss the
conjecture by Totaro on the refined cycle class map and its relation to the Chern
subrings, followed by the proof of Theorem 1.3.

Acknowledgement. The author thanks Professor Christian Haesemeyer for
financial support as well as many fruitful conversations. Without his wisdom and
encouragement the author would have gone through much trouble completing this
manuscript. The author also thanks the anonymous referees for numerous sugges-
tions and corrections.

2. The cohomology of the Eilenberg-Mac Lane space K(Z, 3)

The cohomology of the Eilenberg-Mac Lane space K(π, n) for π a finitely gener-
ated abelian group can be deduced from the lecture notes [13] by Cartan and Serre.
The mod p cohomology of K(π, n) is described particularly nicely by Tamanoi [38]
in terms of the Milnor basis of the mod p Steenrod algebra. As a special case of the
above, the cohomology of K(Z, 3) is described by the author in [18] in full details.
The author claims no originality of the content of the above or this section. For
the sake of simplicity, we present the p-local case for odd primes p. Let Z(p) be the
ring of integers localized at p.

Proposition 2.1 ([18], Proposition 2.16, 2016). The graded ring H∗(K(Z, 3);Z(p))
is generated by

(1) x1 ∈ H3(K(Z, 3);Z(p)), a non-torsion element, and
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(2) the elements yp,I where I = (im, · · · , i1) is an ordered sequence of positive
integers im < · · · < i1, and the degree of yp,I is

|yp,I | = 1 +

m∑
j=1

(2pij+1 + 1).

In particular, when taking I = (i), we have yp,i := yp,I of degree 2pi+1 + 2.

Here x1 is the fundamental class, i.e, the class represented by the identity map
of K(Z, 3). Notice that there are nontrivial relations among the elements yp,I . See
[18] for details. For future references we consider the decomposable elements of
degree |I|.

Lemma 2.2. Let I = (im, · · · , i1) and J = (jn, · · · , j1) satisfying 0 ≤ im < · · · < i1
and 0 ≤ jn < · · · < j1. Then we have I = J if and only if |I| = |J |.

Proof. Only one direction requires a proof. For m = 1, |I| = 2pi1+1 +2 is the p-adic
expansion of |I|, for both p odd and 2. The lemma then follows from the uniqueness
of p-adic expansions. The general case then follows by induction on m. �

Corollary 2.3. Let I = (im, · · · , i1) satisfying 0 ≤ im < · · · < i1, and Y ∈
H |I|(K(Z, 3);Z(p)) be a monomial in elements yp,J for various J . Then Y is either
equal to yp,I or decomposable.

Proposition 2.1 implies, in particular, that any torsion element in H∗(K(Z, 3);Z)
is of order p for some prime number p. This means that the torsion elements of
H∗(K(Z, 3);Z), namely all elements above degree 3, are in the image of some
Bockstein homomorphism

B : H∗(−;Z/p)→ H∗+1(−;Z).

So we present the classes yp,k in such a way.
For a fixed odd prime p, let Pk be the kth Steenrod reduced power operation

and let β be the Bockstein homomorphism H∗(−;Z/p) → H∗(−;Z/p) associated
to the short exact sequence

0→ Z/p→ Z/p2 → Z/p→ 0.

For an axiomatic description of the Steenrod reduced power operations, see Steen-
rod and Epstein [36].

To compute the cohomology ring H∗(K(Z, 3);Z/p), it suffices to consider the
mod p cohomological Serre spectral sequence associated to the homotpy fiber se-
quence

K(Z, 2)→ PK(Z, 3)→ K(Z, 3)

where PK(Z, 3) is the contractible space of paths in K(Z, 3).
Now let overhead bars denote the mod p reductions of integral cohomology class-

es. An inductive argument on the transgressive elements (Section 6.2 of McCleary
[30]) yields the following

Proposition 2.4. For any odd prime p, we have

H∗(K(Z, 3);Z/p) ∼= ΛZ/p[x̄1]⊗ ΛZ/p[xp,0, xp,1, · · · ]⊗ Z/p[ȳp,0, ȳp,1, · · · ],
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where ΛZ/p[x̄1] is the exterior algebra generated by x̄1, the mod p reduction of the
fundamental class x1, ΛZ/p[xp,0, xp,1, · · · ] is the exterior algebra over Z/p over ele-
ments

xp,k := PpkPpk−1

· · ·P1(x̄1), where k = 0, 1, 2, · · · ,
and Z/p[ȳp,0, ȳp,1, · · · , ] is the polynomial algebra generated by

ȳp,i = βxp,i.

In H∗(K(Z, 3);Z), we have

yp,I = B(xp,im · · ·xp,i2xp,i1)

for I = (im, · · · , i2, i1).

An immediate consequence of Proposition 2.4 is the following

Proposition 2.5. For k ≥ 0, we have

yp,k = BPpkPpk−1

· · ·P1(x̄1).

Remark 2.6. The alert reader may argue that Proposition 2.4 merely indicates

yp,k = λBPpkPpk−1

· · ·P1(x̄1)

for some λ ∈ (Z/p)×. However, notice that Proposition 2.1 determines yp,k only up
to a scalar multiplication. Hence we may as well choose yp,k such that Proposition
2.5 holds.

Proposition 2.5 has the following variation.

Proposition 2.7. For k ≥ 1, we have

ȳp,k = Ppk(ȳp,k−1).

Proof. Recall that for positive integers a, b such that a ≤ pb, we have the Adem
relation (Adem, [2])

PaβPb =
∑
i

(−1)a+i

(
(p− 1)(b− i)

a− pi

)
βPa+b−iPi

+
∑
i

(−1)a+i+1

(
(p− 1)(b− i)− 1

a− pi− 1

)
Pa+b−iβPi.

(2.1)

For k > 0, let a = pk and b = pk−1. Then the only choice of i to offer something
nontrivial on the right hand side of (2.1) is i = pk−1, and (2.1) becomes

(2.2) PpkβPpk−1

= βPpkPpk−1

.

Then it follows by induction that we have

PpkβPpk−1

· · ·PpP1 = βPpk · · ·PpP1.

Since all classes yp,k are of order p, as stated in Proposition 2.5, we conclude. �

Remark 2.8. Alternatively, we may describe ȳp,k in terms of the Milnor’s basis
{Qk}k≥0 introduced in Section 6 of [31], defined inductively by

Q0 = β, Qk+1 = PpkQk −QkPpk .

Then by Proposition 2.5 we may follow an inductive argument and show

ȳp,k = Qk+1(x̄1.)
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3. A Serre spectral sequence, the proof of Theorem 1.2

In the introduction we mentioned the map

χ : BPGLn → K(Z, 3)

representing the “canonical” class in H3
PGLn

. It is easy to show, for example, in the
introduction of Gu [18], that the homotopy fiber is BGLn and there is a homotopy
fiber sequence

(3.1) BGLn → BPGLn
χ−→ K(Z, 3)

where the first arrow is induced by the obvious projection GLn → PGLn. This
may be obtained from the more obvious homotopy fiber sequence

(3.2) BC× → BGLn → BPGLn

by de-looping the first term BC× ' K(Z, 2). The author used this de-looping as
the definition of χ, and the class x1 is “canonical” in this sense.

For positive integers r > 1 and s we have ∆ : BPGLr → BPGLrs the obvious
diagonal map. The fiber sequences (3.1) and (3.2) then show the following

Lemma 3.1. The following diagram commutes up to homotopy.

BPGLp BPGLn

K(Z, 3)

∆

χ
χ

Remark 3.2. As mentioned in the introduction, we omit the notation χ∗ and let
yp,I denotes their pull-backs in H∗PGLn

. If we temporarily denote yp,I by yp,I(r)
and yp,I(rs), respectively in the cases n = r and n = rs, then Lemma 3.1 indicates
∆∗(yp,I(rs)) = yp,I(r). In view of this, we do not make the effort of distinguishing
yp,I(r) and yp,I(rs), and denote both by yp,I .

Consider the homotopy commutative diagram

(3.3)

BC× '−−−−→ K(Z, 2) −−−−→ PK(Z, 3) −−−−→ K(Z, 3)

Φ :
yBϕ

y ∥∥∥
BT (GLn) −−−−→ BT (PGLn) −−−−→ K(Z, 3)

Ψ :
yBψ

yBψ′
∥∥∥

BGLn −−−−→ BPGLn −−−−→ K(Z, 3)

where PK(Z, 3) is the pointed path space of K(Z, 3), which is contractible, and ϕ
is the diagonal map. Moreover, all rows are homotopy fiber sequences and we let
Φ and Ψ in the diagram denote morphisms of homotopy fiber sequence.

Remark 3.3. As mentioned in the introduction, the diagram (3.3) is indeed a vari-
ation of the one considered in [18], where the groups Un, PUn and the unit circle
take the places of GLn, PGLn and C×, respectively.

We take note of the following notations:

(3.4) H∗C× = Z[v]
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where v is of degree 2, and

(3.5) H∗T (GLn) = Z[v1, v2, · · · , vn]

where each vi is of degree 2, and for all i we have

Bϕ∗(vi) = v.

The quotient map T (GLn)→ T (PGLn) identifiesH∗PGLn
as the subring ofH∗T (GLn),

which, as an abelian group, is generated by 1 and the kernel of the ring homomor-
phism given by

H∗T (GLn) = Z[v1, v2, · · · , vn]→ Z, vi 7→ 1,

i.e., polynomials in v1, v2, · · · , vn of which the coefficient of all term sum up to 0.
Moreover, we have

(3.6) H∗GLn
= Z[c1, c2, · · · , cn]

where ci, the ith universal Chern class, is of degree 2i, and Bψ∗ takes ci to the ith
elementary symmetric polynomial in vi’s.

As in [18], we let (KE
∗,∗
∗ ,Kd

∗,∗
∗ ), (TE∗,∗∗ , T d

∗,∗
∗ ) and (UE

∗,∗
∗ , Ud

∗,∗
∗ ) denote coho-

mological Serre spectral sequences with integer coefficients associated to the three
homotopy fiber sequences in (3.3). In particular, we have

UEs,t2
∼= Hs(K(Z, 3);Ht

GLn
)

converging to H∗PGLn
. This spectral sequence is the main object of interest in [18].

In principle, using the homological algebra of differential graded algebras, we are
able to determine all the differentials of KE

∗,∗
∗ . The diagram (3.3) then converts

the differentials Kd
∗,∗
∗ to T d

∗,∗
∗ . Then we obtain some of the differentials Ud

∗,∗
∗ via

the following

Lemma 3.4. The morphism of spectral sequence UE
∗,∗
∗ → TE∗∗, ∗ is induced by

UE
∗,∗
2
∼= H∗(K(Z, 3);Z)⊗ Z[c1, · · · , cn]→ H∗(K(Z, 3);Z)⊗ Z[t1, · · · , tn] ∼= TE

∗,∗
2

hci 7→ hσi(t1, · · · , tn),

where h ∈ H∗(K(Z, 3);Z) and σi(t1, · · · , tn) is the ith elementary symmetric poly-
nomial in t1, · · · , tn.

Remark 3.5. For the sake of simplicity we drop the symbol ⊗ whenever there is no
ambiguity.

We recall the splitting principle, which asserts that the map

Bψ : BT (GLn)→ BGLn

associated to the inclusion of a maximal torus, induces the homomorphism

(3.7) Bψ∗ : H∗GLn
→ H∗T (GLn), ci 7→ σi(t1, · · · , tn),

where σi(t1, · · · , tn) is the ith elementary symmetric polynomial in variables v1, · · · , vn.
The following proposition then follows.
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Proposition 3.6 (Proposition 3.8, [18]). The diagram (3.3) induces a commutative
diagram as follows:

UE
s,t
r

UE
s+r,t−r+1
r

TE
s,t
r

TE
s+r,t−r+1
r

KE
s,t
r

KE
s+r,t−r+1
r

Ψ∗

Ud
s,t
r

Ψ∗

Φ∗

T d
s,t
r

Φ∗

Kd
s,t
r

where the arrow Ψ∗ is given by (3.7), in the sense that the source (resp. target) of
Ψ∗ is a subquotient of the source (resp. target) of the homomorphism

UE
s,t

2
∼= Hs(BGLn;Ht(K(Z, 3);Z))→ Hs(BT (GLn; )Ht(K(Z, 3);Z)) ∼= TE

s,t

2

induced by (3.7). In particular, the differentials T d∗,∗∗ determine all of the differen-

tials of the form Ud
s−r,t+r−1
r of UE

∗,∗
∗ such that for any r′ < r, T d

s−r′,t−r′+1
r′ = 0,

since in this case the arrow Ψ∗ on the right is injective.

In other words, for each bi-degree (s, t), the first nontrivial differential whose tar-

get is UEs,t∗ is determined by restricting T d∗,∗∗ to UE∗,∗∗ . In particular, Proposition
3.6 determines the differential Ud∗,∗3 completely: Let

∇ : H∗(BUn)→ H∗−2(BUn)

be a linear operator defined by

(3.8) ∇(ck) = (n+ k − 1)x1ck−1

and the Leibniz formula

(3.9) ∇(ab) = ∇(a)b+ a∇(b).

We end this section by several corollaries. Let ∇, ξ be the same as earlier, and let
ϑ = ϑ(c1, · · · , cn) ∈ H∗(BUn;Z). Then we have

Corollary 3.7 (Corollary 3.4 and Corollary 3.10, [18]). The differential Ud3 is
determined by

Ud3(ξϑ) = Ud3(ξϑ) = ξx1∇(ϑ)

for any ξ ∈ H∗(K(Z, 3);Z). In particular, we have

Ud3(ξc1) = Ud3(c1)ξ = nx1ξ.

It is known (Theorem 1.2, [18]) that for a prime p, the class yp,0 ∈ H2(p+1)
PGLn

is a
nontrivial p-torsion class if p|n and is 0 otherwise. Since yp,0 is the p-torsion class
in H∗(K(Z, 3);Z) of the lowest degree 2(p+1), and generates the unique p-primary
subgroup of degree 2(p+ 1). We have the following

Proposition 3.8. If p|n, then the class yp,0 is the nontrivial p-torsion class in

H∗PGLn
of lowest degree, and generates the unique p-primary subgroup of H

2(p+1)
PGLn

.
If p - n the class yp,0 is trivial in H∗PGLn

.
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Proof. The class yp,0 being (non)trivial is just Theorem 1.2 of [18]. The uniqueness
assertion follows by looking at

UEs,t2
∼= Hs(K(Z, 3);Ht

GLn
).

�

Let Z(p) denote the ring Z localized at the prime number p, and for any topo-
logical group G let

H∗G[p] := H∗(BG;Z(p)) ∼= H∗(BG;Z)⊗ Z(p).

Recall that the “canonical” maximal torus , T (PGLn), is the subgroup of PGLn
of diagonal matrices passing to the quotient. The Weyl group of T (PGLn) is the
symmetric group Sn acting by permuting the diagonal entries. It is a standard fact
that the restriction H∗PGLn

[p]→ H∗T (PGLn)[p] factors through (H∗T (PGLn)[p])
Sn , the

subring of H∗T (PGLn)[p] of invariants with respect to the Sn-action. Of course this

is also true without localization.

Corollary 3.9. The inclusion of the maximal torus T (PGLn) ↪→ PGLn and the
map χ : BPGLn → K(Z, 3) induce a split short exact sequence

0→ H2(p+1)(K(Z, 3);Z(p))→ H
2(p+1)
PGLn

[p]→ (H
2(p+1)
T (PGLn)[p])

Sn → 0,

which yields an isomorphism

(3.10) H
2(p+1)
PGLn

[p] ∼= (H
2(p+1)
T (PGLn)[p])

Sn ⊕H2(p+1)(K(Z, 3);Z(p)).

Proof. Let UE
∗,∗
∗ [p] denote the spectral sequence UE

∗,∗
∗ localized at p. Then the

nontrivial entries of its second page of total degree 2(p+ 1) are UE
0,2(p+1)
2 [p] and,

when p|n, UE
2(p+1),0
2 [p]. Then we have a short exact sequence

0→ UE
2(p+1),0

∞ [p]→ H
2(p+1)
PGLn

[p]→ UE
0,2(p+1)

∞ [p]→ 0

which is split since UE
0,2(p+1)
∞ [p] is a torsion-free Z(p)-module.

The identification of the first term of the short exact sequence follows imme-
diately from Proposition 3.8. A direct computation identifies (H∗T (PGLn))

Sn with

Ker∇ ∼= UE
0,∗
3 . However, for obvious degree reasons there is no nontrivial differ-

ential out of UE3 0, ∗[p], and we have the identification of the last term of the short
exact sequence. �

We proceed to consider the classes yp,I for I of length greater than 1, and
prove Theorem 1.2. It follows from Corollary 2.18 of [18] that for each I =
(im, im−1, · · · , i1) and an integer k such that 0 ≤ im < · · · < i1 we have

(3.11) yp,I =

{
Kd2pim+1+1(yp,I′v

pim+1

), m > 1,
Kd2pi1+1−1(x1v

pi1+1

).

with I ′ = (im−1, · · · , i1).

Lemma 3.10. For I = (im, · · · , i1) as above with m > 1. Then for r < 2pim+1 +1,
any element in the image of

(3.12) Kd|I|−r,r−1
r : KE

|I|−r,r−1

r → KE
|I|,0
r

is congruent to a decomposable element, in the sense that KE
|I|,0
r is a quotient group

of H |I|(K(Z, 3);Z).
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Proof. The differentials Kds,tr landing on the line KE∗,0r are determined by (3.11)
along with the product formula

Kdr(ab) = Kdr(a)b+ (−1)|a|a Kdr(b)

where a and b are classes in KE∗,∗r and |a| is the degree of a. Therefore, any
differential as in (3.12) with r < 2pim+1 + 1 is of the form

Kd
|I|−2pk+1−1,2pk+1

2pk+1+1 : KE
|I|−2pk+1−1,2pk+1

2pk+1+1 → KE
|I|,0
2pk+1+1

with k < im. The image of Kd
|I|−2pk+1−1,2pk+1

2pk+1+1 is therefore generated by monomials

of the form yp,I1 · · · yp,Is where at least one of the I1, · · · , Is is of the form (k, · · · ).
It then follows from Lemma 2.2 that the monomial yp,I1 · · · yp,Is is not yp,I . By
Corollary 2.3, the monomial yp,I1 · · · yp,Is is decomposable and we conclude.

�

Now we have all the necessary ingredient for the following

Proof of Theorem 1.2. Let I = (im, · · · , i1) such that 0 ≤ im < im−1 < · · · < i1.
Let WU , WT and WK be the subgroups of H |I|(K(Z, 3);Z) characterised by

UE
|I|,0
2pim = H2pim

GLn
/WU ,

TE
|I|,0
2pim = H2pim

T (GLn)/WT ,

KE
|I|,0
2pim = H2pim (K(Z, 3);Z)/WK .

Then we have WU ⊂ WT ⊂ WK . Summarizing the above arguments, we have the
following commutative diagram:

UE
|J|,2pim
2pim

UE
|I|,0
2pim

∼= H |I|(K(Z, 3);Z)/WU

TE
|J|,2pim
2pim

TE
|I|,0
2pim

∼= H |I|(K(Z, 3);Z)/WT

KE
|J|,2pim
2pim

KE
|I|,0
2pim

∼= H |I|(K(Z, 3);Z)/WK

Ψ∗

Ud
|I|,2pim
2pim

Ψ∗

Φ∗

T d
|I|,2pim
2pim

Φ∗

Kd
|I|,2pim
2pim

where Ψ∗ and Φ∗ are induced from Ψ and Φ in the diagram (3.3). The vertical
arrows to the right are quotient maps. Now it follows from (3.11) that we have

Φ∗Ψ∗Ud2pim+1(cp
im

p yp,J)

=Kd2pim+1([yp,J · (
(
n

p

)
v)im+1])

=[

(
n

p

)im+1

yp,I ] ∈ H |I|(K(Z, 3);Z)/WK

where [a] denotes the equivalence class of a ∈ H∗(K(Z, 3);Z) inH∗(K(Z, 3);Z)/WK ,
and we have

Ud2pim+1(cp
im

p yp,J) ≡
(
n

p

)im+1

yp,I (mod WK).
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Since p2 - n, we have
(
n
p

)
6≡ 0 (mod p), the above indicates that in UE

2pim ,0
∞ we

have

[yp,I ] ≡ 0 (mod UE
2pim ,0

∞

⋂
WK).

On the other hand, it follows from Lemma 3.10 the classes in WK are decomposable,
and we conclude. �

4. Equivariant intersection theory

We refer to Edidin and Graham [11] and Totaro [41] for definitions and basic facts
on equivariant intersection theory. We also reformulate many results in Section 4
of Vistoli’s paper [45], since they play key roles in this paper.

The main object of interest is the equivariant Chow ring A∗G(X) for an algebraic
space X over a base field K with an action of an algebraic group G. The Chow ring
of G is identified with the equivariant Chow ring A∗G(specK). In this sense the ring
A∗G is regarded as the “coefficient ring” of the equivariant Chow rings A∗G(X). One
may regard equivariant Chow rings as an analog of Borel’s equivariant cohomology
theory for topological spaces with continuous group actions. From now on we work
with a fixed base field K and the reader is free to assume K = C.

For any k > 0, Edidin and Graham define the Chow ring A∗G(X) for a scheme X

by defining A≤kG (X) as A≤k((X × U)/G) where A∗(−) denotes the ordinary Chow
ring and U is an open set of a G-representation of large enough dimension and G
acts freely on U . It follows that we have

Proposition 4.1. (Homotopy Invariance) Let X be a G-equivariant algebraic space
and V be a finite dimensional G-representation. Then the pullback of the projection

A∗G(X)→ A∗G(X × V )

is an isomorphism. In particular, we have A∗G
∼= A∗G(V ).

In general the quotient X/G is defined as an algebraic space, which is not nec-
essarily a scheme. However, by Lemma 9 of [11], for any i > 0, there is a G-
representation V and an open subscheme U of V such that V −U is of codimension
greater than i, and the quotient U → U/G exists as a principal bundle in the cat-
egory of schemes. Therefore, for any i > 0, the Chow groups AiG are defined as
Chow groups of some schemes.

Many properties of the ordinary Chow rings hold for equivariant Chow rings too.
For instance, let f : Y → X be a proper morphism of G-schemes, then we have the
pullback

f∗ : A∗G(X)→ A∗G(Y )

and the push-forward

f∗ : A∗−rG (Y )→ A∗G(X),

where r is the codimension of Y in X, and the following proposition generalizes the
localization sequences in the non-equivariant intersection theory. (See, for example,
Fulton [14].)

Proposition 4.2. (Localization Sequences) Let f : Y → X be G-equivariant closed
immersion. Then we have an exact sequence as follows:

A∗−rG (Y )
f∗−→ A∗G(X)

f∗−→ A∗G(X\Y )→ 0.
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In the particular case where X = V is a G-representation of dimension n, and
Y = {0} ⊂ V , we have

Proposition 4.3. The sequence

A∗−nG

cn(V )−−−−→ A∗G → A∗G(V \{0})→ 0

is exact, where the first arrow is the multiplication by the Chern class cn(V ). In
particular, it follows from Proposition 4.1 that we have

A∗G(V \{0}) ∼= A∗G/cn(V ).

Now we let the group G vary. Suppose H is a closed subgroup of G. Then we
have the restriction map

resGH : A∗G(X)→ A∗H(X)

which is a ring homomorphism. If, furthermore, H has finite index in G, then we
have the transfer map

trHG : A∗H → A∗G.

This is no longer a ring homomorphism, but a homomorphism of A∗G-modules, in
the sense that we have the following projection formula:

(4.1) trHG (a resGH(b)) = trHG (a)b.

For the unit 1 ∈ A∗G we have

trHG (1) = [G : H],

where the righthand side is the index of H in G. Therefore, we have

(4.2) trHG (resGH(b)) = [G : H]b.

Similar to the Cartan-Eilenberg double coset formula (Adem and Milgram [1]),
we have Mackey’s formula concerning the transfer and the restriction described
above. Once again we adopt the setup in Vistoli [45]:

Let G be an algebraic group and H, K be algebraic subgroups of G such that
H has finite index over G. We will also assume that the quotient G/H is reduced,
and a disjoint union of copies of specK (this is automatically verified when K is
algebraically closed of characteristic 0). Furthermore, we assume that every element
of (K\G/H)(K) is the image of some element of G(K).

Let C be a set of representatives of classes of the double quotient K\G/H(K).
For each s ∈ C , let

Ks := K
⋂
sHs−1 ⊂ G.

Therefore, Ks is a subgroup of K of finite index, and there is an embedding Ks → H
defined by k 7→ sks−1.

Proposition 4.4 (Vistoli, Proposition 4.4, [45], 2007). (Mackey’s formula)

resGK · trHG =
∑
s∈C

trKs

K · ressHs
−1

Ks
·γs : A∗H → A∗K ,

where γs is the restriction associated to the conjugation sHs−1 → H.
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There is another way to relate equivariant Chow rings over different algebraic
groups. Suppose we have a monomorphism of algebraic groups H → G. Let H
act on a scheme X. Then we have the G equivaiant algebraic space G ×H X,
which is the quotient G ×X/ ∼ where the equivalence relation “∼” is defined by
(g, hx) ∼ (gh, x) for all h ∈ H.

Proposition 4.5 (Vistoli, [45], 2007). The composite of the restriction A∗G(G×H
X)→ A∗H(G×H X) and the pullback A∗H(G×H X)→ A∗H(X) is an isomorphism.

Let NG be the normalizer of the maximal torus T (G). It is well known (Gottlieb
[16]) that the restriction homomorphism H∗G → H∗NG

is injective. The analog
conclusion for Chow rings, according to Vezzosi [44], is shown in an unpublished
work by Totaro. A sketch of the proof is presented in [44].

Theorem 4.6 (Gottlieb, Totaro, Theorem 2.1, [44]). Let G be an algebraic group
over C, T a maximal torus of G and NG its normalizer in G. The restriction maps

A∗G → A∗NG

and

H∗G → H∗NG

are injective.

In general, Chow rings are much more complicated then singular cohomology.
However, in many cases the Chow rings A∗G behave in very similar ways to H∗G,
their topological counterparts. We end this section with such examples, which will
be of use later on.

Proposition 4.7 (Totaro, [41], 1999). For G = GLn, SLn or a torus, the cycle
class map cl : A∗G → H∗G is an isomorphism of rings.

Furthermore, for T (G) a fixed maximal torus of G, the cycle class map cl pre-
serves the actions of the Weyl group. In particular, we have

Corollary 4.8. Let G be an algebraic group, T (G) a maximal torus, and W its
Weyl group. Then

cl : (A∗T (G))
W → (H∗T (G))

W

is a well-defined ring isomorphism.

On the other hand, we have the following

Theorem 4.9 (Totaro, Theorem 2.14, [42]). For any affine algebraic group G over
C, the natural map

A∗G ⊗Q→ H∗G ⊗Q
is an isomorphism.

The following is an immediate consequence of Corollary 4.8 and Theorem 4.9.

Proposition 4.10. Let G be an affine algebraic group G over C. The restriction
homomorphism induced from T (G)→ G gives an isomorphism

A∗G ⊗Q→ (A∗T (G))
W ⊗Q.
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Proof. Consider the following commutative diagram

A∗G ⊗Q (A∗T (G))
W ⊗Q

H∗G ⊗Q (H∗T (G))
W ⊗Q.

cl cl

It follows from Corollary 4.8 and Theorem 4.9 that the vertical arrows are isomor-
phisms. The bottom horizontal arrow being an isomorphism is a well-known fact,
for which one may refer to, for example, Chapter 3 of [23]. It follows that the top
horizontal arrow is an isomorphism as well. �

In particular, we have

Corollary 4.11. The inclusion of a maximal torus λ : T (PGLn)→ PGLn induces
the following isomorphism:

λ∗ : A∗PGLn
⊗Q

∼=−→ (A∗T (PGLn))
Sn ⊗Q.

5. The Steenrod reduced power operations for motivic cohomology

One of the key roles in the proof of Theorem 1.1, (2) is played by the Steenrod
reduced power operations for motivic cohomology theory [29].

Motivic cohomology is a functor from the category of smooth schemes over a
base field (which we fix as C) to that of bigraded abelian groups. For a smooth
variety X and an abelian group R, let H∗,∗(X;R) denote the motivic cohomology
of X.

For an algebraic group G and an integer N ≥ 0, the group AkG for k < N is by
definition Ak(U/G) where U is an open subscheme of a representation such that
G acts freely on U . According to the discussion following Proposition 4.1, we may
choose U such that the quotient U/G exists as a scheme. The motivic cohomology
of BG is defined in a similar way as A∗G. We write H∗,∗G for H∗,∗(BG;Z), H∗,∗G [p] for
H∗,∗(BG;Z(p)), and H∗,∗G (p) for H∗,∗(BG;Z/p). All the assertions in this section
hold for X = BG.

Motivic cohomology theory is a generalization of the theory of Chow groups in
the sense of the following natural isomorphism:

(5.1) H2t,t(X;R) ∼= At(X)⊗R.

Over the field C, the cycle class map also generalize to a natural map, usually called
the realization map (3.11, [46]). For consistency we denote it by cl:

cl : Hs,t(X;R)→ Hs(X(C);R).

Motivic cohomology shares many nice properties with singular cohomology. For
instance, a homomorphism of abelian groups R1 → R2 induces a natural transfor-
mation H∗,∗(−;R1)→ H∗,∗(−;R2). Moreover, for a fixed t, the functor Hs,t(X;−)
is a δ-functor. More precisely, let 0→ R0 → R1 → R2 → 0 be a long exact sequence
of abelian groups, then we have a long exact sequence

(5.2) · · · → Hs,t(X;R0)→ Hs,t(X;R1)→ Hs,t(X;R2)
B−→ Hs+1,t(X;R0)→ · · · ,

where B is called the connecting (or the Bockstein) homomorphism, as in the case
of singular cohomology.



16 XING GU

In [47], Voevodsky defines cohomology operations for motivic cohomology theo-
ries with coefficients in Z/p, for p a prime number, similar to the Steenrod reduced
power operations. When p is odd, we have the operations

S i : Hs,t(X;Z/p)→ Hs+2i(p−1),t+i(p−1)(X;Z/p), i ≥ 0

where S 0 is the identity, and

β : Hs,t(X;Z/p)→ Hs+1,t(X;Z/p).

which is the Bockstein homomorphism associated to the short exact sequence

0 → Z/p ×p−−→ Z/p2 → Z/p → 0, or equivalently, the Bockstein homomorphism

associated to the short exact sequence 0 → Z ×p−−→ Z → Z/p → 0, composed with
the mod p reduction.

The operations S i and β satisfy the Adem relations which are formally the same
as in the case of singular cohomology. In particular, we have the following analog
of (2.2):

(5.3) S pkβS pk−1

= βS pkS pk−1

.

The motivic Steenrod operations and the Bockstein homomorphisms are com-
patible with their topological counterparts, in the sense of the following

Proposition 5.1 (Voevodsky, [46]). Let K = C and X be an algebraic variety over
C, we have the following commutative diagrams:

Hs,t(X;Z/p) Hs+2i(p−1),t+i(p−1)(X;Z/p)

Hs(X(C);Z/p) Hs+2i(p−1)(X(C);Z/p)

S i

cl cl

Pi

and

Hs,t(X;Z/p) Hs+1,t(X;Z)

Hs(X(C);Z/p) Hs+1(X(C);Z).

B

cl cl

B

The operations S i restrict to Chow rings in the sense of (5.1):

S i : At(X)⊗ Z/p→ At+i(p−1)(X)⊗ Z/p, i ≥ 0.

Brosnan in [6] independently constructed cohomology operations for Chow rings,
satisfying the axiomatic properties of the Steenrod power operations, including the
Adem relations. It is unclear to the author whether they agree with Voevodsky’s
definition.

6. The Chow ring and cohomology of BPGLp

This section is a recollection of works of Vezzosi and Vistoli ([44], [45]) on the
Chow ring and integral cohomology of BPGLp for p an odd prime, together with
a few further observations.

Recall that the Weyl group of T (PGLp), the maximal torus of PGLp, is the
permutation group Sp, which acts on T (PGLp) by permuting the diagonal entries.
Elements in A∗PGLp

therefore restrict to (A∗T (PGLp))
Sp , the subgroup of classes fixed
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by Sp. In Vistoli’s paper [45], the Chow ring A∗PGLp
is given an (A∗T (PGLp))

Sp -

algebra structure via a splitting injection

(A∗T (PGLp))
Sp → A∗PGLp

.

Vistoli determined A∗PGLp
in terms of the above (A∗T (PGLp))

Sp -algebra structure.

We partially state his result as follows:

Theorem 6.1 (Vistoli, [45], 2007). The (A∗T (PGLp))
Sp-algebra A∗PGLp

is generated

by an element ρp ∈ Ap+1
PGLp

of additive order p.

Remark 6.2. See Section 3 of [45] for the complete version of the theorem.

The following result is Proposition 9.4 of [45].

Proposition 6.3 (Vistoli, [45],2007). The homomorphisms

A∗PGLp
→ A∗T (PGLp) ×A

∗
Cp×µp

and

H∗PGLp
→ H∗T (PGLp) ×H

∗
Cp×µp

obtained from the embeddings T (PGLp) ↪→ PGLp and Cp × µp ↪→ PGLp are
injective.

To prove Theorem 6.1 and Proposition 6.3, Vistoli considered two elements of
PGLp, represented respectively by the matrices


0 . . . 0 1
1 0

. . .
...

1 0

 and


ω

ω2

. . .

ωp−1

1

 ,
where ω is a pth root of unity. They generate two subgroups of PGLp, both
cyclic of order p, which we denote by Cp and µp, respectively. Furthermore, the
two matrices commute up to a scalar ω, which means they commute in PGLp.
Therefore we obtain an inclusion of algebraic groups Cp × µp ↪→ PGLp, which
factors as

(6.1) Cp × µp ↪→ Cp n T (PGLp) ↪→ Sp n T (PGLp) ↪→ PGLp,

where the two terms in the middle are the obvious semi-direct products.

Remark 6.4. As pointed out by Vistoli (Remark 11.4, [45]), the element ρp depends
on the choice of the pth root of unity ω. Indeed, one readily verifies that, for a
given choice of ω and the corresponding ρp, other choices of ω, say ω′, corresponds
to λρp for λ running over (Z/p)×.

One readily verifies

Proposition 6.5. We have

A∗Cp×µp
∼= Z[ξ, η]/(pξ, pη),

where ξ and η, both of degree 1, are respectively the restrictions of the canonical
generators of A∗Cp

and A∗µp
via the projections.
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Let NCp×µp
PGLp be the normalizer of Cp × µp in PGLp. The quotient group

NCp×µpPGLp/Cp × µp then acts on A∗Cp×µp
, and the image of the restriction

A∗PGLp
→ A∗Cp×µp

is contained (and in fact equal to) the subgroup of invariance of

this action. Vistoli showed the following

Proposition 6.6 (Vistoli, Proposition 5.4, [45], 2007). The quotient group

NCp×µpPGLp/Cp × µp
is isomorphic to SL2(Z/p). An element of SL2(Z/p) acts on A∗Cp×µp

by extending

its action on A1
Cp×µp

∼= Z/p×Z/p to a ring homomorphism. Furthermore, the ring

of invariants (A∗Cp×µp
)SL2(Z/p) is generated by

q := ξp
2−p + ηp−1(ξp−1 − ηp−1)p−1

and

r := ξη(ξp−1 − ηp−1).

Vistoli constructed the class ρp by lifting r successively via the restrictions as-
sociated to the chain of inclusions (6.1). In other words, we have

(6.2) Ap+1
PGLp

→ Ap+1
Cp×µp

, ρp 7→ r,

where the homomorphism is the obvious restriction. This is stated in Proposition
11.1 of Vistoli’s paper [45].

Here we present two steps in the lifting process:

Proposition 6.7 (Vistoli, Proposition 7.1 (d), [45], 2007). The ring homomor-
phisms

A∗CpnT (PGLp) → A∗T (PGLp) ×A
∗
Cp×µp

and

H∗CpnT (PGLp) → H∗T (PGLp) ×H
∗
Cp×µp

induced by the obvious restrictions are injective.

Proposition 6.8 (Vistoli, Proposition 8.1, [45], 2007). The localized restriction
homomorphism

(A∗SpnT (PGLp))
W ⊗ Z[1/(p− 1)!] ∼= A∗CpnT (PGLp) ⊗ Z[1/(p− 1)!]

is an isomorphism. Here W is the Weyl group of CpnT (PGLp) in SpnT (PGLp).

The singular cohomology of Cp × µp also plays an important role.

Proposition 6.9. We have

H∗Cp×µp
∼= Z[ξ, η, ζ]/(pξ, pη, pζ, ζ2)

where ξ and η are of degree 2, and are the images of elements in A∗Cp×µp
denoted

by the same letters, via the cycle class map, whereas x1 is of degree 3.

Proof. It is standard homological algebra that we have

H∗(BCp;Z/p) = ΛZ/p(a)⊗ Z/p[ξ̄]

and

H∗(Bµp;Z/p) = ΛZ/p(b)⊗ Z/p[η̄]
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where a and b are of degree 1, and ΛZ/p means exterior algebra over Z/p, such that
the Bockstein homomorphism satisfies

B(a) = ξ and B(b) = η.

Furthermore, we have

P1(a) = 0 and P1(a) = 0

following from the degree axiom of the Steenrod reduced power operations (Steenrod
and Epstein, [36]). Since ξ̄ and η̄ are of degree 2, another axiom asserts

P1(ξ̄) = ξ̄p and P1(η̄) = η̄p.

The isomorphism

H∗Cp×µp
∼= Z[ξ, η, ζ]/(pξ, pη, pζ, ζ2)

follows from the Künneth formula. Indeed, we may define ζ as the integral lift of
ξ̄b− aη̄. �

Let an integral cohomology class with an overhead bar denote the mod p reduc-
tion of this class. Using Cartan’s formula for the Steenrod reduced power opera-
tions, we define

r = BP1(ζ̄) = BP1(ξ̄b− aη̄) = B[P1(ξ̄)b− aP1(η̄)]

=B(ξ̄pb− aη̄p) = ξpη − ξηp,

which is the image of r ∈ Ap+1
PGLn

via the cycle class map. More generally for k ≥ 0
we have

rk := ξη(ξp
k+1−1 − ηp

k+1−1) = BPkPk−1 · · ·P1(ζ̄),

where B is the connecting homomorphism H∗(−;Z/p) → H∗+1(−;Z) and ζ̄ is
the mod p reduction of ζ. By definition we have r0 = r. By Corollary 2.7 and
Proposition 6.9, we obtain the following

Corollary 6.10. For k > 0, we have

r̄k := Ppk(r̄k−1),

in H∗(B(Cp × µp);Z/p), and similarly we have

r̄k := S pk(r̄k−1)

in A∗Cp×µp
⊗ Z/p.

This leads to part (1) of Theorem 1.1, which we record as follows.

Proposition 6.11 ((1) of Theorem 1.1). For p an odd prime and p|n, we have

0 6= yp,k ∈ H2(pk+1+1)
PGLn

for all k ≥ 0.

Proof. Consider the composition of inclusions of algebraic groups

(6.3) θ : Cp × µp ⊂ PGLp
∆−→ PGLn,

which induces the restriction H∗PGLn
→ H∗Cp×µp

. Here ∆ is the diagonal inclusion.

It follows from Proposition 2.5 and Proposition 6.9 that the restriction takes yp,k
to rk 6= 0, and we conclude. �

The following corollary plays an important role in the proof of Theorem 1.1. As
in Section 3, H∗G[p] denotes H∗G localized at p.
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Corollary 6.12. For p an odd prime and p|n, the inclusion of the maximal torus
λ : T (PGLn)→ PGLn and the map θ : Cp × µp → PGLn give an isomorphism

H
2(p+1)
PGLn

[p] ∼= (H
2(p+1)
T (PGLn)[p])

Sn ⊕ (H
2(p+1)
Cp×µp

)SL2(Z/p),

or equivalently

H
2(p+1)
PGLn

[p] ∼= (H
2(p+1)
T (PGLn)[p])

Sn ⊕ (r).

The map λ2(p+1) : H
2(p+1)
PGLn

→ H
2(p+1)
T (PGLn) is a split epimorphism with right inverse

φ satisfying θ2(p+1)φ = 0.

Proof. It is verified in the proof of Proposition 6.11 that we have θ∗(yp,0) = r0,
giving an monomorphism

H2(p+1)(K(Z, 3);Z(p)) ↪→ H
2(p+1)
Cp×µp

[p].

The rest follows Corollary 3.9. �

The map θ detects the non-vanishing of p-torsion classes yp,I ∈ H∗PGLn
for some

I satisfying l(I) > 1. The following serves as a complement of Theorem 1.2.

Corollary 6.13. Let I = (0, 1). Then for an odd prime number p and n satisfying
p|n, the class yp,I ∈ H∗PGLn

is nontrivial.

Proof. By Proposition 2.4 we have

yp,I = B(xp,1xp,0) = B(PpP1(x̄1) ·P1(x̄1)),

and by Proposition 6.9 we have

θ∗(yp,I) = θ∗(B(PpP1(x̄1) ·P1(x̄1)))

=B(PpP1(ζ̄) ·P1(ζ̄))

=B(PpP1(ξ̄b− aη̄) ·P1(ξ̄b− aη̄))

=− ζ(ξpηp
2

+ ξp
2

ηp) 6= 0.

�

The essential ingredient of Vistoli [45] and Vezzosi [44] is the stratification
method. We adopt the following notation of a stratification from [45]: given an
algebraic group G and a (complex) G-representation V , a stratification of V is a
series of Zariski locally closed G-equivariant sub-varieties of V , say V1, V2, · · · , Vt
such that each V≤i :=

⋂
j≤i Vj is Zariski open in V , each Vi is closed in V≤i, and

Vt = V \{0}. If we can obtain generators for some A∗G(V≤i), then by induction on
i and using the localization sequence

A∗G(Vi+1)→ A∗G(V≤i+1)→ A∗G(V≤i)→ 0

we obtain generators of A∗G(V ) = A∗G.
One of the advantages of working with stratifications is that it may enable us

to simplify the group G. For example, for any integer n > 1, consider the PGLn-
representation sln of trace-zero n×n matrices on which PGLn acts by conjugation.
Similarly, we have a representation Dn of the group Γn := Sn n T (PGLn), defined
as the n × n diagonal trace-zero matrices, on which Γn acts by conjugation. Let
sl∗n (resp. D∗n) be the open subvariety of sln (resp. Dn) of matrices with n distinct
eigenvalues. Then we have the following
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Proposition 6.14 (Vezzosi, Proposition 3.1, [44], 2000). The composite of natural
maps

A∗PGLn
(sl∗n)→ A∗Γn

(sl∗n)→ A∗Γn
(D∗n)

is a ring isomorphism.

Remark 6.15. Vezzosi stated this proposition only for n = 3, but his proof works
for any n > 1. Indeed, his proof is essentially an application of Proposition 4.5,
taking G = PGLn, H = Γn and X = D∗n.

Based on Proposition 6.14, Vistoli proved the following more refined result when
n is an odd prime p.

Proposition 6.16 (Vistoli, Proposition 10.1, [45], 2007). The restriction A∗PGLp
→

A∗Γp
sends the Chern class cp2−1(slp) into the ideal generated by the Chern class

cp−1(Dp) and the induced map

A∗PGLp
/cp2−1(slp)→ A∗Γp

/cp−1(Dp)

is a ring isomorphism after reverting (p− 1)!.

Indeed, via the localization sequences

A∗PGLp

cp2−1(slp)
−−−−−−−→ A∗PGLp

→ A∗PGLp
(slp\{0})→ 0

and

A∗Γp

cp−1(Dp)−−−−−−→ A∗Γp
→ A∗Γp

(Dp\{0})→ 0

we make the following identifications:

A∗PGLp
/cp2−1(slp) ∼= A∗PGLp

(slp\{0}),
A∗Γp

/cp−1(Dp) ∼= A∗Γp
(Dp\{0}).

(6.4)

Vistoli then showed the following

Lemma 6.17 (Vistoli, within the proof of Proposition 10.1, [45], 2007). All arrows
(obvious restriction maps) in the following diagram are ring isomorphisms:

A∗PGLp
(slp\{0}) A∗PGLp

(sl∗p)

A∗Γp
(Dp\{0}) A∗Γp

(D∗p).

The following lemma is also due to Vistoli, though not explicitly stated.

Lemma 6.18 (Vistoli, within the proof of Lemma 10.2, [45], 2007). Suppose that
W is a representation of CpnT (PGLp), and U an open subset of W\{0}. Assume
that

(a) the restriction of W to Cp × µp splits as a direct sum of 1-dimensional
representations W = L1 ⊕L2 ⊕ · · · ⊕Lr, in such a way that the characters
Cp × µp → C× of Li’s are all distinct, and each Li\{0} is contained in U ,
and

(b) U contains a point that is fixed under T (PGLp).

Then the restriction homomorphism A∗Cp×µp
(W\{0})→ A∗Cp×µp

(U) is an isomor-

phism.
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Remark 6.19. Vistoli stated in Lemma 10.2, [45], that under these conditions,
the restriction homomorphism A∗CpnT (PGLp)(W\{0}) → A∗CpnT (PGLp)(U) is an

isomorphism.

Lemma 6.18 has the following consequence that will be needed later. Recall the
Γn-representation Dn and its open subvariety D∗n. When p|n, consider Dn as a
Cp × µp-representation via the composition

Cp × µp ↪→ Cp n T (PGLp) ↪→ Γp
∆−→ Γn

where ∆ is the diagonal homomorphism.

Corollary 6.20. For p|n, the restriction homomorphism

A∗Cp×µp
/cn−1(Dn) ∼= A∗Cp×µp

(Dn\{0})→ A∗Cp×µp
(D∗n)

is an isomorphism. Here cn−1(Dn) is the (n − 1)th Chern class of the Cp × µp-
representation Dn.

Proof. Take W = Dn, U = D∗n, and apply Lemma 6.18. �

7. The subgroups of PGLn of diagonal block matrices

Let W = (n1, · · · , nr) be a sequence of non-negative integers such that n =∑
i ni. Let GLW =

∏
iGLni , viewed as a subgroup of GLn via the diagonal

inclusion, and let PGLW be the subgroup of PGLn of images of GLW via the
canonical projection.

In [44], Vezzosi proved the following

Proposition 7.1 (Vezzosi, Corollary 2.4, [44], 2000). All torsion classes in A∗PGLn

are n-torsion.

In the rest of this section we prove a generalization of Proposition 7.1 as follows:

Proposition 7.2. Let W = (n1, · · · , nr) be an ordered partition of n, and let
gcd(W ) be the greatest common divisor of n1, · · · , nr. Then all torsion classes in
A∗PGLW

are gcd(W )-torsion.

Consider the C-algebra of n× n matrices Mn(C). For W as above, Let MW (C)
be the sub-algebra of Mn(C) of diagonal block matrices of the form

A1 0 . . . 0

0 A2
. . .

...
...

. . .
. . . 0

0 . . . 0 Ar


such that Ai is an ni × ni matrix.

The inclusion PGLW → PGLn associates every PGLW -torsor ξ : E → X to a
rank n Azumaya algebra, i.e., an étale sheaf of algebras of n× n matrices, over the
base scheme X, which we denote by A(ξ) : A(E)→ X. By construction A(ξ) has a
sub-algebra, at each fiber giving rise to the inclusion MW (C) ↪→Mn(C). We denote
it by AW (ξ) : AW (E) → X. The inclusion of the ith diagonal block Mni

(C) →
MW (C) gives rise to subalgebras of AW (ξ) which we denote by Ai(ξ) : Ai(E)→ X.
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An essential ingredient of Vezzosi’s proof of Proposition 7.1 is the modified push-
forward. Let f : Y → X be a smooth proper morphism of relative dimension r.
Then we have the modified push-forward

f# : A∗(Y )→ A∗(X), a 7→ f∗(cr(Tf )a),

where f∗ is the usual push-forward, cr(Tf ) the top Chern class of the relative
tangent bundle of f .

Lemma 7.3. Let f : Y → X be as above, and let F be the fiber of f over a
non-singular point. Then we have

f#f
∗(a) = χ(F )a

where χ(F ) is the Eular characteristic of F .

Proof. By the projection formula of f∗ and f∗, it suffices to f∗(cr(Tf )) = χ(F ).
Since we have f∗(cr(F )) = χ(F ), it suffices to show that the diagram

A∗(F ) A∗(Y )

A∗(specC) A∗(X)

f∗ f∗

commutes, where the horizontal arrows are the pullbacks induced by the obvious
inclusions. But this is a standard argument which can be found in, for instance,
41.15, [35] . �

Proof of Proposition 7.2. Consider the restriction of the quotient map π : GLW →
PGLW restricted to the canonical maximal tori, πT : T (GLW ) → T (PGLW ). A
routine computation shows that the restriction π∗T is injective. On the other hand,
PGLW is reductive since the adjoint representation of PGLW is faithful and is
a direct sum of irreducible representations. By Proposition 4.10, the subgroup of
A∗PGLW

of torsion classes is the kernel of the restriction A∗PGLW
→ A∗GLW

. On the
other hand, given a class α ∈ A∗PGLW

, the class π∗(α), regarded as a universal
characteristic class, is defined by π∗(a)(η) = a(η̄), where η is a GLW -torsor and η̄
is the projective bundle associated to η.

Therefore, it suffices to show the following: If α ∈ A∗PGLW
such that α(η̄) = 0

for all GLW -torsors η, then we have niα(ξ) = 0 for all i and all PGLW -torsors ξ.
We fix such an α.

Let ξ : E → X be a PGLn-torsor over X which lifts to a PGLW -torsor via the
inclusion PGLW → PGLn. Let g : P(E) → X be the associated Severi-Brauer
variety. Then the Azumaya algebra g∗(A(ξ)) is isomorphic to End(η) for some n
dimensional vector bundle over P(E). In other words, the pullback PGLn-torsor
g∗(ξ), regarded as a PGLn-torsor, lifts to a GLn-torsor via the quotient map. We
show that the PGLn-torsor g∗(ξ) lifts to a GLW -torsor.

Without loss of generality, suppose that descent data for the lift of g∗(ξ) to both
a PGLW -torsor and a GLn-torsor are given by the same cover {Ui}i. We use the
notation Ui1i2···ir for the intersection of Uii , · · · , Uir . Let {ϕij : Uij → GLn} and
{ψij : Uij → GLW , tijk : Uijk → C×} be two choices of descent data for the
lift of g∗(ξ) to the GLn-torsor and the PGLW -torsor, respectively. Here tijk is
characterised by

(7.1) ψij(u)ψjk(u) = tijk(u)ψik(u), u ∈ Uijk.
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Furthermore, let {λ : Uij → GLn, sjkl : Ujkl → C×} be a morphism between the
two set of descent data above. More precisely, we have

(7.2) ϕij(u)λjk(u) = λil(u), u ∈ Uijk,
and

(7.3) λjk(u)ψkl(u) = λjl(u)sjkl(u), u ∈ Ujkl.
It follows from (7.2) and (7.3) that sjkl is independent of j, and we will write skl
instead. Therefore we have

(7.3’) λjk(u)ψkl(u) = λjl(u)skl(u), u ∈ Ujkl.
By (7.1), (7.2) and (7.3’), we have

(7.4) skl(u)slm(u) = tklm(u)skm(u), u ∈ Uklm.
Define ψ′kl : Ukl → GLW by ψ′kl(u) = s−1

kl (u)ψkl(u). Then it follows from (7.1) and
(7.4) that the functions {ψ′kl} give a choice of descent data of a GLW -torsor that
reduces to the PGLW -torsor g∗(ξ) via the quotient map GLW → PGLW . By our
assumption for α we have

(7.5) α(g∗ξ) = 0.

On the other hand, the canonical projection PGLW → PGLni
gives rise to an

induced PGLni
-torsor ξ : Ei → X, and the associated Severi-Brauer variety:

gi : P(Ei)→ X.

Furthermore, gi factors as follows:

P(Ei)
hi−→ P(E)

g−→ X

where hi is given by the inclusion

Pni−1 → Pn−1, [a0, · · · , ani−1] 7→ [0, · · · , a0, · · · , ani−1, · · · , 0]

sending the coordinates to the ni−1 + 1, · · · , nith entries. (By convention n0 = 0.)
This fiber-wise inclusion passes to the total spaces since it is PGLW -equivariant.
Applying (7.5) and Lemma 7.3, we have

niα(ξ) = χ(Pni−1)α(ξ) = (gi)#g
∗
i (α(ξ)) = (gi)#h

∗
i g
∗(α(ξ)) = 0,

and we conclude. �

8. The permutation groups and their double quotients

This section is a technical prerequisite for the construction of the class ρp,0 ∈
Ap+1
PGLn

, to be presented in Section 9. Throughout this section, n will be a positive
integer and p an odd prime divisor of n.

We take W = (n1, · · · , nr) such that n =
∑
i ni, and let n0 = 0 as in Section 7.

Then the canonical actions of Sni
on the sets {ni−1 + 1, · · · , ni} identifies SW =

Sn1,··· ,nr
:= Sn1

× · · · × Snr
as a subgroup of Sn.

Remark 8.1. In the context of this paper, particularly this and the next section, it
is sometimes helpful to regard the permutation group Sn as the subgroup of GLn
of permutation matrices acting on column vectors ei that forms the canonical basis
of C:

ei = (0, · · · , 0, 1, 0, · · · , 0)T (with ith entry 1)
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from the left. (Here “T” means transpose, of course.) More precisely, If s ∈ Sn,
then as a permutation matrix, s satisfies

(8.1) sej = es(j).

Yet in other words, the jth column of s is es(j). We will freely let elements in Sn
acts either on the vectors ei’s, or numbers 1 ≤ i ≤ n, without further explanation.

For example, the subgroup Sp,n−p of Sn consists of matrices of the form[
A 0
0 B

]
,

where A and B are permutation matrices of dimensions p and n− p, respectively.

The following is a routine computation.

Lemma 8.2. Let W = (n1, · · · , nr) be as above and n0 = 0 by convention. For
s ∈ Sn, let Fi be the set of vectors of the (ni−1 + 1)th to the nith columns of s.
Then we have

(8.2) sSW s
−1 = {t ∈ Sn|t(Fi) = Fi, for all 1 ≤ i ≤ r.}.

We proceed to study double quotients of the form SW \Sn/Sp,n−p.
Lemma 8.3. (1) The left quotient set Sn/Sp,n−p is in 1-1 correspondence to

linear subspaces of dimension p in Cn spanned by vectors ei, or equivalently,
subsets of {ei}ni=1 consisting of p elements.

(2) Let W = (n1, · · · , nr) be as above. The orbits of the canonical action of
SW on the left quotient set Sn/Sp,n−p are of the form OK where K =
(k1, · · · , kr) is a sequence of non-negative integers summing up to p and
satisfies ki ≤ ni. The elements of the orbit OK are subsets of {ej}nj=1

containing exactly ki elements of the form ej for ni−1 < j ≤ ni. Therefore,
we have

SW \Sn/Sp,n−p = {OK |K = (k1, · · · , kr), 0 ≤ ki ≤ ni,
∑
i

ki = p}.

Proof. In view of Remark 8.1, the left quotient Sn/Sp,n−p is very similar to the
construction of Grassmannians in, for example, Chapter 4 of Switzer [37]. Indeed,
one readily verifies that two permutation matrices A,B ∈ Sn represents the same
coset in Sn/Sp,n−p if and only if the first p columns of A and the first p columns
of B span the same set of vectors in Cn, and it follows that the left quotient
set Sn/Sp,n−p is in 1-1 correspondence to sets of vectors of the form ei having p
elements.

For the assertion on the double quotient, simply observe that the canonical left
action of SW on Sn/Sp,n−p by permuting the jth rows for ni−1 < j ≤ ni and
1 ≤ i ≤ r. More precisely, let L be an n× p matrix of p column vectors of the form
ei, and let [L] be the set of column vectors of L. Then we regard [L] as an element
of Sn/Sp,n−p. Let σ ∈ SW . Then σ is represented by a n× n permutation matrix
of the form

(8.3) σ =

σ1

. . .

σr


where σk ∈ Sk permutes eni−1+1, · · · , eni

by left multiplication, for 1 ≤ i ≤ r, and
n0 = 0.
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Suppose in [L] there are exactly ki element of the form ej for ni−1 + 1 ≤ j ≤ ni.
Then the same is true for [σL]. Conversely, for [L], [L′] both having exactly ki
element of the form ej for ni−1 + 1 ≤ j ≤ ni, we may choose σi ∈ Ski permuting
eni−1+1, · · · , eni

in such a way that we have σL = L′, where σ is as in (8.3). �

Let W = (n1, · · · , nr) be as above. In view of Lemma 8.3, we identify the double
quotient SW \Sn/Sp,n−p with the orbits OK . We need the following notation for
the next lemma. Suppose F is a subset of {1, · · · , n} and W is as above. Let mi

be the cardinality of the set F
⋂
{ni−1 + 1, · · · , ni}, and let

(8.4) W/F := (m1, n1 −m1,m2, n2 −m2, · · · ,mr, nr −mr).

Lemma 8.4. Let s ∈ Sn of which the first p columns form the set e(F ) = {ei|i ∈
F}. Then we have

(8.5) sSp,n−ps
−1
⋂
SW = {t ∈ SW |t(e(F )) = e(F )}.

In particular, we have a group isomorphism

sSp,n−ps
−1
⋂
SW ∼= SW/F .

Proof. Equation (8.5) follows immediately from Lemma 8.2. For the second state-
ment, it suffices to observe that sSp,n−ps

−1
⋂
SW is the subgroup of Sn which acts

separately on the sets {eni−1+1, · · · , eni
}
⋂
e(F ) and {eni−1+1, · · · , eni

}−e(F ), such
that on each of these subsets the action is transitive. After perhaps re-ordering F ,
this yields SW/F , and we conclude. �

9. The torsion classes ρp,k in A∗PGLn

We are finally prepared to construct the promised torsion classes ρp.k ∈ A∗PGLn
.

When n = p, the class ρp,0 is simply the ρp in Theorem 6.1.
Throughout this section, p will be an odd prime and n a positive integer such

that p|n.
As in [45], we first take Γn = Sn n T (PGLn) as an avatar of PGLn and then

apply the localization sequence of Chow groups to obtain the desired result for
PGLn. Since we consider Γn as a subgroup of PGLn in the obvious way, elements
in it are represented by n× n matrices such that in each row and column there is
exactly one nonzero entry.

Recall the subgroups SW of Sn defined in Section 8. In particular we consider
S(p) where we have

(p) := (p, p, · · · , p)
the series with n/p copies of p.

In the obvious sense we take the subgroup ΓW := SW n T (PGLn) of Γn. Then
elements in Γ(p) and Γp,n−p are represented respectively by block matrices of the
forms

(9.1)

A1

. . .

An/p


and

(9.2)

[
A 0
0 B

]
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with A (Ai), B square matrices of dimensions p and n − p, respectively. We have
the following group homomorphisms

(9.3) Γp → Γp,n−p(or Γ(p)), A 7→

A . . .

A


and

(9.4) Γp,n−p → Γp,

[
A 0
0 B

]
7→ A,

and

Γ(p) → Γp,

A1

. . .

An/p

 7→ A1,

where A, B are as in (9.2). One readily observes that the composite of the ho-
momorphisms above gives the identity of Γp, which allows us to define p-torsion

classes ρ′p ∈ A
p+1
Γp

and ρ′′p ∈ A
p+1
Γp,n−p

as follows:

Ap+1
PGLp

→Ap+1
Γp
← Ap+1

Γp,n−p
,

ρp 7→ρ′p ←p ρ′′p ,
(9.5)

where ρp is given in Theorem 6.1, and the second arrow is induced by the homo-
morphism (9.4).

In particular, let ρ′p ∈ A
p+1
Γp

be the restriction of ρp ∈ Ap+1
PGLp

, then there is a

p-torsion class, say ρ′′p , in Ap+1
Γp,n−p

that restricts to ρ′p ∈ A
p+1
Γp

. On the other hand,

recall that we have, besides the restriction resGH , the transfer

trHG : A∗H → A∗G

associated to a monomorphism H → G of algebraic groups of finite index.
Moreover, permuting the diagonal blocks of Γ(p) yields inner automorphisms of

Γ(p). Let sk ∈ Γ(p) be any permutation taking the kth diagonal block to the 1st,
by multiplication from the left.

Proposition 9.1. Let n and p be as above. Let u ∈ A∗Γp,n−p
be the image of some

p-torsion class via the restriction from A∗PGLp,n−p
. Then we have

resΓn

Γ(p)
· trΓp,n−p

Γn
(u) =

n/p∑
k=1

γsk · res
Γp,n−p

Γ(p)
(u),

where γsk is the homomorphism induced by the conjugation action of sk.

Proof. Throughout this proof we identify the double quotients

Γ(p)\Γn/Γp,n−p ∼= S(p)\Sn/Sp,n−p.
Let u ∈ A∗Γp,n−p

be the image of a p-torsion class via the restriction from A∗PGLp,n−p
.

We apply Mackey’s formula (Proposition 4.4) to the class u with G = Γn, H =
Γp,n−p and K = Γ(p) to obtain

(9.6) resΓn

Γ(p)
· trΓp,n−p

Γn
(u) =

∑
K=(k1,··· ,kn/p)

tr
ΓK
p,n−p

Γ(p)
· res

sKΓp,n−ps
−1
K

ΓK
p,n−p

·γsK (u).
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In this formula K runs over sequences of nonnegative integers (k1, · · · , kn/p) sum-

ming up to p (this uses Lemma 8.3, (2)), and ΓKp,n−p denotes

ΓKp,n−p := sKΓp,n−ps
−1
K

⋂
Γ(p),

where sK is a representative of the double coset indexed by K.
The choice of sK is not essential. Nonetheless we make a normalized choice as

follows. For the sequence K = (k1, · · · , kn/p), consider the set

|K| := {j|(i− 1)
n

p
< j ≤ (i− 1)

n

p
+ ki, i = 1, 2, · · · , n

p
}.

We assert that for 1 ≤ l ≤ p, the lth column of sK is the lth element of

{ej |j ∈ |K|}

with the ascending order in j. By Lemma 8.4, we have

(9.7) ΓKp,n−p = Γ(p)/|K|,

where the notation (p)/|K| is defined in (8.4).
We proceed to consider the class

(9.8) tr
ΓK
p,n−p

Γ(p)
· res

sKΓp,n−ps
−1
K

ΓK
p,n−p

γsK (u)

for each K. Suppose K is not of the form (0, · · · , p, · · · , 0), then the sequence
(p)/|K| contains some positive entry less then p. It then follows from Proposition
7.2 that the ring A∗PGL(p)/|K|

contains no nontrivial p-torsion class. However, the

restriction from A∗PGLp,n−p
to A∗Γ(p)/|K|

factors through A∗PGL(p)/|K|
, and by (9.7)

the class in (9.8) vanishes. Therefore we have

(9.9) resΓn

Γ(p)
· trΓp,n−p

Γn
(u) =

∑
K=(0,···p,···0)

tr
Γ(p)/|K|
Γ(p)

· res
sKΓp,n−ps

−1
K

Γ(p)/|K|
γsK (u).

When K = (0, · · · p, · · · 0), one observes that (p)/|K| is (p) with some 0’s inserted
in it. Therefore we have Γ(p)/|K| = Γ(p) and (9.9) further reduces to

resΓn

Γ(p)
· trΓp,n−p

Γn
(u) =

∑
K=(0,···p,···0)

res
sKΓp,n−ps

−1
K

Γ(p)/|K|
γsK (u).

For K = (0, · · · p, · · · 0) of which the kth entry is p, we may take sk = sK . Since
the inclusion commutes with conjugations, we conclude. �

Corollary 9.2. If p2 - n, then there is a p-torsion class ρ′p,0 ∈ A
p+1
Γn

that restricts

to ρ′p ∈ A
p+1
Γp

via the diagonal inclusion.

Proof. Recall that in (9.5) we define classes ρ′p ∈ A
p+1
Γp

and ρ′′p ∈ A
p+1
Γp,n−p

. By defi-

nition ρ′p is the restriction of some p-torsion class in A∗PGLp
. Taking the restriction

along (9.3) shows that ρ′′p is the restriction of some p-torsion class in A∗PGLp,n−p
. It

follows from Proposition 9.1 that we have

res
Γ(p)

Γp
· resΓn

Γ(p)
· trΓp,n−p

Γn
(ρ′′p) =

n/p∑
k=1

res
Γ(p)

Γp
·γsk · res

Γp,n−p

Γ(p)
(ρ′′p).
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Since permutation of the diagonal blocks acts trivially on the image of the diagonal
inclusion from Γp to Γ(p), we may ignore the γsk ’s and the above reduces to

resΓn

Γp
· trΓp,n−p

Γn
(ρ′′p) =

n/p∑
k=1

res
Γp,n−p

Γp
(u) =

n

p
res

Γp,n−p

Γp
(ρ′′p) =

n

p
ρ′p.

Since we have p2 - n and the class ρ′′p is p-torsion, we may take

ρ′p,0 := (
n

p
)−1 tr

Γp,n−p

Γn
(ρ′′p)

and it is as desired. �

In particular, Corollary 9.2 indicates that the composition of inclusions

Cp × µp ↪→ Γp
∆−→ Γn

induces the restriction

(9.10) A∗Γn
→ A∗Cp×µp

, ρ′p,0 7→ r = ξη(ξp−1 − ηp−1).

We proceed to construct the promised classes ρp,k ∈ Ap+1
PGLn

for k ≥ 0. Recall
that we have the diagonal map ∆ : PGLp → PGLn and the cycle class map
cl : A∗G → H2∗

G for any algebraic group G over C.

Lemma 9.3. When p2 - n, there is a p-torsion class ρp,0 ∈ Ap+1
PGLn

satisfying
∆∗(ρp,0) = ρp and cl(ρp,0) = yp,0.

Proof. For n = p there is nothing to show. We therefore assume n > p for the rest
of the proof. We will necessarily consider both yp,0 ∈ H∗PGLp

and yp,0 ∈ H∗PGLn
.

To avoid ambiguity we denote them by yp,0(p) and yp,0(n), respectively.
Consider the following commutative diagram

(9.11)

A∗PGLn
A∗Γn

A∗Cp×µp

A∗PGLn
(sl∗n) A∗Γn

(D∗n) A∗Cp×µp
(D∗n)

f∗ g∗

ϕ

in which all arrows are the obvious restrictions. The vertical arrows are surjective,
due to the localization sequences, and ϕ is an isomorphism, due to Proposition 6.14.
Therefore, we have a class ρ̃p,0 ∈ Ap+1

PGLn
satisfying

(9.12) ϕf∗(ρ̃p,0) = g∗(ρ′p,0).

It follows from Corollary 6.20 that the vertical arrow of (9.11) on the right hand
side is an isomorphism in degree p + 1, and a diagram chasing therefore shows
that ρ̃p,0 restricts to r = ξη(ξp−1 − ηp−1). On the other hand, in the following
commutative diagram

A∗PGLn
A∗PGLp

A∗Cp×µp

∆∗
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there is a unique torsion class ρp ∈ A∗PGLp
sent to r, a consequence of Theorem 4.6,

Proposition 6.7 and Proposition 6.8. It then follows that we have

(9.13) ∆∗(ρ̃p,0) = ρp.

In fact, we would have been able to define the class ρp,0 to be ρ̃p,0, if ρ̃p,0 were
known to be a torsion class. Roughly speaking, the torsion class ρp,0 is to be
constructed by “annihilating the non-torsion part of ρ̃p,0”. In what follows we add
the subscripts “A” and “H” to the conventional notations to indicate whether they
are meant for Chow rings or singular cohomology.

Recall the notations A∗G[p] and H∗G[p] for localization at p. Let λ : T (PGLn)→
PGLn be the inclusion of the chosen maximal torus. Then we have the induced
restrictions

λ∗A : A∗PGLn
[p]→ (A∗T (PGLn)[p])

Sn

and

λ∗H : H∗PGLn
[p]→ (H∗T (PGLn)[p])

Sn .

It follows from Corollary 6.12 that the latter is surjective in degree 2(p + 1). As
for the former, we denote the image of λ∗A by A∗I [p], a subring of (A∗T (PGLn)[p])

Sn .

Consider the diagram

(9.14)

Ap+1
Cp×µp

Ap+1
PGLn

[p] Ap+1
I [p]

H
2(p+1)
Cp×µp

H
2(p+1)
PGLn

[p] (H
2(p+1)
T (PGLp)[p])

Sn

cl1∼=

θ∗A

λ∗A

cl0 cl2

φA

λ∗H

θ∗H

φH

which is commutative apart from the bent arrows. where the vertical arrows are
the cycle class maps and the horizontal ones are the restrictions. The arrow λ∗A
is surjective by construction, and λ∗H is a split epimorphism with a right inverse
φH satisfying θ∗HφH = 0, as shown in Corollary 6.12. The map cl2 is injective by
Corollary 4.8. The map cl1 is an isomorphism, by Proposition 6.5 and Proposition
6.9.

Since Ap+1
I [p] is a free Z(p)-module, we have a homomorphism φA of Z(p)-modules

as indicated by the dashed arrow in (9.14), which is a lift of φH cl2 along cl0. In
other words, we have cl0 φA = φH cl2. It follows that λ∗A is a split epimorphism
with right inverse φA. To show this, notice that we have

cl2 λ
∗
AφA = λ∗H cl0 φA = λ∗HφH cl2 = cl2,

which yields λ∗AφA = id, since cl2 is injective.
Define ρp,0 := ρ̃p,0 − φAλ∗A(ρ̃p,0). Therefore

λ∗A(ρp,0) = λ∗A(ρ̃p,0 − φAλ∗A(ρ̃p,0)) = λ∗A(ρ̃p,0)− λ∗A(ρ̃p,0) = 0.

Since

λ∗A : A∗PGLn
⊗Q→ (A∗T (PGLn))

Sn ⊗Q
is a ring isomorphism (Corollary 4.11), it follows that ρp,0 is a torsion class. Fur-
thermore, by Proposition 7.1, the class ρp,0 is n-torsion. Since we have p2 - n and
we are considering the p-local case, the class ρp,0 is p-torsion.
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Since we have θ∗HφH = 0 and cl1 is an isomorphism, we obtain θ∗AφA = 0. Now
it follows from (9.13) that we have

res
PGLp

Cp×µp
∆∗(ρp,0) = θ∗A(ρp,0)

=θ∗A(ρ̃p,0 − φAλ∗A(ρ̃p,0)) = θ∗A(ρ̃p,0) = r = res
PGLp

Cp×µp
(ρp).

Since ∆∗(ρp,0) is a torsion class, and by Proposition 6.3, ρp is the only torsion class
in A∗PGLp

restricting to r, we have ∆∗(ρp,0) = ρp.

On the other hand, we have

θ∗H cl0(ρp,0) = cl1 θ
∗
A(ρ̃p,0 − φAλ∗A(ρ̃p,0)) = cl1 θ

∗
A(ρ̃p,0) = r.

Therefore we have cl0(ρp,0) ∈ (θ∗H)−1(r). However, by Corollary 6.12, we have the
isomorphism

H
2(p+1)
PGLn

[p] ∼= (H
2(p+1)
T (PGLn)[p])

Sn ⊕ (H
2(p+1)
Cp×µp

)SL2(Z/p)

= (H
2(p+1)
T (PGLn)[p])

Sn ⊕ (r),

which interprets the restriction θ2(p+1) : H
2(p+1)
PGLn

[p] → H
2(p+1)
Cp×µp

as the projection

onto the second summand. Therefore there is only one torsion class in (θ∗H)−1(r),
which is yp,0(n). Hence we have cl(ρp,0) = cl0(ρp,0) = yp,0(n).

�

What remains to complete the proof of Theorem 1.1 is the construction of the
p-torsion classes ρp,k for k > 0, which is presented in the following

Lemma 9.4. For p2 - n and k ≥ 0, there are p-torsion classes ρp,k ∈ Ap
k+1+1
PGLn

satisfying cl(ρp,k) = yp,k.

Proof. Let us recall that for the short exact sequence 0→ Z(p)
×p−−→ Z(p) → Z/p→ 0,

there is an associated long exact sequence of motivic cohomology groups as given
in (5.2)

· · · B−→ Hs,t
PGLn

[p]
×p−−→ Hs,t

PGLn
[p]→ Hs,t

PGLn
(p)

B−→ Hs+1,t
PGLn

[p]
×p−−→ · · · .

Hence, a class a ∈ Hs+1,t
PGLn

[p] is a p-torsion class if and only if a = B(b) for some

b ∈ Hs,t
PGLn

(p).

Therefore, we have bp,0 ∈ H2p+1,p+1
PGLn

(p) satisfying B(bp,0) = ρp,0. By Proposition
5.1, we have

(9.15) B · cl(bp,0) = cl ·B(bp,0) = cl(ρp,0) = yp,0.

Now we consider the group H2p+1
PGLn

[p]. Theorem 1.2 of [18] asserts that the torsion

subgroups of Hk
PGLn

[p] are 0 for 3 < k < 2p + 2. On the other hand, the rational
cohomology ring H∗PGLn

⊗Q concentrates in even degrees. Therefore we have

(9.16) H2p+1
PGLn

[p] = 0,

from which we deduce that the Bockstein homomorphism

(9.17) B : H2p+1
PGLn

(p) ↪→ H
2(p+1)
PGLn

[p]

is injective. The class cl(bp,0) is determined, by (9.15) and (9.17), as the unique
class in B−1(yp,0). This class has been mentioned before. Recall that in Section 2
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we define classes xp,k ∈ H2pk+1+1(K(Z, 3);Z/p) for k ≥ 0, satisfying B(xp,k) = yp,k.
As before, we denote by xp,k the image of itself via the map

χ∗ : H2pk+1+1(K(Z, 3);Z/p)→ H2pk+1+1
PGLn

(p),

omitting the notation χ∗. Therefore, we have

(9.18) cl(bp,0) = xp,0 = P1(x̄1).

Inductively, we define

bp,k = S pk(bp,k−1) ∈ H2pk+1+1,pk+1+1
PGLn

and

ρp,k = B(bp,k) ∈ H2pk+1+2,pk+1+1
PGLn

= Ap
k+1+1
PGLn

.

We verify cl(bp,k) = xp,k. For k = 0, this follows from (9.18). By induction on
k, we have

cl(bp,k) = cl ·S pk(bp,k−1) = Ppk · cl(bp,k−1) = Ppk(xp,k−1) = xp,k.

Therefore we have

cl(ρp,k) = cl ·B(bp,k) = B · cl(bp,k) = B(xp,k) = yp,k.

�

Remark 9.5. The proof above together with the Adem relation (5.3) show that we
have

S pk(ρ̄p,k−1) = ρ̄p,k.

We proceed to give a corollary of Theorem 1.1.

Corollary 9.6. For singular cohomology, the composite of the restrictions

θ∗H : H∗PGLn

∆∗−−→ H∗PGLp
→ H∗Cp×µp

takes yp,k to ξη(ξp
k+1−1 − ηpk+1−1), and x1 (the canonical generator of H3

PGLp
) to

ζ.
For the Chow ring, similarly, when p2 - n, the composite

θ∗A : A∗PGLn

∆∗−−→ A∗PGLp
→ A∗Cp×µp

takes ρp,k to ξη(ξp
k+1−1 − ηpk+1−1).

Finally, when n = p, the homomorphism H∗PGLp
→ H∗Cp×µp

(resp. A∗PGLp
→

A∗Cp×µp
) restricts to a monomorphism on the subalgebra generated by {yp,k}k≥0

(resp. {ρp,k}k≥0).

Proof. In the case n = p, it follows immediately from Vistoli’s work, as given in
(6.2) that the class ρp,0 restricts to ξη(ξp−1−ηp−1). By the construction of ρp,k via

the Steenrod power operations, the classes ρp,k restrict to ξη(ξp
k+1−1 − ηpk+1−1).

Applying the cycle class map, one sees that the classes yp,k restrict to ξη(ξp
k+1−1−

ηp
k+1−1). Since we have

yp,0 = BP1(x̄1), ξη(ξp−1 − ηp−1) = BP1(ζ̄),

the class x1 restricts to ζ.
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The general case follows since the diagonal map ∆ : PGLp → PGLn restricts
yp,k ∈ H∗PGLn

to yp,k ∈ H∗PGLp
and x1 ∈ H∗PGLn

to x1 ∈ H∗PGLp
, and when p2 - n,

the analogous statement can be made for ρp,k.
The last paragraph is immediately deduced from Proposition 6.3. �

10. Classes not in the Chern subring of A∗PGLn

Let G be a complex algebraic group. Recall that in the introduction we men-
tioned the refined cycle class map

c̃l : A∗G →MU∗(BG)⊗MU∗ Z.

In [41] (page 2), Totaro conjectured that for G such that the complex cobordism
ring of BG is concentrated in even degrees after tensoring with Z(p), for a fixed odd

prime p, the map c̃l is an isomorphism after tensoring with Z(p).
On the other hand, in [28], Kono and Yagita showed that for p = 3, the Brown-

Peterson cohomology ring BP ∗(BPGL3) is not generated by Chern classes. This
implies that, if Totaro’s conjecture holds for G = PGL3 and p = 3, then the
localized Chow ring A∗PGL3

⊗Z(3) is not generated by Chern classes. This is verified
by Vezzosi in [44]. More precisely, he showed that the class ρ3 is not in the Chern
subring. In [39], Targa showed that the same holds for any odd prime p. In
[26], Kameko and Yagita showed a stronger result for H∗(BPUp;Z), which easily
generalizes to A∗PGLp

and H∗PGLp
.

As a generalization of these results we have the following

Theorem 10.1 (Theorem 1.3). Let n > 1 be an integer, and p one of its odd prime
divisor, such that p2 - n. Then the ring A∗PGLn

⊗ Z(p) is not generated by Chern

classes. More precisely, the class ρip,0 is not in the Chern subring for p− 1 - i.

Proof. Recall that ȳp,0 ∈ H2(p+1)(BPUp;Z/p) denotes the mod p reduction of ȳp,0.
As mentioned above, in [26], Kameko and Yagita show that ȳip,0, for p−1 - i, is not

in the Chern subring of H2(p+1)(BPUp;Z/p). Since yip,0 ∈ H∗PGLp
is a p-torsion

class itself, it is not in the Chern subring of H∗PGLp
. Applying the cycle class map,

we see that similarly ρip is not in the Chern subring of A∗PGLp
.

On the other hand, it follows from Lemma 9.3 that we have ∆∗(ρip,0) = ρip, where

∆ : BPGLp → BPGLn

is induced by the obvious diagonal map. It then follows that ρip,0 is not in the
Chern subring. �

Remark 10.2. In [26], Kameko and Yagita considered the class Q0Q1x2 where x2 is
a generator of H2(BPUp;Z/p), and Q0, Q1 are among the Milnor basis constructed
in [31]. It follows from the argument in Remark 2.8 that we have ȳp,0 = Q0Q1x2.
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