# On the divisors of $a^{k}+b^{k}$ 

## Pieter Moree

Max-Planck-Institut<br>fur Mathematik<br>Gottfried-Claren-Str. 26<br>53225 Bonn<br>GERMANY

# On the divisors of $a^{k}+b^{k}$ 

Pieter Moree*


#### Abstract

Let $a$ and $b$ be non-zero integers. Let $G$ be the set of natural numbers $n$ such that $n$ divides $a^{k}+b^{k}$ for some $k \geq 1$. We give a (weak) algebraic characterization of $G$ and use it to derive an approximate expression for the number of the elements not exceeding $x$ that are in $G$.


## 1. Introduction

Let $a$ and $b$ be two non-zero coprime integers that are fixed. Consider the sequence $\left\{u_{k}\right\}_{k=1}^{\infty}$, where $u_{k}=a^{k}+b^{k}$. We say $n \geq 1$ is good if it divides $u_{k}$ for some $k \geq 1$ and bad otherwise. In this paper we will characterize the odd good integers (Theorem 1) and use this to derive an asymptotic formula for $G(x)$, the number of good integers not exceeding $x$ (Theorem 5). This result implies that almost all integers are bad. Several authors have studied good primes, see e.g. [1, 15] and the references cited there. Some authors studied this problem in a different guise, see Section 2. In contrast little seems to be known about good integers, which is the main focus of this paper.

I like to thank Patrick Solé for asking a question that motivated this research and his interest in my attempts to solve it. His question, to characterize numbers occurring as divisors of $2^{n}+1$, arose in joint work with Vera Pless and Z. Qian on $\mathbf{Z}_{4}$-linear codes [9]. Furthermore, I thank T. Kleinjung for some inspiring discussions.

## 2 Elementary observations

To avoid trivialities assume $\psi:=a / b \neq \pm 1$. If $n$ is good, it must be coprime with $a$ and $b$. Furthermore we have $\psi^{c} \equiv-1(\bmod n)$ for some natural number $c$. Unless stated otherwise we assume in the sequel that $n$ is coprime with $2 a b$ and that $p$ does not divide $2 a b$. (The letter $p$ always denotes a prime.) The restriction to odd good numbers is made to avoid unwieldy technical complications. Only in the proof of Theorem 5 we will consider even good numbers (which only exist in case $a b$ is odd). If $n$ is good, then all its divisors must be good. In particular if $p^{e}, e \geq 2$, is good, then $p$ is good. This holds also in the other direction, since if $\psi^{e} \equiv-1(\bmod p)$, then by

[^0]induction and the binomial theorem we have $\psi^{e p^{j}} \equiv-1\left(\bmod p^{1+j}\right)$, for every $j \geq 0$. Thus we have proved:

Proposition 1 The number $p^{e}, e \geq 2$, is good iff $p$ is good.
It follows that $n$ is good iff the squarefree kernel of $n$ is good. We will use several times that for $p$ odd the only solutions of $x^{2} \equiv 1\left(\bmod p^{\nu}\right)$ are $x \equiv \pm 1\left(\bmod p^{\nu}\right)$ (this can be proved using Hensel's lifting theorem). Let $p^{r}$ be good. Not surprisingly, the smallest natural number $e$ such that $\psi^{e} \equiv-1\left(\bmod p^{r}\right)$ is related to $\operatorname{ord}_{p^{r}}(\psi)$.

Proposition 2 If $p^{r}$ is good, then ord $_{p^{r}}(\psi)=2 e$ where $e$ is the smallest natural number such that $\psi^{e} \equiv-1\left(\bmod p^{r}\right)$.

Proof: Clearly. $\operatorname{ord}_{p^{r}}(\psi) \mid 2 e$. Now if $\operatorname{ord}_{p^{r}}(\psi) \mid e$, then it would follow that $\psi^{e} \equiv$ $1\left(\bmod p^{r}\right)$. Thus $\operatorname{ord}_{p^{r}}(\psi)=2 c$ for some $c$ dividing $e$. Since $\psi^{c}$ is a solution of $x^{2} \equiv$ $1\left(\bmod p^{r}\right)$ and $\psi^{c} \not \equiv 1\left(\bmod p^{r}\right)$, we must have $\psi^{c} \equiv-1\left(\bmod p^{r}\right)$. It follows that $c=e$, by the minimality of $e$.
So if $p_{t+n}^{r}$ is good, then or $d_{p^{r}}(\psi)$ is even. On the other hand if ord $p_{p r}(\psi)$ is even, then $\psi^{\circ r d_{p} r(\psi) / 2}$ is a solution $\not \equiv 1\left(\bmod p^{r}\right)$ of $x^{2} \equiv 1\left(\bmod p^{r}\right)$ and thus $p^{r}$ is good. Thus we deduced:

Proposition 3 The prime power $p^{r}$ is good iff $\operatorname{ord}_{p^{r}}(\psi)$ is even.
Thus studying primes that are good is equivalent to studying primes for which $\operatorname{ord}_{p}(\psi)$ is even. Several authors studied the latter question. Sierpinski [10] seems to have been the first. Hasse [4] improved on Brauer [2], who improved on Sierpinski. Hasse, using the arithmetic of Kummer extensions, proved a weaker version of Theorem 2 below; he showed that the set $C_{0}$ has a Dirichlet density and computed it.

It is an observation going at least back to Gauss that the $g$-adic period of $1 / b$ is equal to the order of $g$ in the multiplicative group of invertible residue classes modulo $b$, that is the $g$-adic period is equal to $\operatorname{ord}_{b}(g)$. Krishnamurthy [5] conjectured that asymptotically one-third of the primes $p>5$ have odd decimal period. Since a set of primes that has a Dirichlet density, not always has a natural density, Hasse's result is not strong enough to imply Krishnamurty's conjecture. Odoni $[7]$ established this conjecture in a much more general form. It turns out that the set of primes under consideration is an union of an infinite number of Frobenian sets, that is sets that differ finitely from some complete set of unramified primes having prescribed Frobenius conjugacy class in some fixed Galois extension of rationals. To find a good remainder term, one thus needs to find a uniform version of Chebotarev's theorem. To this end Odoni used results obtained by Lagarias and Odlyzko. The error term obtained by Odoni was improved by Wiertelak [11] and subsequently in [13], who derived a uniform version of the Prime Ideal Theorem and used that result instead of Chebotarev's theorem.

The next proposition relates ord $d_{p r}$ to ordp.
Proposition 4 Let $p^{r}$ be an odd prime power. Then $\operatorname{ord}_{p^{r}}(\psi)=\operatorname{ord}_{p}(\psi) p^{j}$ for some $j \geq 0$.

Proof: We have $\psi^{\text {ord } d_{p}(\psi)} \equiv 1(\bmod p)$ and $\left.\psi^{\text {ord }}(\psi)\right)^{r-1} \equiv 1\left(\bmod p^{r}\right)$ (cf. proof of Proposition 1). Thus $\operatorname{ord}_{p^{r}}(\psi) \mid \operatorname{ord} p_{p}(\psi) p^{r-1}$ and so $\operatorname{ord}_{p^{r}}(\psi)=c p^{j}$ for some $c \mid o r d p(\psi)$ and $j \geq 0$. Since $1 \equiv \psi^{c p^{j}} \equiv \psi^{c}(\bmod p), c=\operatorname{ord}_{p}(\psi)$.
(It is not difficult to give an expression for $j$, however this is not needed for our purposes.)

## 3 Characterization of odd good numbers

In this section a characterization result for odd good numbers will be proved. In the proof we make use of the following lemma:
Lemma 1 Let $a_{1}, \ldots, a_{k}$ be natural numbers. The system $S$ of congruences

$$
\begin{gathered}
x \equiv a_{1}\left(\bmod 2 a_{1}\right) \\
\ldots \ldots \ldots \ldots \\
x \equiv a_{i}\left(\bmod 2 a_{i}\right)
\end{gathered}
$$

$$
x \equiv a_{k}\left(\bmod 2 a_{k}\right)
$$

has a solution $x$ iff there exists $e \geq 0$ such that $2^{e} \| a_{i}$ for $1 \leq i \leq k$.
Proof: The system of congruences $S$ has a solution iff there exists odd integers $c_{1}, \cdots, c_{k}$ such that

$$
a_{1} c_{1}=a_{2} c_{2}=\cdots=a_{k} c_{k}
$$

It is clearly necessary that the exact power of 2 , say $2^{e}$, dividing $a_{1}$ must equal the exact power of 2 dividing $a_{i}$ for $2 \leq i \leq k$. Put $a_{i}^{\prime}=a_{i} / 2^{e}$. Then the $a_{i}^{\prime}$ are odd and it remains to show that

$$
a_{1}^{\prime} c_{1}=a_{2}^{\prime} c_{2}=\cdots=a_{k}^{\prime} c_{k}
$$

for certain odd integers $c_{1}, \cdots, c_{k}$. The choice $c_{i}=\operatorname{lcm}\left(a_{1}^{\prime}, \cdots, a_{k}^{\prime}\right) / a_{i}^{\prime}$, with $1 \leq i \leq k$, will do.

Theorem 1 An number $n$ coprime to $2 a b$, is good iff there exists $e \geq 1$ such that $2^{e} \| \operatorname{ord}_{p}(\psi)$ for every prime dividing $n$.
Proof: $\quad \Rightarrow$ '. Let $n$ be good and coprime to $2 a b$. Let $p_{1}, \cdots, p_{k}$ be its prime divisors. Define $e_{i}$ by $p_{i}^{e_{i}} \| n$. There exists $c$ such that, for $1 \leq i \leq k, \psi^{c} \equiv-1\left(\bmod p_{i}^{e_{i}}\right)$. Now using Proposition 2, it follows that $\operatorname{ord}_{p_{i}{ }_{i}}(\psi)$ is even and

$$
c \equiv \operatorname{ord}_{p_{i} i_{i}}(\psi) / 2\left(\bmod \operatorname{ord}_{p_{i} \epsilon_{i}}(\psi)\right), 1 \leq i \leq k .
$$

Lemma 1 with $a_{i}=\operatorname{ord}_{p_{i} e_{i}}(\psi) / 2,1 \leq i \leq k$, then yields the existence of an $e \geq 1$ such that $2^{e} \|$ or $d_{p_{i}}^{e_{i}}(\psi)$ for $1 \leq i \leq k$. Using Proposition 4 the implication ' $\Rightarrow$ ' then follows.
' $\Leftarrow$ '. By assumption and Proposition 4 it follows there exists $e \geq 1$ such that $2^{e} \| \operatorname{ord}_{p_{i} e^{e}}(\psi)$ for $1 \leq i \leq k$. By Lemma 1 there exists an integer $c$ satisfying $c \equiv$ $\operatorname{ord}_{p_{i} e_{i}}(\psi) / 2\left(\bmod \operatorname{ord} d_{p_{i} e_{i}}(\psi)\right)$ for $1 \leq i \leq k$. Thus $\psi^{c} \equiv-1\left(\bmod p_{i}{ }^{e_{i}}\right)$ for $1 \leq i \leq k$. Then, by the chinese remainder theorem, $\psi^{c} \equiv-1(\bmod n)$.

## 4 Counting good primes

In order to go beyond Theorem 1 one needs to study, for $r \geq 0$, the sets $C_{r}:=\{p$ : $2^{r} \|$ or $\left.d_{p}(\psi)\right\}$. Wiertelak [11] proved that $C_{r}$ has a natural density and gave a remainder term, that he subsequently improved in [13]. Let $\mathrm{Li}(x)$ denote the logarithmic integral. Then it is well-known that $\pi(x)$, the number of primes not exceeding $x$, satisfies $\pi(x)=\operatorname{Li}(x)+O\left(\frac{x}{\log ^{3} x}\right)$. Using this, [11, Theorem 1] and [13, Theorem 2], one deduces the following result.

Theorem 2 Let $a$ and $b$ be two non-zero integers. Put $\psi=a / b$. Assume that $\psi \neq \pm 1$. Let $\lambda$ be the largest number such that $|\psi|=u^{2^{\lambda}}$, where $u$ is a rational number. Let $\epsilon=\operatorname{sign}(\psi)$. Let $P_{a, b}$ be the set of primes not dividing $2 a b$. Put, for $r \geq 0$,

$$
C_{r}=\left\{p \in P_{a, b}: 2^{r} \| \operatorname{ord}_{p}(\psi)\right\} .
$$

We have the estimate

$$
\begin{equation*}
C_{r}^{\varkappa}(\grave{x})=\delta_{T} \operatorname{Li}(\ddot{x})+\mathcal{O}\left(\frac{x \log \log _{.}^{4} x}{\log ^{3} x}\right) ; \tag{}
\end{equation*}
$$

where the implied constant may depend on a and $b$.
If $u \neq 2 u_{1}^{2}$ and $\epsilon=+1$, then

$$
\left\{\delta_{r}\right\}_{r=0}^{\infty}=\left\{1-\frac{2}{3} \cdot \frac{1}{2^{\lambda}}, \frac{1}{3} \cdot \frac{1}{2^{\lambda}}, \cdots\right\} .
$$

If $u \neq 2 u_{1}^{2}$ and $\epsilon=-1$, then

$$
\left\{\delta_{r}\right\}_{r=0}^{\infty}=\left\{\frac{1}{3} \cdot \frac{1}{2^{\lambda}}, 1-\frac{2}{3} \cdot \frac{1}{2^{\lambda}}, \frac{1}{3} \cdot \frac{1}{2^{\lambda+1}}, \cdots\right\} .
$$

If $u=2 u_{1}^{2}, \epsilon=+1$, and $\lambda=0$, then

$$
\left\{\delta_{r}\right\}_{r=0}^{\infty}=\left\{\frac{7}{24}, \frac{7}{24}, \frac{8}{24}, \frac{1}{24}, \cdots\right\}
$$

If $u=2 u_{1}^{2}, \epsilon=+1$, and $\lambda=1$, then

$$
\left\{\delta_{r}\right\}_{T=0}^{\infty}=\left\{\frac{14}{24}, \frac{8}{24}, \frac{1}{24}, \cdots\right\}
$$

If $u=2 u_{1}^{2}, \epsilon=+1$ and $\lambda \geq 2$, then

$$
\left\{\delta_{r}\right\}_{r=0}^{\infty}=\left\{1-\frac{1}{3} \cdot \frac{1}{2^{\lambda}}, \frac{1}{3} \cdot \frac{1}{2^{\lambda+1}}, \cdots\right\}
$$

If $u=2 u_{1}^{2}, \epsilon=-1$, and $\lambda=0$, then

$$
\left\{\delta_{r}\right\}_{r=0}^{\infty}=\left\{\frac{7}{24}, \frac{7}{24}, \frac{8}{24}, \frac{1}{24}, \cdots\right\}
$$

If $u=2 u_{1}^{2}, \epsilon=-1$, and $\lambda=1$, then

$$
\left\{\delta_{r}\right\}_{r=0}^{\infty}=\left\{\frac{8}{24}, \frac{14}{24}, \frac{1}{24}, \cdots\right\}
$$

If $u=2 u_{1}^{2}, \epsilon=-1$, and $\lambda \geq 2$, then

$$
\left\{\delta_{r}\right\}_{r=0}^{\infty}=\left\{\frac{1}{3} \cdot \frac{1}{2^{\lambda+1}}, 1-\frac{1}{3} \cdot \frac{1}{2^{\lambda}}, \frac{1}{3} \cdot \frac{1}{2^{\lambda+2}}, \cdots\right\}
$$

The densities indicated by the dots are computed as follows; if $\delta_{j}$ is the last density given and one wants to compute $\delta_{k}(k>j)$, then $\delta_{k}=\delta_{j} \cdot 2^{j-k}$.
Corollary 1 If $\psi$ is unequal to $\pm u_{1}^{2}, \pm 2 u_{1}^{2}$, where $u_{1}$ is rational, then (1) holds with $\delta_{0}=\frac{1}{3}$ and, for $r \geq 1, \delta_{r}=\frac{2}{3} \cdot \frac{1}{2^{r}}$.

## 5 Counting good integers

Let $G_{\text {odd }}$ denote the set of odd good integers and $G$ the set of good integers. Then, by Theorém 1,

$$
G_{o d d}=\cup_{r=1}^{\infty} G_{r}
$$

where $G_{r}$ is the set of natural numbers including 1 , that are composed of primes in $C_{r}$ only. The sets $G_{r}$ are completely multiplicative; $a b \in G_{r}$ if and only if $a, b \in G_{r}$, where $a$ and $b$ are natural numbers. Thus the problem of estimating $G_{o d d}(x)$, and, as will be seen, that of estimating $G(x)$, reduces to that of estimating $G_{r}(x)$ for $r \geq 1$. (If $S$ is any set of natural numbers, then $S(x)$ denotes the number of elements $n$ in $S$ with $1<n \leq x$.) In order to estimate $G_{r}(x)$, we use an estimate of the following form:

Theorem 3 Let $S$ be a completely multiplicative set such that

$$
\sum_{p \in S, p \leq x} 1=\tau \operatorname{Li}(x)+O\left(\frac{x}{\log ^{N} x}\right)
$$

where $\tau>0$ and $N>3$ are fixed. Then

$$
S(x)=c x \log ^{\tau-1} x+O\left(x \log ^{\tau-2} x\right)
$$

where $c>0$ is a constant.
This result, which is a particular case of Theorem 2 of [6, Chapter 4], is tantalizing close to what we need in order to prove Theorem 5, namely:
Theorem 4 Let $S$ be a completely multiplicative set such that

$$
\begin{equation*}
\sum_{p \in S, p \leq x} 1=\tau \mathrm{Li}(x)+O\left(\frac{x \log \log ^{9} x}{\log ^{3} x}\right) \tag{2}
\end{equation*}
$$

where $\tau>0$ and $g \geq 0$ are fixed. Then

$$
S(x)=c x \log ^{\tau-1} x+O\left(x \log \log ^{g+1} x \log ^{\tau-2} x\right)
$$

where $c>0$ is a constant.

Proof: The proof given in [6] of Theorem 3 can be easily transformed into a proof of this assertion. Since the proof of Theorem 3 is rather long and technical, we just indicate the changes that have to be made. For convenience put $l_{2}(x)=\log \log (x+16)$. If in Lemma 3 we assume that the error is $R_{G}(x)=O\left(l_{2}(x)^{g} x \log ^{-3} x\right)$, then one easily checks that the error in the conclusion of Theorem 3 now becomes $O\left(l_{2}(x)^{g} / \log x\right)$. We can choose constants $c_{0}$ and $c_{1}$ such that the quantity between absolute signs in the second displayed formula on p. 93 is bounded by $h_{G}(x):=\min \left(c_{0}, c_{1} l_{2}(x)^{g} / \log x\right)$ for $x>1$ and is a positive non-increasing function. It is no longer true that the integral $\int_{1}^{\infty} h_{G}(v) d v / v$ converges (p. 97). The equation (6) now becomes $\int_{0}^{\vartheta} h_{G}\left(x^{z}\right) d z=$ $O\left(l_{2}(x)^{g+1} / \log x\right)$. The statement at the top of p .98 about the first term of the right hand side, now becomes that it is of order $l_{2}(x)^{g+1} \log ^{\tau-1} x$. All the remaining error terms on pp. $98-99$ that include either $\log ^{\tau-1} x$ or $\log ^{\tau-2} x$, have to be multiplied by $l_{2}(x)^{g+1}$.

Next it will be shown how Theorems 1, 2 and 4, can be used to deduce the following estimate for $G(x)$ :

Theorem 5 Let $a$ and $b$ be two non-zero coprime integers such that $a \neq \pm b$. Let $G$ denote the set of integers $m>1$ such that $m \mid a^{k}+b^{k}$ for some $k \geq 1$ :"Let $G(\vec{x})$ be the number of elements in $G$ not exceeding $x$. Then there exist positive constants $c_{0}, \cdots, c_{t}$ such that

$$
\begin{equation*}
G(x)=\frac{x}{\log x}\left(c_{0} \log ^{\delta_{0}} x+c_{1} \log ^{\delta_{1}} x+\cdots+c_{t} \log ^{\delta_{t}} x+O\left(\log ^{\epsilon} x\right)\right) \tag{3}
\end{equation*}
$$

where $t$ is the smallest number such that $\delta_{s} \leq \epsilon$ for every $s>t$, and $\delta_{0}, \cdots, \delta_{t}$ are given in Theorem 2. The implied constant and $c_{0}, \cdots, c_{t}$ may depend on $a$ and $b$.

Corollary 2 Let $\lambda$ and $u_{1}$ be as in Theorem 2. We have $G(x) \sim c \frac{x}{\log ^{\circ} x}$, for some constant $c>0$, where in case $u \neq 2 u_{1}^{2}, \alpha=\frac{2}{3} \cdot \frac{1}{2^{\lambda}}$, in case $u=2 u_{1}^{2}, \alpha=\frac{2}{3}$ if $\lambda=0$, $\alpha=\frac{5}{12}$ if $\lambda=1$ and $\alpha=\frac{1}{3} \cdot \frac{1}{2^{\lambda}}$ if $\lambda \geq 2$.

Proof: There are no even good integers in case $a b$ is even. Then, by Theorem 1,

$$
G(x)=\sum_{r=1}^{\infty} G_{r}(x) .
$$

Next assume that $a b$ is odd. Let $m=2^{\nu} \mu, \mu$ odd, be a good divisor. In case $\mu>1$, $\mu \in G_{r}, r \geq 2$, it follows that $\mu \mid a^{k}+b^{k}$, where $k$ is even. Since $a^{k}+b^{k} \equiv 2(\bmod 4)$, $\nu=0$ or $\nu=1$. In case $\mu \in G_{1}, \mu \mid a^{k}+b^{k}$, where $k$ is odd. Since for arbitrary $v \geq 0$, the only solution of $x^{k} \equiv-1\left(\bmod 2^{v}\right)$, is $x \equiv-1\left(\bmod 2^{v}\right)$, it follows that $0 \leq \nu \leq w$, where $2^{w} \| a+b$. From this and Theorem 1 it is deduced that

$$
G(x)=\sum_{z=0}^{w} G_{1}\left(\frac{x}{2^{z}}\right)+\sum_{r=2}^{\infty}\left\{G_{r}\left(\frac{x}{2}\right)+G_{r}(x)\right\}+O(1) .
$$

We now use Theorem 4 to estimate $G_{r}(x)$ for $r \geq 1$. By Theorem 2, (2) is satisfied with $\tau=\delta_{r}$ and $g=4$. Applying Theorem 4 and using $\delta_{r} \leq 1$ yields

$$
\begin{equation*}
G_{r}(x)=d_{r} x \log ^{\delta_{r}-1} x+O\left(x l_{2}(x)^{5} \log ^{\delta_{r}-2} x\right)=d_{r} x \log ^{\delta_{r}-1} x+O\left(x \log ^{\epsilon-1} x\right) \tag{4}
\end{equation*}
$$

for some positive $d_{r}$. The result now follows, both if $a b$ is even and otherwise, if we show that

$$
\begin{equation*}
\sum_{r=t+1}^{\infty} G_{r}(x)=O\left(x \log ^{\epsilon-1} x\right) \tag{5}
\end{equation*}
$$

To that end, notice that the primes in $C_{t}, t \geq s \geq 1$, satisfy $p \equiv 1\left(\bmod 2^{s}\right)$. Thus

$$
\sum_{r \geq s} G_{r}(x) \leq \sum_{\substack{n \leq x \\ p \mid n \Rightarrow p \equiv \geq \geq\left(\bmod 2^{s}\right)}} 1
$$

The latter sum can be estimated by Theorem 3, or of course its improvement Theorem 4 , on using the estimate

$$
\pi\left(x ; 2^{s}, 1\right):=\sum_{p \leq x, p \equiv 1\left(\bmod 2^{s}\right)} 1=\frac{1}{2^{s-1}} \operatorname{Li}(x)+O\left(\frac{x}{\log ^{4} x}\right)
$$

which follows from the Prime Number Theorem for arithmetic progressions. Thus by
 $O\left(x \log ^{\epsilon-1} x\right)$. By the definition of $t$ and (4) we have

$$
\sum_{t+1 \leq r \leq s} G_{r}(x)=O\left(x \log ^{\epsilon-1} x\right)
$$

Thus (5) holds and the result follows.
Remark. If (1) would be true with a sharper error term, this would, at least by the approach followed here, not lead to an improvement in the error of (3).

## 6 An example

As an example let us consider the case where $a=2$ and $b=1$. (This is the most relevant for coding theory purposes, cf. [9].) Using special cases of quadratic, biquadratic and octic reciprocity (cf. [2]), one deduces the following information on the sets $C_{r}$ :

Theorem 6 Let $p$ be an odd prime and $2^{r} \| p-1$. Then
(i) $p \in C_{0}$ if $p \equiv 7(\bmod 8)$ or $r=3$ and $p$ is represented by the form $65 X^{2}+$ $256 X Y+256 Y^{2}$;
(ii) $p \in C_{1}$ if $p \equiv 3(\bmod 8)$ or $r=3$ and $p$ is represented by the form $X^{2}+256 Y^{2}$;
(iii) $p \in C_{2}$ if $p \equiv 5(\bmod 8)$;
(iv) $p \in C_{r-2}$ if $p$ is represented by the form $65 X^{2}+256 X Y+256 Y^{2}$ and $r \geq 4$;
(v) $p \in C_{r-1}$ if $p$ is represented by the form $17 X^{2}+64 X Y+64 Y^{2}$.

By Theorem 5 it follows that if $0<\epsilon<\frac{1}{24}$ and $t$ is the smallest integer such that $48 \cdot 2^{t} \geq 1 / \epsilon$, then there exist positive constants $c_{1}, \cdots, c_{t}$ such that

$$
\begin{equation*}
G(x)=\frac{x}{\log x}\left(c_{1} \log ^{\frac{1}{3}} x+c_{2} \log ^{\frac{7}{24}} x+\sum_{k=0}^{t} c_{3+k} \log ^{\frac{1}{3} \cdot \frac{1}{2^{k+3}}} x+O\left(\log ^{\epsilon} x\right)\right) \tag{6}
\end{equation*}
$$

In order to prove this directly, a weaker version of Theorem 2 will do. On using [8, Theorem 2] an error term of $x \log ^{-5 / 3} x$ in Theorem 2 suffices, on using [3, Theorem 2] an error term of $x \log ^{-3 / 2} x$. Moreover, as trivially good numbers in this case are odd, consideration of even good numbers is not necessary.

Notice that an integer $n$ has a divisor $m \equiv 7(\bmod 8)$, if and only if either there is a prime $p \equiv 7(\bmod 8)$, or both a prime $p \equiv 3(\bmod 8)$ and a prime $q \equiv 5(\bmod 8)$ dividing $n$. Using Theorem 6 one then deduces:

Lemma 2 If $n$ has a divisor $m$ such that $m \equiv 7(\bmod 8)$, then $n$ is bad.
The bad numbers $n<100$ that are $\not \equiv 7(\bmod 8)$ are $21,35,45,49,51,69,73,75,77$,
 $51,73,85,89,123,153$ and 187. There are $O\left(x \log ^{-1 / 2} x\right)$ integers $\leq x$ that have no divisors $\equiv 7(\bmod 8)$. By equation (6), $O\left(x \log ^{-1 / 2} x\right)$ of these are bad.
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