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MULTIPLICATIVE FUNCTIONS THAT ARE CLOSE TO THEIR MEAN

OLEKSIY KLURMAN, ALEXANDER P. MANGEREL, COSMIN POHOATA, AND JONI TERÄVÄINEN

Abstract. We introduce a simple sieve-theoretic approach to studying partial sums of
multiplicative functions which are close to their mean value. This enables us to obtain
various new results as well as strengthen existing results with new proofs.

As a first application, we show that for a multiplicative function f : N→ {−1, 1},

lim sup
x→∞

∣∣∣∑
n≤x

µ2(n)f(n)
∣∣∣ =∞.

This confirms a conjecture of Aymone concerning the discrepancy of square-free supported
multiplicative functions.

Secondly, we show that a completely multiplicative function f : N→ C satisfies∑
n≤x

f(n) = cx+O(1)

with c 6= 0 if and only if f(p) = 1 for all but finitely many primes and |f(p)| < 1 for the
remaining primes. This answers a question of Ruzsa.

For the case c = 0, we show, under the additional hypothesis∑
p

1− |f(p)|
p

<∞,

that f has bounded partial sums if and only if f(p) = χ(p)pit for some non-principal Dirichlet
character χ modulo q and t ∈ R except on a finite set of primes that contains the primes
dividing q, wherein |f(p)| < 1. This provides progress on another problem of Ruzsa and
gives a new and simpler proof of a stronger form of Chudakov’s conjecture.

Along the way we obtain quantitative bounds for the discrepancy of the modified char-
acters improving on the previous work of Borwein, Choi and Coons.

1. Introduction

Let S1 denote the unit circle of the complex plane. The characterization of the behavior
of partial sums of multiplicative functions is an active object of study in analytic number
theory, being an example of a problem in which the multiplicative structure of an additively
structured set, namely an interval, is investigated. Considerations involving the extremal
behavior of such partial sums, for example characterizing when these are bounded, was of
key importance in Tao’s solution in [?] to the Erdős Discrepancy Problem, according to which

sup
d,N≥1

∣∣∣ ∑
n≤N

f(dn)
∣∣∣ =∞

for any sequence f : N → S1. It is not difficult to see that the completely multiplicative
functions, for which the sum is insensitive to dilations by d, ought to be extremal for this
problem, and indeed Tao’s proof proceeds by reducing the problem to the case of completely
multiplicative functions and then proving the claim in this case. One of the main consequences
of [?] is that

(1) lim sup
x→∞

∣∣∣∑
n≤x

f(n)
∣∣∣ =∞

for any completely multiplicative function f : N→ S1.
1
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The objective of the present paper is to introduce a new tool for analyzing partial sums
of multiplicative functions that allows us to solve several conjectures and to considerably
strengthen some of the earlier results with new and arguably more elegant proofs.

We study in particular questions on the characterization of completely multiplicative
functions that are close to their mean, in the sense that

(2)
∑
n≤x

f(n) = cx+O(1)

for some c ∈ C.
Our first main result concerns the case c = 0 and a problem treated by Aymone in [?]

on the Erdős discrepancy problem for square-free supported multiplicative sequences. After
Tao’s proof of (1), it is natural to ask whether the same conclusion holds when the sum is
restricted to certain subsets of the integers. In [?], it is proven that if for a multiplicative
function g : N→ {−1,+1} we have∑

n≤x
g(n)µ2(n) = O(1),(3)

then there exists a real primitive Dirichlet character χ of conductor q such that (q, 6) = 1
and g(2)χ(2) = g(3)χ(3) = −1, and moreover,∑

p

1− g(p)χ(p)

p
<∞.

Aymone conjectured in [?, Conjecture 1.1] that no functions g satisfying (3) exist. Using our
new approach, we are able to settle his conjecture.

Theorem 1.1 (Square-free Erdős discrepancy problem). Let g : N → {−1,+1} be a multi-
plicative function. Then

lim sup
x→∞

∣∣∣∑
n≤x

g(n)µ2(n)
∣∣∣ =∞.

As another application, we answer a question of Ruzsa [?] on characterizing completely
multiplicative functions that are close to their mean in the sense of (2).

In the case c 6= 0, Ruzsa posed the following problem (see [?, Problem 21]).

Problem 1.2 (Ruzsa). Let f : N→ C be a completely multiplicative function that satisfies∑
n≤x

f(n) = cx+O(1)

as x → ∞ for some c 6= 0. Is it true that for every prime p either |f(p)| < 1 or f(p) = 1
holds?

Our next result confirms this, in fact in a stronger form that gives a complete characteri-
zation of completely multiplicative functions that are close to their mean, provided that the
mean is non-zero.

Theorem 1.3. A completely multiplicative function f : N→ C satisfies∑
n≤x

f(n) = cx+O(1)(4)

as x → ∞ for some c 6= 0 if and only if there exists a finite set S of primes such that
|f(p)| < 1 for p ∈ S and f(p) = 1 for p /∈ S.



MULTIPLICATIVE FUNCTIONS THAT ARE CLOSE TO THEIR MEAN 3

In the same paper, Ruzsa also asked for a plausible characterization of completely multi-
plicative functions with bounded partial sums, i.e., the case c = 0 of Problem 1.2 (see Problem
22 of [?]). We make progress in this direction by finding a characterization of such completely
multiplicative functions when we restrict the set where |f(p)| is small.

Theorem 1.4. Let f : N→ C be a completely multiplicative function such that∑
p

1− |f(p)|
p

<∞.(5)

Then f satisfies

(6) lim sup
x→∞

∣∣∣∑
n≤x

f(n)
∣∣∣ <∞

if and only if there is a Dirichlet character χ, a real number t and a finite set S of primes
such that f(p) = χ(p)pit if p /∈ S, and |f(p)| < 1 if p ∈ S.

One can state our condition (5) in the equivalent form∑
n≤x
|f(n)| = Ω(x);(7)

see the proof of Lemma 2.3 for this equivalence.

Remark 1.1. In Section 5, we give a series of examples that show that the assumption (5)
on |f(p)| in Theorem 1.4 is necessary in the sense that without it there are uncountably many
functions f (in fact, cardinality c = |R|, even when restricted to functions taking values in Q∩
[−1, 1]) violating the statement. We also observe in that section that relaxing the assumption
(5) (or (7)) on f even slightly would essentially require obtaining a generalization of Tao’s
two-point Elliott conjecture [?] to “sparse” multiplicative functions (and also with uniformity
in the shifts), which to date has not been achieved. It therefore seems that Theorem 1.4 is the
strongest result that can be obtained on Ruzsa’s problem [?, Problem 22] without making
progress on challenging conjectures on correlations of multiplicative functions.

Theorems 1.3 and 1.4 allow us to deduce a refinement of Chudakov’s conjecture [?], [?]
proven by the first two authors in [?] (the case c 6= 0 was treated earlier by Glazkov [?]).
This proof in particular avoids the use of correlation formulas for pretentious multiplicative
functions and the delicate analysis of Euler products that results from using them in [?].

Corollary 1.5 (Refinement of Chudakov’s Conjecture). Let f : N → C be a completely
multiplicative function satisfying (4).
a) If c 6= 0 and |f(n)| ∈ {0, 1} for all n, then there is an integer q ∈ N such that f is the
principal Dirichlet character modulo q.
b) If c = 0, and |f(n)| ∈ {0, 1} for all n, and additionally if S = {p : f(p) = 0} satisfies∑

p∈S 1/p <∞, then there exist t ∈ R and q ∈ N such that f(n) = χ(n)nit for some Dirichlet
character χ modulo q.

We remark that previously the works on the subject of classification of multiplicative
functions [?],[?],[?],[?],[?],[?],[?] crucially used much stricter assumptions on the range of f
for all n, that is, the range of f was assumed to be finite and also importantly it was required
that f(p) = 0 for only finitely many primes.

Another consequence of our approach is a quantitative statement about the discrepancy of
a class of multiplicative functions. We call functions in this class modified characters (corre-
sponding to the twisted character χ(n)nit), and they are defined as completely multiplicative
functions f : N → U such that f(p) = χ(p)pit for some Dirichlet character χ and for all but
finitely many primes p. Here, U denotes the closed unit disc in C.
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As discussed in [?], modified characters (taking values in {−1,+1}) are believed to be
“extremal” in the Erdős discrepancy problem. In particular, if f is a ±1 valued modified
character that differs from a character χ at only one prime, then a result of Borwein, Choi
and Coons [?] shows that the maximal partial sums supy≤x |

∑
n≤y f(n)| are � log x, and

this is believed to be the lowest possible growth rate of the partial sums for any completely
multiplicative f : N → {−1,+1}. Our next corollary confirms the same lower bound for the
growth rate for all modified characters.

Corollary 1.6. Let f : N → U be a modified character corresponding to χ(n)nit such that
for some prime r we have f(r) 6= χ(r)rit and |f(r)| = 1. Then∑

n≤x
f(n) = Ω(log x).(8)

The result of [?] corresponds to the case |S| = 1. We note that the proof method of [?],
which is based on looking at base p0 expansions for the unique prime such that f(p) 6= χ(p)
for p 6= p0, does not work in the case |S| ≥ 2. Indeed, relatively little is known about represen-
tations of integers simultaneously in two different bases, and therefore we needed a different
approach. We conjecture that the optimal growth rate for the sum in (8) is Ω((log x)|S|).

1.1. Proof ideas. The proofs of all of the results mentioned above are crucially based on
different variants of a new sieve-theoretic approach to analyzing partial sums of multiplicative
functions. We call this approach the rotation trick ; we explain the method and its naming
below.

Let us first recall how the work of Tao [?] and subsequent works [?], [?], [?] of a subset of
the authors analyze partial sums; we then compare this to our new approach.

All the works mentioned above start by applying Tao’s two-point Elliott conjecture from
[?] to reduce to the case of pretentious functions. The next step in these works is a second
moment argument to show that for f : N→ S1 multiplicative,

1

x

∑
n≤x

∣∣∣ ∑
n≤m≤n+H

f(m)
∣∣∣2(9)

is large for appropriately chosen H unless f is of a very special form (for example, a modified
character). In the case of [?], this reduction is achieved with a technical Dirichlet series
argument that requires f not to take the value 0. In the case of [?] that deals more generally
with multiplicative functions that can take finitely many zero values, the approach is based on
expanding out the mean square and using formulas for correlations of pretentious functions
from [?] and a delicate analysis of the arising Euler product factors.

This second moment approach does not work for our main results in the pretentious case,
and so we avoid it by appealing to the rotation trick. What the rotation trick enables us to do
is to reduce the case of arbitrary pretentious multiplicative functions to the more manageable
case of modified characters. The remaining case of modified characters is not trivial though,
and we solve it as follows:

• In the case of Theorem 1.4, we exploit some recursive properties of the partial sums
in terms of the digits of x in a suitable base, and then appeal to the rotation trick
again; see Lemmas 2.8 and 2.9.
• In the case of Theorem 1.1, we use a soft Dirichlet series argument and zero density

estimates that involve bounding the number of common zeros of L(s, χ) and ζ(2s);
see Proposition 4.2 for the details.

Let us outline how our rotation trick works in the proof of Theorem 1.4 to reduce matters
from the pretentious case to the modified character case.
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Assuming for the sake of contradiction that there exist infinitely many primes p for which
f(p) 6= χ(p)pit (and assuming t = 0 for simplicity), we use these primes via the lower bound
sieve and the Chinese remainder theorem to construct two short intervals I and I ′ of length
H such that ∣∣∣∑

n∈I
f(n)−

∑
n∈I′

f(n)
∣∣∣(10)

is large; this in particular implies that f must exhibit large partial sums, which leads to a
contradiction with the assumption of f having bounded partial sums.

Here we describe a rather simplified version of the rotation trick for the function f : N→ U
in the case that the set S := {p : f(p) 6= χ(p)} is thin1. Note that S is a zero-dimensional
set from the point of view of sieve theory, and hence sieving works extremely well for this
set. We can thus find many integers m for which all the numbers in [(H!)2m, (H!)2m + H]
have no prime factors from S ∩ [H + 1,∞). Letting p1, . . . , pl > H be distinct primes from S
and r1, . . . , rl ∈ [1, H], k1, . . . , kl ∈ N be parameters, we can similarly find many m′ such that

for all 1 ≤ j ≤ l we have p
kj
j || (H!)2m′ + rj , and such that for all 1 ≤ r ≤ H the condition

p | (H!)2m′ + r, p ∈ S ∩ [H + 1,∞) implies r = rj and p = pj for some j. Now, it is not
difficult to see that for 1 ≤ r ≤ H, r 6= rj , the numbers (H!)2m+ r and (H!)2m′+ r have the
same prime factors from S with the same multiplicities, and thus

f((H!)2m+ r) = f((H!)2m′ + r), when r 6= rj ,

since for p 6∈ S we already have f(p) = χ(p). We similarly see that for r = rj the numbers
(H!)2m+r and (H!)2m′+r have the same prime factors from S with the same multiplicities,
apart from the prime pj that only divides the latter number and divides it to power kj . Thus

f((H!)2m+ r) = (f(pj)χ(p))kjf((H!)2m′ + r), when r = rj .

Now, taking I = [(H!)2m, (H!)2 +H], I ′ = [(H!)2m′, (H!)2m′ +H], (10) becomes∣∣∣ ∑
1≤j≤l

(1− (f(p)χ(p))kj )f((H!)2m+ rj)
∣∣∣,(11)

and this can easily be made large by choosing large kj and rj appropriately so that the

corresponding values of f and 1− (χ(p)f(pj))
kj all point in approximately the same direction

and are bounded away from zero (using f(pj) 6= χ(pj)). We call the underlying idea a rotation
trick, since effectively we have used a small set of primes to rotate the terms in the sums over
n ∈ I and n ∈ I ′ to point in opposite directions.

Let us mention that in the general case, where f pretends to be χ but {p : f(p) 6= χ(p)}
is not thin, we make use of concentration inequalities (see Lemma 2.5 for the details) to
guarantee that f(Qn + a) is very “close” to χ(a) for many n ≤ x and appropriately chosen
large Q.

We note that the proof of Theorem 1.3 does not require the use of Tao’s two-point corre-
lation result, but instead reduces to the pretentious case using a version of Halász’s theorem.
In the proof of Theorem 1.1, we also follow similar ideas as above, but establish the largeness
of (11) for suitable kj and rj in a slightly different manner. In the case of either theorem, we
finish the proof by handling the modified character case as explained above.

Acknowledgments. The authors would like to warmly thank Marco Aymone for sug-
gesting that our initial argument could lead to a proof of Theorem 1.1. We are grateful to
the referee for a careful reading of the paper and many helpful comments. The fourth au-
thor was supported by a Titchmarsh Fellowship from the University of Oxford. Finally, O.K.

1We say that a set of primes S is thin if
∑

p∈S 1/p <∞.
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1.2. Notation. The notation f(x) = Ω(g(x)) stands for lim supx→∞ |f(x)|/|g(x)| > 0.
We denote by S1 and U the unit circle and the closed unit disc of the complex plane,

respectively. By vp(n) we denote the largest k such that pk | n. The notation (a, b) stands
for the greatest common divisor of a and b, and more generally, if S ⊂ N is a set, then
(n, S) := maxs∈S(n, s). Finally, we make use of the pretentious distance of Granville and
Soundararajan

D(f, g; y, x) :=
( ∑
y<p≤x

1− Re(f(p)g(p))

p

)1/2
, D(f, g;x) := D(f, g; 1, x).

2. Proof of Theorem 1.4

2.1. The if direction. We begin by proving the “if” direction of Theorem 1.4, which is
considerably easier than the “only if” direction. We make use of the following lemma.

Lemma 2.1 (Small perturbations to f preserve closeness to mean value). Let f, f̃ : N→ U
be completely multiplicative functions such that f(p) 6= f̃(p) for only finitely many primes

and for those primes we have |f̃(p)| < 1. Then for any c ∈ C we have∣∣∣∑
n≤x

f̃(n)− cPf,f̃x
∣∣∣�f,f̃ sup

y≤x

∣∣∣∑
n≤y

f(n)− cy
∣∣∣,(12)

where Pf,f̃ 6= 0 is some constant.

Proof. Let S = {p : f(p) 6= f̃(p)} = {p1, . . . , p|S|}. Let us write f̃ = f ∗h, where h = f̃ ∗(µf).

For all k ≥ 1, we have h(pk) = f̃(p)k−f̃(p)k−1f(p), so |h(pk)| ≤ 2C|f̃(p)|k, where C = 1/|f̃(p)|
if f̃(p) 6= 0 and C = 0 if f̃(p) = 0. If we denote by F (x) the supremum on the right of (12),
we see that∑

n≤x
f̃(n) =

∑
p|d=⇒p∈S

h(d)
∑

m≤x/d

f(m) = cx
∑

p|d=⇒p∈S

h(d)

d
+O(F (x)

∑
p|d=⇒p∈S

|h(d)|).

The main term here is cPf,f̃x, and by a short computation of the Euler factors we have

Pf,f̃ =
∏
p∈S

(
1 +

f̃(p)− f(p)

p− f̃(p)

)
6= 0.

The error term in turn is

� F (x)
∑

k1,...k|S|≥0
|f(p1)|k1 · · · |f(p|S|)|k|S| �f,f̃ F (x)

by the geometric sum formula and the assumption |f̃(p)| < 1 for p ∈ S. This completes the
proof. �

If direction of Theorem 1.4. Let f(p) = χ(p)pit for all p 6∈ S and |f(p)| < 1 for p ∈ S, where
χ is a Dirichlet character modulo q. Let D be the product of all the primes in S. By Lemma
2.1 (with c = 0), it suffices to consider the case f(n) = χ(n)nit1(n,D)=1 = χ′(n)nit, where
χ′(n) := χ(n)1(n,D)=1 is a non-principal character modulo Q := qD.



MULTIPLICATIVE FUNCTIONS THAT ARE CLOSE TO THEIR MEAN 7

When t = 0, the boundedness of the partial sums of χ′(n)nit follows from the orthogonality
of Dirichlet characters, so assume that t 6= 0. In this case,∑

n≤x
χ′(n)nit =

∑∗

a (mod Q)

χ′(a)
∑

m≤x/Q

(mQ+ a)it +OQ(1)

= Qit
∑∗

a (mod Q)

χ′(a)
∑

m≤x/D′
mit(1 + a/(Qm))it +OQ(1),(13)

where the asterisked sum
∑∗

a (mod Q)
denotes a sum over residue classes a that are coprime

to Q. By a Taylor approximation, for m sufficiently large in terms of |t| we have

(1 + a/(Qm))it = 1 +
ita

Qm
+Ot

( a2

Q2m2

)
,

and using this and the orthogonality of characters (13) becomes

Qit
∑∗

a (mod Q)

χ′(a)
∑

m≤x/Q

mit
(

1 +
ita

Qm

)
+OQ,t(1) =

it

Q1−it

∑∗

a (mod Q)

aχ′(a)
∑

m≤x/Q

1

m1−it +OQ,t(1).

Since Q = O(1), we easily find that the m sum is ζ(1 + 1/ log x − it) + OQ(1) = OQ,t(1)
whenever t 6= 0. Hence, χ′(n)nit has bounded partial sums. �

2.2. Reduction to pretentious functions. In the next two lemmas, we will reduce to the
case where f pretends to be χ(n)nit for some character χ and t 6= 0.

Lemma 2.2. Let f : N→ C be a completely multiplicative function that satisfies
∑

n≤x f(n) =

O(xo(1)). Then |f(n)| ≤ 1 for all n.

Proof. Suppose on the contrary that |f(p0)| > 1 for some prime p0. Fix x ≥ p0. Then, by the
assumption on f , for k = b(log x)/(log p0)c we have

f(pk0) =
∑
n≤pk0

f(n)−
∑

n≤pk0−1

f(n) = O(xo(1)),

but on the other hand we have |f(pk0)| = |f(p0)|k � xc for some c > 0, a contradiction. �

Lemma 2.3. Suppose that f : N→ U satisfies
∑

n≤x f(n) = O(1), and that (5) holds. Then
there is a primitive, non-principal Dirichlet character χ and a real number t such that∑

p

1− Re(f(p)χ(p)p−it)

p
<∞.

Proof. We first claim that (5) is equivalent to∑
p

1− |f(p)|2

p
<∞.(14)

This follows from 1−|f(p)| ≤ 1−|f(p)|2 ≤ 3(1−|f(p)|). Then we claim that (14) is equivalent
to ∑

n≤x

|f(n)|2

n
� log x.(15)

Indeed, by e.g. [?, Théorème 1.1] the left-hand side is �
∏
p≤x(1+ |f(p)|2/p), which is � log x

if and only if (14) holds.
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Now, given H ≥ 1 and x chosen sufficiently large in terms of H, we have

1� 1

log x

∑
n≤x

1

n

∣∣∣ ∑
n≤m≤n+H

f(n)
∣∣∣2

(16)

=
1

log x

∑
|h|≤H

∑
max{1,1−h}≤m≤min{x,x+h}

f(m)f(m+ h)
∑

max{m−H,m+h−H}≤n≤min{m,m+h}

1

n

≥ H

log x

∑
n≤x

|f(n)|2

n
− 1

log x

∑
1≤|h|≤H

(H + 1− |h|)
∣∣∣ ∑
1≤n≤x

f(n)f(n+ h)

n

∣∣∣−O(1),

and therefore we must have

max
1≤|h|≤H

∣∣∣ ∑
1≤n≤x

f(n)f(n+ h)

n

∣∣∣ ≥ 1

H

∑
n≤x

|f(n)|2

n
−O(1)�H log x.

By the two-point logarithmic Elliott conjecture [?, Theorem 1.3], there exists a number
A = OH(1) such that infcond(χ)≤A inf |t|≤AxD(f, χ(n)nit;x) �H 1. Since this holds for all
x �H 1, by a lemma of Elliott [?, Lemma 17] (see also [?, Lemma 2.3]) we can find a
primitive character χ (mod q) with q = OH(1) and a real t = OH(1), both independent of x,
such that ∑

p

1− Re(f(p)χ(p)p−it)

p
<∞.

It remains to check that χ is non-principal. If χ were principal then by Delange’s theorem
(Lemma 3.1) we would have∣∣∣∑

n≤x
f(n)

∣∣∣ = (1 + o(1))
x

|1 + it|
∏
p≤x

(
1− 1

p

)∣∣∣1− f(p)p−it

p

∣∣∣−1
�t x exp

(
−
∑
p≤x

1− Re(f(p)p−it)

p

)
� x,

a contradiction with the boundedness of the partial sums when x is sufficiently large. Thus
χ must be non-principal. �

2.3. Reduction to modified characters. Our next task is to prove the following; this will
be achieved using the ‘rotation trick” described in the introduction.

Proposition 2.4. Let f : N → U be a completely multiplicative function such that we have
D(f, χ(n)nit;∞) <∞ for some non-principal Dirichlet character χ (mod q) and some t ∈ R.
Suppose that

∑
n≤x f(n) = O(1). Then we have f(p) = χ(p)pit for all but finitely many

primes p.

Before beginning the proof, we need a concentration inequality for multiplicative functions
(closely related to the Turán–Kubilius inequality) which we shall repeatedly use in the course
of the proof.

Let

F (Q) :=
∑
p≤x
p-Q

f(p)χ(p)p−it − 1

p
.

Lemma 2.5 (Concentration inequality for multiplicative functions). Let f : N → U be
a multiplicative function such that D(f, χ(n)nit;∞) < ∞ for some Dirichlet character of
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conductor q. Let Q,N ≥ 1 be integers with
∏
p≤N p | Q and q | Q. Then for any 1 ≤ a ≤ Q

with (a,Q) = 1 we have∑
n≤x
|f(Qn+ a)− χ(a)(Qn)it exp

(
F (Q)

)
| � x

(
D(1, fχ(n)n−it;N, x) +

1

N1/2

)
.(17)

Proof. This is essentially the Turán–Kubilius inequality adapted to multiplicative functions;
see e.g. [?, Proposition 2.3] or [?, Lemma 2.10]. For the sake of completeness, we sketch the
proof.

Let us write f(n) = f ′(n)χ̃(n)nit for some multiplicative f ′ and for χ̃ the completely
multiplicative function given by χ̃(p) = χ(p) if p - q and χ̃(p) = 1 if p | q. Since f(Qn+ a) =
χ(a)(Qn)itf ′(Qn + a) + Ot(1/n), it suffices to consider the function f ′ (upon admitting an
additional error term of size Ot(log x), which is negligible). Therefore, we may assume that
χ = 1, t = 0 in the statement.

Let h : N→ C be the additive function given on prime powers by h(pk) = f(pk)−1. Using
z = ez−1 +O(|z − 1|2) for |z| ≤ 1, we have

f(Qn+ a) =
∏

pk||Qn+a
p>N

f(pk) =
∏

pk||Qn+a
p>N

(exp(h(pk)) +O(|h(pk)|2)).

Using the inequality |
∏
i≤k zi−

∏
i≤k wi| ≤

∑
i≤k |zi−wi| (which is proven by induction), the

above becomes

exp(h(Qn+ a)) +O
( ∑
pk||Qn+a
p>N

|h(pk)|2
)
.

Hence, the left-hand side of (17) is

�
∑
n≤x
| exp(h(Qn+ a))− exp(F (Q))|+

∑
n≤x

∑
pk||Qn+a
p>N

|h(pk)|2.(18)

In the first sum in (18), we may replace F (Q) with µh :=
∑

pk≤x
p-Q

h(pk)/pk · (1 − 1/p), since

F (Q) = µh + O(1/N). Now, applying first |ez − ew| � |z − w| for Re(z),Re(w) ≤ 0, then
Cauchy–Schwarz and then the Turán–Kubilius inequality [?, Theorem III.3.1], the first sum
in (18) becomes

� x
( ∑
p>N,k≥1

|h(pk)|2

pk

)1/2
.(19)

The contribution of the summands with k ≥ 2 is trivially � 1/N . For the other summands,
we note that |h(p)|2 = 2(1− Re(f(p))), so we obtain the claimed error term.

For the second sum in (18), we swap the order of summation to obtain the bound �
x
∑

p>N,k≥1 |h(pk)|2/pk, which again is an admissible contribution. �

We are now ready to prove Proposition 2.4.

Proof of Proposition 2.4. Let ε,H,w, x be quantities obeying the hierarchy

1� ε−1 � H � w � x,(20)

with each parameter large enough in terms of the ones to the left of it. Also let W :=
∏
p≤w p

w.

In the proof of Lemma 2.3, we showed that (5) is equivalent to (15), and hence there exists
a constant c > 0 such that for � H integers m we have |f(m)| ≥ c.
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By the pigeonhole principle, we can find a subset r1, . . . , rk of {m ≤ H : |f(m)| ≥ c} of
size k � H such that for some complex number α ∈ (−π, π] we have

|arg(f(rj)r
−it
j )− α| ≤ 1/100(21)

for all j ≤ k. Define the sector

A := {z ∈ C \ {0} : arg(z) ∈ [
2π

3
,
4π

3
] (mod 2π)} ∪ {0}.

Now we suppose that the set P := {p : f(p) 6= χ(p)pit} is infinite.
Let ψ(n) := χ(n)nit. By the pigeonhole principle, we choose large prime powers pα1

1 , . . . , pαk
k

such that the following are simultaneously satisfied:

(i) pi ∈ P;

(ii) pi+1 > 2pi > 2w for all i ≤ k − 1;

(iii) fψ(pαi
i ) ∈ A for all i ≤ k.

Property (iii) can indeed be guaranteed, since if z 6= 0, 1 is any complex number, there exists
j such that zj ∈ A (if z/|z| = e(a/b) for some b ≥ 2, then we can easily find j with this
property, and if z/|z| is not a root of unity, then the sequence ((z/|z|)j)j≥1 is dense on the
unit circle).

Next, we apply the Chinese remainder theorem to choose a residue class n0 (mod
∏
i≤k p

αi
i )

such that pαi
i |

W
ri
n + 1 whenever n ≡ n0 (mod

∏
i≤k p

αi
i ). For any 1 ≤ j ≤ H and n =

n0 +m
∏
i≤k p

αi , we observe that

f(Wn+ rj) = f(rj)f(p
αj

j )f
(W
rj

∏
1≤i≤k
i 6=j

pαi
i m+

W
rj
n0 + 1

p
αj

j

)

f(Wn+ j) = f(j)f
(W
j

∏
1≤i≤k

pαi
i m+

W

j
n0 + 1

)
.

Note also that ((W/ri)n0+1)/pαi
i ≡ p

−αi
i (mod q). We now use Lemma 2.5, the union bound,

and the fact (following from (ii)) that

F (p1 · · · pkW ) = F (W ) + ow→∞(1)(22)

to guarantee that a proportion 1−ow→∞(1) of numbers (1−ε)x ≤ n ≤ x, n ≡ n0 (mod
∏
i≤k p

αi)
satisfy

|f(Wn+ rj)− f(rj)fψ(p
αj

j )(Wx/rj)
it exp(F (W ))| � ε for all 1 ≤ j ≤ k.

and

|f(Wn+ j)− f(j)(Wx/j)it exp(F (W ))| � ε for all 1 ≤ j ≤ H.
Thus, there exists (1− ε)x ≤ n ≤ x such that

|
∑
j≤k

f(Wn+ rj)− (Wx)it exp(F (W ))
∑
j≤k

f(rj)fψ(p
αj

j )r−itj | � εk,

|
∑

1≤j≤H
j 6=r1,...,rk

f(Wn+ j)− (Wx)it exp(F (W ))
∑

1≤j≤H
j 6=r1,...,rk

f(j)j−it| � εH,

|
∑

1≤j≤H
f(Wn+ j)− (Wx)it exp(F (W ))

∑
1≤j≤H

f(j)j−it| � εH.

(23)
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Applying the triangle inequality to combine the first two estimates of (23), we see that∑
j≤H

f(Wn+ j) = (Wx)it exp(F (W ))
(∑
j≤H

f(j)j−it +
∑
j≤k

(fψ(p
αj

j )− 1)f(rj)r
−it
j

)
+O(εH).

Comparing with the last estimate in (23), we obtain∣∣∣∑
j≤k

(fψ(p
αj

j )− 1)f(rj)r
−it
j

∣∣∣� εH.(24)

However, this is impossible since by (iii) and the assumption |f(rj)| ≥ c for all j we have

|(fψ(p
αj

j )− 1)f(rj)r
−it
j | ≥ c/10,

and by (21) and (iii) we have

arg((fψ(p
αj

j )− 1)f(rj)r
−it
j )

= arg(fψ(p
αj

j )− 1) + arg(f(rj)r
−it
j )

∈ [α− π/3− 1/100, α+ π/3 + 1/100] (mod 2π)},

and so fψ(p
αj

j )− 1)f(rj)r
−it
j lies in a sector of angle 2π/3 + 1/50 < π. �

2.4. The case of modified characters. In the remaining case where f is a modified char-
acter, we will in fact prove the following quantitative bound on the partial sums.

Proposition 2.6. Let f : N → U be a completely multiplicative function, such that f(p) =
χ(p)pit for all primes p 6∈ S, for some finite set of primes S. Suppose further, that there exists
r ∈ S such that |f(r)| = 1 and f(r) 6= χ(r)rit. Then∑

n≤x
f(n) = Ω(log x).

We perform the following simple albeit very useful reduction.

Lemma 2.7 (Reducing to t = 0 and to only one exceptional prime). In order to prove
Proposition 2.6, it suffices to do so in the case where f(p) = χ(p) for all but one prime r,
with |f(r)| = 1.

Proof. Suppose f(p) = χ(p)pit for all but a finite number of primes p. Let Q be the product
of all primes p 6= r such that f(p) 6= χ(p)pit. By Lemma 2.1, we may replace f by another

completely multiplicative function f̃ such that f̃(p) = 0 for all p|Q; for convenience, we
continue to denote this new function by f . Replacing χ by χ1(·,Q)=1 (which we will denote

by χ as well for convenience), it suffices to prove the case f(p) = χ(p)pit for all p 6= r
and |f(r)| = 1, f(r) 6= χ(r)rit, where χ (mod Q) is a non-principal (though not necessarily
primitive) character.

The case assumed in Lemma 2.7 implies that∣∣∣ ∑
n≤H

f(n)n−it
∣∣∣ ≥ cf logH(25)

for infinitely many integers H ≥ 1. Choose an integer K such that rKQ � H3 and let
x = rKQ. We now have∑

x≤n≤x+H
f(n)n−it =

∑
0≤k≤K+Q

(f(r)r−it)k
(
S
(⌊x+H

rk

⌋)
− S

(⌊ x
rk

⌋))
,(26)
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where S(x) :=
∑

n≤x
(n,r)=1

χ(n). Since S(0) = 0 and S(x) depends only on bxc (mod r)Q and

bx/rkc ≡ 0 (mod r)Q for 0 ≤ k ≤ K − 1 by our choice of x, (26) becomes∑
0≤k≤K+Q

(f(r)r−it)kS
(⌊H

rk

⌋)
+OQ(1) =

∑
n≤H

f(n)n−it +OQ(1).

Combining this with the Taylor approximation (x+ h)−it = x−it +Ot(H/x) for |h| ≤ H, we
have

x−it
∑

x≤n≤x+H
f(n) =

∑
n≤H

f(n)n−it +O(H2/x) +O(1).

Recalling (25) and H � x1/3, the claim follows. �

Define the modified character χr,z, where r is a prime and z ∈ S1, z 6= χ(r), by defining
on the primes

χr,z(p) =

{
χ(p), p 6= r

z, p = r.
(27)

In view of Lemma 2.7, the proof of Theorem 1.4 will be complete once we show that∑
n≤x

χr,z(n) = Ω(log x)(28)

for any r, any z ∈ S1 \ {χ(r)}, and any non-principal χ (mod q). Here we may assume that
χ(r) 6= 0, since otherwise χ(n) = χ′(n)1(n,r)=1, where χ′ is a non-principal character modulo

q′ = q/rvr(q) and χ′r,z = χr,z.
The proof of (28) will be achieved in the next two lemmas.

Lemma 2.8 (Obtaining a zero sum condition). Let the notation be as above, and suppose
that (28) fails. Then for all m ≥ 1 we have∑

n≤mq
χr,z(n) = 0.

Proof. Let

Σ(x) :=
∑
n≤x

χr,z(n) and S(x) :=
∑
n≤x

(n,r)=1

χ(n).

Suppose that the claim is not true. Then there exists A = m0q such that
∑

n≤A χr,z(n) 6= 0.

Fix K ∈ N. Let x, y be any positive integers with x ≡ y ≡ 0 (mod q) and y < rK . We
claim that

Σ(rKx+ y) = zKΣ(x) + Σ(y).(29)

To see this, observe that for any X ≥ 1 we have

Σ(X) =
∑
k≥0

zkS
(⌊X

rk

⌋)
,

so

Σ(rKx+ y) =
∑
k≥0

zkS
(⌊rKx+ y

rk

⌋)
.

Note that for k < K we have⌊
rKx+ y

rk

⌋
= rK−kx+

⌊ y
rk

⌋
≡
⌊ y
rk

⌋
(mod rq),



MULTIPLICATIVE FUNCTIONS THAT ARE CLOSE TO THEIR MEAN 13

whereas for k ≥ K we have ⌊
rKx+ y

rk

⌋
=
⌊ x

rk−K

⌋
,

since if the floor was one larger, by the assumption rK > y we would have{ x

rk−K

}
> 1− y

rk
> 1− 1

rk−K
,

which is not possible. This gives (29).
In what follows, let K = O(1) be such that rK > A. Iterating (29), for any 0 < m1 <

m2 < · · · < mJ and J ≥ 1 we see that

Σ(rmJKA+ · · ·+ rm2KA+ rm1KA+A) = Σ(A)(1 + zKm1 + zKm2 + · · ·+ zKmJ )(30)

Let c = 1/(10Kr), and choose {mj}j≤J to consist of those m ≤ c log x that satisfy |zmK−1| ≤
1/100; the number J of such m is �z log x (if z has irrational argument, this follows from
the equidistribution of {zmK}m, while if z has rational argument this is immediate). Since
rmJKA+ · · ·+ rm1K +A < x, see wee that there exists n ≤ x such that |Σ(n)| � log x. This
gives the desired contradiction. �

We then finish the proof with the following lemma that is based on the rotation trick (in
fact, a simpler version than before).

Lemma 2.9 (Finishing the proof). Let the notation be as above. Then (28) holds for any
z ∈ S1 \ {χ(r)}.

Proof. Assume (28) fails. By Lemma 2.8, we may assume that
∑

n≤mq χr,z(n) = 0 for all

m ≥ 1. Also, as mentioned above, we may assume that χ(r) 6= 0, so (r, q) = 1.
We employ the rotation trick. Choose a large integer m ≥ 10 log q/ log r and some large

prime P ≥ 10q with P ≡ r (mod q). We now select two integers s1, s2 such that

• rms1 ≡ 1 (mod q),
• rm−1Ps2 ≡ 1 (mod q),
• s1 ≡ s2 ≡ 1 (mod r).

Let km and `m be the unique integers such that qkm < rms1 ≤ q(km + 1) and q`m <
rm−1Ps2 ≤ q(`m + 1); by choosing s1, s2 appropriately we can ensure that km < `m. By
Lemma 2.8, we have ∑

qkm<n≤q(km+1)

χr,z(n)−
∑

q`m<n≤q(`m+1)

χr,z(n) = 0.(31)

Let Lm = `m − km. Then we can also write the left-hand side of (31) as∑
qkm<n≤q(km+1)

zvr(n)χ(n/rvr(n))−
∑

qkm<n≤q(km+1)

zvr(n+qLm)χ((n+ qLm)/rvr(n+qLm)).(32)

We have qLm = rm−1Ps2− rms1 ≡ 0 (mod rm−1) by construction, so vr(n+ qLm) = vr(n) ≤
log q/ log r for all n ∈ (qkm, q(km + 1)], n 6= rms1. Hence, in (32) all the terms cancel out
apart from the n = rms1 terms, so we are left with

zvr(r
ms1)χ(rms1/r

vr(rms1))− zvr(rm−1Ps2)χ(rm−1Ps2/r
vr(rm−1Ps2)) = 0.

Since z ∈ S1, this implies that

zχ(s1) = χ(P )χ(s2),

and since s1 ≡ s2 (mod q), (si, q) = 1 and P ≡ r (mod q), we must have z = χ(r), which is
the desired contradiction. �

The proof of Theorem 1.4 is now complete.
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Proof of Corollary 1.5 b). Let f : N→ S1∪{0} be as in the corollary. Then, by Theorem 1.4,
there is a primitive character χ modulo q and a t ∈ R such that for all but a finite set S′ of
primes p we have f(p) = χ(p)pit. For those primes p ∈ S′ we have |f(p)| < 1, which implies
that f(p) = 0. Thus, f is of the form χ′(n)nit, where χ′ is induced by χ. �

3. Proof of Theorem 1.3

3.1. The if direction. For the proof of Theorem 1.3, we again start with the much easier
“if” direction.

If direction of Theorem 1.3. By Lemma 2.1, it suffices to show the closeness to mean value
in the case f(n) = 1(n,Q)=1. For this function, we of course have∑

n≤x
1(n,Q)=1 =

ϕ(Q)

Q
x+O(1),

so the claim follows. �

3.2. The only if direction. We introduce the following definition.

Definition 3.1. We say that a multiplicative function f : N→ C has property R if it satisfies
(4) for some c 6= 0.

We first state a few lemmas. The first lemma we need states the well-known theorems of
Halász and Delange on mean values of multiplicative functions.

Lemma 3.1 (Halász and Delange theorems). Let f : N→ U be a multiplicative function. If
the sum ∑

p

1− Re(f(p)p−it)

p

converges for some t ∈ R, then

1

x

∑
n≤x

f(n) =
xit

1 + it

∏
p≤x

(
1− 1

p

)(
1 +

∑
k≥1

f(pk)p−ikt

pk

)
+ o(1).

Otherwise, we have

1

x

∑
n≤x

f(n) = o(1).

Proof. See [?, Theorem III.4.5]. �

Lemma 3.2. Suppose that the completely multiplicative function f : N→ C has property R.
Then we have |f(n)| ≤ 1 for all n.

Proof. This is proved analogously to Lemma 2.2. �

Lemma 3.3 (Reduction to pretentious case). Suppose that the completely multiplicative func-
tion f : N→ C has property R. Then D(f, 1 :∞) <∞.

Proof. Since we have |
∑

n≤x f(n)| � x and also |f(n)| ≤ 1 by Lemma 3.2, from Lemma 3.1
we deduce the existence of some real number t such that∑

p

1− Re(f(p)p−it)

p
<∞.(33)
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We suppose for the sake of contradiction that t 6= 0. Lemma 3.1 then gives the asymptotic

1

x

∑
n≤x

f(n) =
xit

1 + it

∏
p

(
1− 1

p

)(
1 +

f(p)

p1+it
+
f(p)2

p2+2it
+ · · ·

)
+ o(1) := c′xit + o(1)

for some constant c′, since the product over p above converges by (33). But since f satisfies
property R with some constant c, this implies

c = c′xit + o(1),

as x → ∞, which is an evident contradiction since m 7→ mit, m ≥ x0 is dense on the unit
circle. Thus (33) holds with t = 0. �

Proof of Theorem 1.3. Applying Lemma 3.2 and Lemma 3.3, we may assume that D(f, 1;∞) <
∞. Let ε,H,w be parameters obeying (20).

Let W =
∏
p≤w p

w for some w ≥ 1. Assuming that f(p) 6= 1 for infinitely many primes p,
we can repeat the argument as in the proof of Proposition 2.4 verbatim with χ being trivial
character and t = 0 to end up with a contradiction.

Consequently, we let p1, . . . , pk be the primes for which f(pi) 6= 1. If |f(pi)| < 1 for all
i ≤ k we are done by the if direction of the proof. Otherwise, choose some r such that f(r) 6= 1
and |f(r)| = 1, and let z = f(r) 6= 1. Let Q be the product of all pi, pi 6= r. By Lemma 2.1, it
suffices to prove that if χ∗ (mod Q) is the principal character, then the function χ∗r,z (defined
as in (27)) does not satisfy ∑

n≤x
χ∗r,z(n) = c′x+O(1)(34)

for any c′ 6= 0. If we define Q′ = rQ and R(y) :=
∑

n≤y 1(n,Q′)=1 − (ϕ(Q′)/Q′)y, then the

left-hand side of (34) can be written as∑
k≤2 log x

zk
(ϕ(Q′)

Q′
· x
rk

+R
( x
rk

))
=
ϕ(Q′)

Q′
· 1

1− z/r
x+

∑
k≥0

zkR
( x
rk

)
+O(1).

The last sum over k is clearly O(log x), so we must have c′ = (ϕ(Q′)/Q′)(1− z/r)−1 and∑
k≥0

zkR
( x
rk

)
= O(1).

However, following the proof of Lemma 2.8 verbatim, this can happen only if

R(mQ) = 0 for all m ≥ 1.

But then following the proof of Lemma 2.9 verbatim, we conclude that z = χ∗(r) = 1, which
is a contradiction, and this finishes the proof. �

Proof of Corollary 1.5 a). Let f : N → C be a completely multiplicative function which
satisfies (4) and |f(n)| ∈ {0, 1} for all n. By Theorem 1.3 there is a finite set S of primes such
that for all p /∈ S we have f(p) = 1, and otherwise |f(p)| < 1, so actually f(p) = 0. But this
means that f(n) = 1(n,Q)=1 for some Q ≥ 1. �

4. Proof of Theorem 1.1

In this section, we apply the rotation trick to prove the square-free discrepancy conjecture
(Theorem 1.1). Unlike in the previous sections, we need to apply the trick to functions that
are not completely multiplicative. The proof is carried out in two steps, the first of which is
the following proposition that reduces us to the case of modified characters.
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Proposition 4.1. Let g : N → {−1,+1} be a multiplicative function, and let f = µ2g.
Assume that f pretends to be a real quadratic character χ modulo q, and let S := {p : f(p) 6=
χ(p)}. If

lim sup
x→∞

∣∣∣∑
n≤x

f(n)
∣∣∣ <∞,

then |S| <∞.

Proof. Note that f(n) = µ2(n)
∏
p|n g(p), so we may assume without loss of generality that g

is completely multiplicative.
Let H be sufficiently large in terms of q, and for m ∈ N set IH(m) := [(H!)2m+1, (H!)2m+

H]. Let 1 ≤ ` ≤ H. Fix a set r = {r1, . . . , r`} ⊂ [1, H] such that

(i) µ2(rj) = 1 for all 1 ≤ j ≤ `;
(ii) p|rj ⇒ p /∈ S, for all 1 ≤ j ≤ `;

the existence of such tuples, for H large enough in terms of `, follows from a lower bound
sieve. By the pigeonhole principle we can then select a subset r′ = {r′1, . . . , r′t} ⊆ r such that
g(r′j) = g(r′k) for all 1 ≤ j, k ≤ t, with t ≥ `/2.

Assume that |S| = ∞. Then we can pick distinct primes p1, . . . , pt > H with pj ∈ S for
all 1 ≤ j ≤ t. With the t-tuple r′ chosen above and x chosen large as a function of H, we
define the set

Mr′(x) :=
{
m ≤ x :

(
p ∈ S ∧ p|

∏
n∈IH(m)

n⇒ p ≤ H
)

and µ2((H!)2m+ r) = 1r∈r′ , r ∈ [1, H]
}
.

We claim that Mr′(x)�H x, which we may prove as follows.
Let w be large enough in terms of H, and H large enough relative to ` in order for the

following estimates to hold:

H
∑
p>w
p∈S

1

p
, `
∑
p>w

1

p2
� 1/H

For each j /∈ r′ fix a prime Pj ∈ (w, 10w] ∩ Sc, and define P ≤ (10w)H = OH(1) to be their
product. By the Chinese remainder theorem, there is a residue class a (mod P 2) such that if
m ≡ a (mod P 2) then (H!)2m+ j ≡ 0 (mod P 2

j ) for all j /∈ r′.

Set W :=
∏
p≤w p and consider the arithmetic progression

A(x) := {m ≤ x : m ≡ a (mod P 2),m ≡ 0 (mod W 2)} := {m ≤ x : m ≡ a′ (mod (PW )2)}.
We claim that |A(x)\Mr′(x)| ≤ |A(x)|/2 for H large enough, which implies in particular
that

|Mr′(x)| � |A| � x/(WP )2 �H x,

as required. To see this, let m ∈ A(x)\Mr′(x). Thus, either: (a) there is a 1 ≤ j ≤ H for
which p|((H!)2m+j) for some p ∈ S, p > H, or (b) there is r′j ∈ r′ such that p2|((H!)2m+r′j)
for some prime p.

In case (a), as W 2|m it follows in fact that p > w, and as p ∈ S we have that p - PW .
Thus, by the union bound and the Chinese remainder theorem the number of m in question
is

�
∑

1≤j≤H

∑
p>w
p∈S

∑
m≤X

m≡a′ (mod (PW )2)
(H!)2m+j≡0 (mod p)

1� X

(PW )2
·H

∑
p>w
p∈S

1

p
� X

(PW )2H
.

In case (b), if p2|((H!)2m+r′j) then, again as W 2|m we have p > w (with p - P since otherwise

p = pi for some i, whence p|(r′j − i) a contradiction to the fact that p > w ≥ H). Thus, again
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by the union bound and the Chinese remainder theorem the number of such elements of A(x)
is bounded by

≤
∑

1≤j≤t

∑
p>w
p-P

∑
m≤X

m≡a′ (mod (PW )2)
(H!)2m+r′j≡0 (mod p2)

1� X

(PW )2
· `
∑
p>w

1

p2
� X

(PW )2H
.

In summary, we obtain

|A(x)\Mr′(x)| � X

(PW )2H
� |A(x)|/H,

which is indeed ≤ |A(x)|/2 as soon as H is sufficiently large, as required.
We also define Nr′(x) to be the set of m ≤ x satisfying the following properties:

(i) if p ∈ S and p|
∏

1≤r≤H
r 6∈r′

((H!)2m+ r), then p ≤ H;

(ii) for each 1 ≤ j ≤ t, (H!)2m+r′j ≡ pj (mod p2j ), and if p ∈ S\{pj} then p - ((H!)2m+rj);

(iii) We have µ2((H!)2m+ r) = 1r∈r′ .
By a similar argument as for Mr′(x), this set satisfies Nr′(x) �pj ,H x by the Chinese
remainder theorem and a lower bound sieve.

We now pick m′ ∈ Nr′(x) and m ∈ Mr′(x) with m′ > m and note that (using notation
from Subsection 1.2) ((H!)2m+ r′j , S) = pj(r

′
j , S ∩ [1, H]) = pj . Now, if we set

Pr(m) :=
∏

pk||(H!)2m+r
p∈S

pk,

then for m ∈Mr′(x) we have Pr′j (m) = r′j/
∏
pk||r′j ,p 6∈S

pk and recalling g(p) = χ(p) for p 6∈ S
this implies

g((H!)2m+ r′j) = g(Pr′j (m))χ
( (H!)2

Pr′j (m)
m+

r′j
Pr′j (m)

)
= g(Pr′j (m))χ

( r′j
Pr′j (m)

)
= g(r′j),

for all 1 ≤ j ≤ t, where the last equality comes from g(rj) =
∏
pk||rj ,p∈S g(pk)

∏
pk||rj ,p 6∈S g(pk).

On the other hand, as ((H!)2m′ + r′j , S) = pj · (r′j , S ∩ [1, H]) for m′ ∈ Nr′(x), we have

Pr′j (m
′) = pjPr′j (m) = pjr

′
j/
∏
pk||r′j ,p 6∈S

pk, and so

g((H!)2m′ + r′j) = g(pj)g(Pr′j (m))χ
((H!)2m′ + r′j

pjPr′j (m)

)
= gχ(pj)g(Pr′j (m))χ

( (H!)2

Pr′j (m)
m+

r′j
Pr′j (m)

)
= gχ(pj)g(Pr′j (m))χ

( r′j
Pr′j (m)

)
= gχ(pj)g(r′j).

Using the preceding two formulas and recalling the definitions of Mr′(x) and Nr′(x), it
follows that∣∣∣ ∑

n∈IH(m′)

f(n)−
∑

n∈IH(m)

f(n)
∣∣∣ =

∣∣∣ ∑
n∈IH(m′)
µ2(n)=1

g(n)−
∑

n∈IH(m)
µ2(n)=1

g(n)
∣∣∣

=
∣∣∣ ∑
1≤j≤t

(g((H!)2m′ + r′j)− g((H!)2m+ r′j))
∣∣∣

=
∣∣∣ ∑
1≤j≤t

(1− (gχ(pj)))g(r′j)
∣∣∣ = 2t ≥ `
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given that g(rj) has the same sign for all 1 ≤ j ≤ t, and gχ(pj) = −1 on S. Now since H can
be taken large, ` can also be chosen as large as desired; on the other hand, we have∣∣∣ ∑

n∈IH(m′)

f(n)−
∑

n∈IH(m)

f(n)
∣∣∣ ≤ 4 sup

1≤y≤2(H!)2x

∣∣∣∑
n≤y

f(n)
∣∣∣.(35)

Thus the right-hand side of (35) can be made arbitrarily large. This is a contradiction, so
the claim |S| <∞ follows. �

The case of modified characters that remains is still nontrivial, and we handle it in the
following proposition.

Proposition 4.2 (A Dirichlet series argument). Let g : N→ {−1,+1} be multiplicative, and
let f = µ2g. Suppose that there exists a real character χ such that g(p) = χ(p) for all but
finitely many p. Then for any ε > 0 we have∑

n≤x
f(n) = Ω(x1/4−ε).

Remark 4.1. A version of this result conditional on GRH was obtained by Aymone [?, Thm
1.3].

Proof. We may assume that χ (mod q) is non-principal, as otherwise a bound of � x for the
partial sums follows from Delange’s theorem (Lemma 3.1).

Consider the Dirichlet series F (s) :=
∑

n≥1 f(n)/ns of f , which defines an analytic

function in the region Re(s) > 1. Also, put Mf (x) :=
∑

n≤x f(n). We will show that

|Mf (x)| = O(x1/4−ε) cannot hold for any fixed ε > 0.
By partial summation, we have

F (s) =

∫ ∞
1

Mf (x)x−s−1dx,

initially for Re(s) > 1, but if Mf (x) = O(x1/4−ε), then this formula extends F analytically
to the half-plane Re(s) > 1/4− ε.

Let q′ be the product of q and those finitely many primes for which g(p) 6= χ(p). Now,
comparing Euler products when Re(s) > 1, we note that since χ(p)2 = 1 for all p - q′,

F (s) =
∏
p

(
1 + g(p)p−s

)
=
∏
p|q′

(1 + g(p)p−s)
∏
p-q′

(1 + χ(p)p−s)

=
∏
p|q′

(1 + g(p)p−s)
∏
p-q′

(1− p−2s)(1− χ(p)p−s)−1

=
∏
p|q′

(1 + g(p)p−s)(1− χ(p)p−s)(1− p−2s)−1L(s, χ)ζ(2s)−1

=: P (s)L(s, χ)ζ(2s)−1.

Note that P (s) extends analytically to Re(s) > 0 and has no zeros there, so by analytic
continuation we see that L(s, χ)ζ(2s)−1 = F (s)/P (s) is analytic in the half-plane Re(s) >
1/4− ε.

By an old result of Hardy and Littlewood [?], we can find � T real numbers γ ∈ [−T, T ]
such that ζ(1/2 + 2iγ) = 0. Thus, there are � T points ρ = 1/4 + iγ at which ζ(2ρ) = 0.
Since L(s, χ)/ζ(2s) must be analytic along Re(s) = 1/4, we have L(ρ, χ) = 0 for these � T
points ρ, and thus

|{(σ, t) ∈ (0, 1/4]× [−T, T ] : L(σ + it, χ) = 0}| � T.(36)
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On the other hand, since χ is real, the functional equation gives that L(σ + it, χ) = 0 if and
only if L(1−σ−it, χ) = 0 whenever σ ∈ (0, 1), and combining this with Huxley’s zero density
estimate [?], we have

|{(σ, t) ∈ (0, 1/4]× [−T, T ] : L(σ + it, χ) = 0}| = |{(σ, t) ∈ [3/4, 1)× [−T, T ] : L(σ + it, χ) = 0}|

�η (qT )(12/5+η)(1−3/4) � T 0.7 = o(T ),

which contradicts (36). (Note that we only needed a very weak saving here, and thus also
some zero density estimates older than Huxley’s would have sufficed.)

It follows that F (s) is not analytic in Re(s) > 1/4− ε if ε > 0, and therefore |Mf (x)| �
x1/4−ε for infinitely many integers x ≥ 1, which is the desired contradiction. �

Proof of Theorem 1.1. Assume for the sake of contradiction that there is a multiplicative
function g : N→ {−1,+1} such that for f := µ2g we have

lim sup
x→∞

∣∣∣∑
n≤x

f(n)
∣∣∣ <∞.(37)

By [?, Theorem 1.1], there is a real, primitive Dirichlet character χ modulo q, where (q, 6) = 1,
such that f pretends to be χ, i.e.,

∑
p(1 − f(p)χ(p))/p < ∞, and such that f(2)χ(2) =

f(3)χ(3) = −1. Now, by Proposition 4.1, the set S := {p : f(p)χ(p) = −1} must be finite.
But then g(p) = χ(p) for all but finitely many primes, in which case Proposition 4.2 gives
the desired a contradiction. �

5. Examples where f(p) vanishes at many primes

We now construct various types of completely multiplicative functions f that satisfy the
assumptions of Theorem 1.4 apart from

∑
p(1 − |f(p)|)/p < ∞, and that look nothing like

twisted Dirichlet characters. In particular, we will see that there are c = |R| such functions
f : N→ Q ∩ [−1, 1].

Note that any function f for which∑
n≤x
|f(n)| = O(1)(38)

trivially has bounded partial sums. We call functions not satisfying (38) nontrivial.
i) Let p be a prime. Let α ∈ (0, 1), and define a completely multiplicative function by

f(p) = e2πiα, f(p′) = 0 for all p′ 6= p. Then f is nontrivial. We clearly have∑
n≤x

f(n) =
∑

`≤log x/ log p

e(α`) = Oα(1),

using the geometric sum formula.
ii) Let h : N → {−1,+1} be a random completely multiplicative multiplicative function

(the values at the primes being independent Rademacher random variables). Let f(n) =
h(n)/nr for any fixed r ∈ [0, 1]. Then f is nontrivial. Moreover, if r > 1/2, almost surely we
have ∑

n≤x
f(n) = O(1),(39)

whereas if r < 1/2, then almost surely (39) fails. Thus there is a transition in behavior at
r = 1/2. The above implies that if we remove from Theorem 1.4 the assumption (5), then there
are cardinality c = |R| counterexamples, even when restricted to functions f : N→ Q∩[−1, 1].



20 OLEKSIY KLURMAN, ALEXANDER P. MANGEREL, COSMIN POHOATA, AND JONI TERÄVÄINEN

iii) When it comes to deterministic versions of the example above, if f(n) = λ(n)/n where
λ is the Liouville function, then by the prime number theorem and partial summation (and
the fact that

∑
n≥1 λ(n)/n = 0), for x sufficiently large we have∣∣∣∑

n≤x
f(n)

∣∣∣�A (log x)−A,

which establishes rapid decay of the partial sums towards zero in this case. More generally, if
f(n) = h(n)/n with D(h, λ;∞) <∞, then h is nontrivial and the partial sums of f converge
to zero by [?, Theorem 2.4]. Thus, the partial sums of a nontrivial f can even converge to
zero without f resembling a character.

iv) By Lemma 2.1, if we perturb any of the above functions f by choosing a finite set S
of primes and changing their values at p ∈ S to be any numbers zp with |zp| < 1, then the
partial sums continue to be bounded.

As noted before, the assumption (5) in Theorem 1.4 is equivalent to
∑

n≤x |f(n)| = Ω(x).

Let us indicate why relaxing this assumption even a bit, say to
∑

n≤x |f(n)| = Ω(x/(log x)δ),
would either require a completely different approach or considerable progress on correlations
of multiplicative functions. If we follow the reduction to the pretentious case in Lemma 2.3
for such “sparse” f , then to achieve that reduction we would need

max
1≤|h|≤H

∑
n≤x

f(n)f(n+ h)

n
= o
( 1

H

∑
n≤x

|f(n)|2

n

)
for H = (log x)δ (we cannot take H smaller than this, since otherwise we would expect the
right-hand side of (16) to be O(1)). Since f is a sparse function, no such estimate is currently
known, even for fixed h. Also the range of uniformity 1 ≤ h ≤ H required here goes beyond
what is currently known even for the case of non-sparse functions f : N → U. Therefore,
obtaining such a relaxation of our assumption appears challenging.
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