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ON THE BEHAVIOR OF NODAL LINES NEAR THE BOUNDARY
FOR LAPLACE EIGENFUNCTIONS ON THE SQUARE

OLEKSIY KLURMAN AND ANDREA SARTORI

Abstract. We are interested in the effect of Dirichlet boundary conditions on the nodal
length of Laplace eigenfunctions. We study random Gaussian Laplace eigenfunctions on
the two dimensional square and find a two terms asymptotic expansion for the expec-
tation of the nodal length in any square of side larger than the Planck scale, along a
denisty one sequence of energy levels. The proof relies on a new study of lattice points
in small arcs, and shows that the said expectation is independent of the position of the
square, giving the same asymptotic expansion both near and far from the boundaries.

1. Introduction

1.1. Laplace eigenfunctions on plane domains. Let Ω ⊂ R2 be a plane domain with
piece-wise real analytic boundaries, and let {φi}i≥1 be the sequence of Laplace eigenfunc-
tions for the Dirichlet (or Neumann) boundary value problem:{

∆φi(x) + λ2
i (x) = 0 x ∈ Ω

φi(x) = 0 (or ∂νφi(x) = 0) x ∈ ∂Ω,
(1.1)

where ∆ = ∂2
x+∂2

y for the standard two dimensional (flat) Laplace operator, {λi}i≥1 is the
discrete spectrum of ∆, ∂Ω denotes the boundary of Ω and ∂ν the normal derivative. The
nodal set φ−1

i (0) of an eigenfunction φi is a smooth curve outside a (possibly infinite) set
of points [10]. We are interested in the behavior of the nodal length L(φi) := H(φ−1

i (0)),
where H(·) is the Hausdorff dimension, near the boundary of the domain ∂Ω.

Berry [3] conjectured that high energy Laplace eigenfunctions, on a chaotic surfaces,
should behave as superposition of waves with random direction and amplitude, that is as
a Gaussian field F with covariance function

E[F (x)F (y)] = J0(|x− y|).
Subsequently Berry [4] adapted to above model to predict the behavior of the nodal lines
in the presence of boundaries. He considered the the random superposition of plane waves

G(x1, x2) =
1√
J

J∑
j=1

sin(x2 sin(θj)) cos(x1 cos(θj) + ψj),

where J →∞ and the θj and the ψj are random phases, so that the horizontal axis x2 = 0
serves as a model of the boundaries. Importantly, Berry found that the density of nodal
lines near the boundary is smaller than the the density far away from the boundaries and
this resulted in a (negative) logarithmic correction term on the expected nodal length.

In the case of plane domains with piece-wise real analytic boundaries (and in the much
more general case of real analytic manifolds with boundaries) Donnelly and Fefferman
[12] found L(φi) to be proportion to λi, that is

cΩλi ≤ L(φi) ≤ CΩλi (1.2)

1



NODAL LINES ON THE SQUARE 2

for constants cΩ, CΩ > 0, thus corroborating both Berry’s predictions and a conjecture
of Yau asserting that (1.2) holds on any C∞ manifold (without boundaries). It worth
mentioning that Yau’c conjecture was established for the real analytic manifolds [6, 7, 11],
whereas, more recently, the optimal lower bound and polynomial upper bound were proved
[15, 16, 17] in the smooth case. Unfortunately, results such as (1.2) do not shade any light
into the possible effect of boundary conditions on the nodal length.

In order to understand the behavior of the nodal length near the boundaries, we
study random Gaussian Laplace eigenfunctions on the 2d square, also known as boundary
adapted Arithmetic Random Waves. We find a two terms asymptotic expansion for the

expectation of the nodal length in squares, of size slightly larger than λ
−1/2
i , the Planck

scale, both near and far away from the boundaries. In both cases, the said expectation
has the same two terms asymptotic expansion showing that the effect of boundaries seem
to be uniform in the whole square, even at small scales. Our findings extend previous
results obtained by Cammarota, Klurman and Wigman [8], who studied the expectation
of the global nodal length of Gaussian Laplace eigenfunctions on [0, 1]2, with Dirichlet
boundary conditions, and complement a similar study on the two dimension round sphere
by Cammarota, Marinucci and Wigman [9].

1.2. Laplace spectrum of [0, 1]2. The Laplace eigenvalues on the square [0, 1]2 with
Dirichlet boundary conditions are given by integer representable as the sum of two squares,
that is n ∈ S := {n ∈ Z : n = a2 + b2 for some a, b ∈ Z} and the eigenfunctions can be
written explicitly as a Fourier sum

fn(x) =
4√
N

∑
ξ∈Z2\∼
|ξ|2=n

aξ sin(πξ1x1) sin(πξ2x2) (1.3)

where N is the number of lattice points on the circle of radius n, x = (x1, x2), ξ = (ξ1, ξ2),
the aξ’s are complex coefficients and, in order to avoid repetitions, the sum is constrained
by the relation ξ ∼ η if and only if ξ1 = ±η1 and ξ2 = ±η2.

Boundary adapted Arithmetic Random Waves (BARW) are functions fn as in (1.3)
where the aξ’s are i.i.d. standard Gaussian random variables. Alternatively, BARW are
the continuous, non-stationary, that its law of fn is not invariant under translations by
elements of R2, Gaussian field with covariance function

rn(x, y) = E[f(x)f(y)] =
16

N

∑
ξ\∼

sin(πξ1x1) sin(πξ2x2) sin(πξ1y1) sin(πξ2y2). (1.4)

For the said model, Cammarota, Klurman and Wigman [8] found that the expectation
of the global nodal length of fn depends on the distribution of the lattice points on the
circle of radius n. Explicitly, they showed that

E[L(fn)] =

√
n

2
√

2

(
1− 1 + ν̂n(4)

16N
+ on→∞

(
1

N

))
(1.5)

where the limit is taken along a density one1 sub-sequence of eigenvalues,

νn =
1

N

∑
|ξ|2=n

δξ/√n ν̂n(4) =

∫
S1

cos(4θ)dν(θ) (1.6)

1A sub-sequence S′ ⊂ S is of density one if lim
X→∞

|n ∈ S′ : n ≤ X|/|n ∈ S : n ≤ X| = 1.
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and δξ/√n is the Dirac distribution at the point ξ/
√
n ∈ S1. Moreover, they showed that

there exists subsequences of eigenvalues ni such that (1.6) holds and ν̂ni(4) attains any
value in [−1, 1], thus showing that all intermediate “nodal deficiencies” are attainable.

Let L(fn, s, z) = Vol{x ∈ B(s, z) : fn(x) = 0}, where B(s, z) is the box of side s > 0
centered at the point z ∈ [0, 1]2, we prove the following:

Theorem 1.1. Let fn be as in (1.3) and ε > 0, then there exists a density one sub-
sequence of n ∈ S such that

E[L(fn, s, z)] = Vol(B(s, z) ∩ [0, 1]2)

√
n

2
√

2

(
1− 1 + ν̂n(4)

16N
+ on→∞

(
1

N

))
(1.7)

uniformly for s > n−1/2+ε and z ∈ [0, 1]2. Moreover, for every a ∈ [−1, 1] there exists a
subsequence of eigenvalues ni such that ν̂ni(4)→ a and (1.7) hold.

The main new ingredient in the proof of Theorem 1.1 is the study of the distribution
of lattice points in small arcs, which we shall now briefly discuss.

1.3. Semi-correlations and lattice points in shrinking sets. The study of the nodal
length in the Boundary adapted Arithmetic random wave model is intimately connected
to the following general result which we shall establish in the next sections.

Theorem 1.2. Let ` > 0 be an even integer and let v be any fixed directional vector in
R2. Let Pv : R2 → R2 denote the operator of projection on the subspace generated by v.
Let N = N(n) be the number of points ξi = (ξ1

i , ξ
2
i ) ∈ Z2 with |ξ1

i |2 + |ξ2
i |2 = n. Then for

any given ε > 0 there exists a density one sub-sequence of n ∈ S so that the inequality∣∣∣∣∣Pv(
∑̀
m=1

ξi)

∣∣∣∣∣ ≤ n1/2−ε (1.8)

has 1
`!
N `/2 + o(N `/2) solutions.

Theorem 1.2 has a simple albeit important geometric interpretation: for almost all
n ∈ S, cancellations in the vector sum

∑2`
i=1 ξi with |ξi|2 = n along any given direction v

can occur only for trivial reasons, namely when the last ` vectors form a cyclic permutation
of the first ` vectors with opposite signs.
Theorem 1.2 refines and strengthens several important results in the subject. We highlight
that in the case when Pv is replaced by the identity operator the same conclusion follows
from the work of [2], which in turn generalized earlier work by Bombieri and Bourgain
[5] where the right hand side of (1.8) was assumed to be identically equal to zero. In our
setting, the case when v = (0, 1) and the right hand side being equal to zero has been
treated in [8].

To facilitate discussion below, we let ξ = (ξ1, ξ2) with |ξ|2 = n and Mt(n, `) be the
number of semi-correlations, that is solutions to

ξ1
t + ...+ ξ`t = 0 (1.9)

for t = 1, 2 and ξj = (ξj1, ξ
j
2) are representations of n as the sum of two squares. We have

the following result, see [8, Theorem 1.3]:

Lemma 1.3. Let ` > 0 be an even integer then for a density one of n ∈ S, we have

Mt(n, `) ≤ C`N
`/2 N →∞

for some constant C` > 0 and uniformly for t = 1, 2.
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Of particular importance in our study of BARW will be the following special case of
Theorem 1.2: let K > 0 be a (large) parameter and let V t(n, `,K) be the number of
solutions to

0 < |ξ1
t + ...+ ξ`t | ≤ K (1.10)

for t = 1, 2, then we shall prove the following result.

Theorem 1.4. Let ε > 0 and ` > 0 be an integer. Then, for a density one of n ∈ S, we
have

V t(n, `, n1/2−ε) = ∅.

We will also need the following simple separation result.

Lemma 1.5. Let ε > 0 then, for a density one of n ∈ S, we have

|ξt| ≥ n1/2−ε

for t = 1, 2 and for all |ξ|2 = n.

Finally, we construct sequence of circles satisfying the conclusion of Lemma 1.5 and
Theorem 1.4 for which we can control the angular distribution:

Lemma 1.6. Let ε > 0 be given. For any a ∈ [−1, 1], there exists a sequence {ni}i≥1,
with Nni → ∞ whenever i → ∞, such that ν̂ni(4) → a and the conclusions of Theorem

1.4, Lemma 1.5 hold and moreover V t(nj, l, n1/2−ε
j ) = ∅.

1.4. Notation. We write A � B or A = O(B) to designate the existence of a constant
C > 0 such that A ≤ CB, we denote the dependence the constant C depends on some
parameter ` say, as A �` B. We write B(s, z) for the box centered at z ∈ T2 of side
length s > 0. For two integers m,n, we write m|n if there exists some integer k such that
n = km.

2. Proof of semi-correlations results

2.1. Number theoretic preliminaries. We will need the following two standard re-
sults: the first is the following result due to Kubilius [14] about Gaussian primes, which
are primes P ⊂ Z[i] such that P ∩ Z = p with p ≡ 1 (mod 4).

Lemma 2.1 (Kubilius). Let θ1, θ2 ∈ [0, 2π]. Then, the number of Gaussian primes in the
sector arg(P) ∈ [θ1, θ2] such that |P|2 ≤ X is

2

π
(θ1 − θ2)

∫ X

2

dx

log x
+O(X exp(−c

√
logX)).

The second is Landau’s Theorem, see for example [13, Theorem 14.2]: there exists some
explicit constant c > 0 such that

#{n ∈ S ′ : n ≤ X} = c
X√

logX
(1 + o(1)). (2.1)
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2.2. Proof of Lemma 1.6.

Proof of Lemma 1.6. Fix large m ≥ 1 and small δ > 0. We apply Lemma 2.1 to select
infinite sequence of primes pn with the property that pn = πnπ̄n, pn = 1 (mod 4) and
|arg(πn)| ≤ δ

100m
. Furthermore, we choose large prime p with

|ν̂p(4)− a| ≤ ε

2
, (2.2)

where ν̂ is as in (1.6) and consider the numbers of the form n = pmn p. For such pn we have

|ν̂pn(4)− 1| ≤ δ

2m
(2.3)

and Nn > 2m. From the convolution identity ν̂n(4) = (ν̂pn(4))mν̂p(4) and the triangle
inequality deduce the bound

|ν̂n(4)− s| ≤ m|ν̂pn(4)− 1|+ |ν̂p(4)− s| ≤ m · δ
2m

+
δ

2
= δ.

We claim that inequality (1.10) has only trivial solutions for appropriately chosen values
of pn, p, which satisfy (2.2) and (2.3).
To this end, we let πn = |πn|eiφ and p = π · π̄ with arg π = α. For a given point ξi with
integer coordinates and |ξi| =

√
n we write ξj =

√
nei(jφ±α+r π

2
) for some |j| ≤ m and

r = {0, 1, 2, 3}. In these notation we rewrite (1.10) in the form∣∣∣∣∣∑̀
j=1

εj cos
(
ljφ± α +

πrj
2

)∣∣∣∣∣� 1

nε
, (2.4)

where εj = {+1,−1} and |lj| ≤ m for 1 ≤ j ≤ `. The left hand side of (2.4) can therefore
be viewed as a trigonometric polynomial

Fm(φ) =
r∑
j=1

cos(mjφ)(αj cosα + βj sinα) + sin(mjφ)(α
(1)
j cosα + β

(1)
j sinα), (2.5)

where 1 ≤ m ≤ ` and 0 ≤ m1 < m2 < . . .mr with −` ≤ αj, α
(1)
j , βj, β

(1)
j ≤ ` with

the constraints |Fm(φ)| � 1
nε
. For any fixed `, there are finitely many choices for the

coefficients αj, α
(1)
j , βj, β

(1)
j and therefore we can select angle α for which the corresponding

prime p satisfies (2.2) and such that a sinα+ b cos(α) 6= 0 for all a, b ∈ Z with |a|+ |b| 6= 0
and |a|, |b| ≤ `. Now since each Fr(φ) is a trigonometric polynomial of a total degree at
most 2`, each non degenerate equation Fm(φ) = 0 has at most 2` solutions. Therefore, the
total number of solutions to all such equations is bounded in terms of m, `. Consequently,
by adjusting appropriate constants and using the uniform continuity, we may find a point
|φ0| < δ

200m
, such that

|Fm(φ)| �m 1

for all |φ−φ0| � δ
200m

uniformly for all polynomials defined above. By Lemma 2.1, there

are infinitely many primes pn with angle |φ0 − φ| � δ
200m

. For such prime pn, we have

|Fm(arg πn)| �m 1� 1

nε

for sufficiently large pn, which concludes the proof. �
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2.3. Proof of Theorem 1.4. We begin by proving Theorem 1.4 in the case of square-free
numbers. To this end, for any fixed K ≥ 1 we introduce the pre-sieved set

ΩM,K = {n ≤M, rad(n) = n, p|n ∈ S ⇒ p ≥ K},
where rad(n) =

∏
p|n p, that is the product over primes dividing n without multiplicity,

and let ΩM := ΩM,1 = S ∩ [1,M ]. We will need the following lemma borrowed from [5].

Lemma 2.2. For m ∈ ΩM,K , let m = p1·2 · . . . pr be its factorization with K < p1 <
p2 · · · < pr. Then as M → ∞ we have ps > 2sΦ(s) for 1 ≤ s ≤ r holds for all m ∈
ΩM,K \ Ω

(1)
M,K , where the exceptional set Ω

(1)
M,K has cardinality

|Ω(1)
M,K | ≤ η(K,Φ)|ΩM,K |

with η(K,Φ) → 0 as K → ∞. If Φ(x) = o(log x), then we can choose η(K,Φ) = K−1+δ

for every fixed δ > 0.

The next proposition is crucial and estimates the number of solutions (1.10) for almost
all admissible integers m ∈ ΩM,K .

Proposition 2.3. Let ε, δ > 0 be fixed. If K ≥ K(δ) and M → ∞, then for all but
K−1+δ|ΩM,K | elements m ∈ ΩM,K we have V t(m, `,m1/2−ε) = ∅.

Proof. Let S̃ ⊂ S such that for every n ∈ S̃ we have V t(m, `,m1/2−ε) 6= ∅. For any prime
p we write p = π · π̄ where π is the corresponding Gaussian prime with arg(π) ∈ [0, π/2].
For any integer s ≥ 1 we introduce the set

Fs =
{
n ∈ ΩM,K , ω(n) = s, n ∈ S̃; ∀d 6= n, d|n⇒ d ∈ S \ S̃

}
.

Fix s ≥ 1 and consider n ∈ Fs with a given factorization n = p1 · p2 . . . ps, K < p1 <
p2 < · · · < ps. We have that there exist integer points {ξ}`j=1 with ‖ξj‖ =

√
n and

εj ∈ {−1, 0, 1}, 1 ≤ j ≤ ` with∣∣∣∣∣∑̀
j=1

εiRe(ξj)

∣∣∣∣∣ ≤ (p1 · p2 · · · · ps)1/2−ε.

Each point ξr can be uniquely written as a product ξr = ikξr
∏

j≤s π
∗
j,r where each π∗j,r ∈

{πj, π̄j} and kξr ∈ {0, 1, 2, 3}.We now regroup the terms in the last expression by collecting
πs and π̄s into different summands to end up with an equivalent form

|Re(πsAs−1) + Re(π̄sBs−1)| ≤ (p1 · p2 · · · · ps)1/2−ε, (2.6)

where each As−1, Bs−1 consists of the sum of at most `− 1 terms composed of first (s− 1)
Gaussian primes. Let πs = |πs|eiφs , As−1 = |As−1|eias−1 and Bs−1 = |Bs−1|eibs−1 . We
rewrite inequality (2.6) in the form

||As−1| cos(φs + as−1) + |Bs−1| cos(bs−1 − φs)| ≤
(p1 · p2 · · · · ps−1)1/2−ε

|πs|2ε
,

which after trigonometric manipulations simplifies to

| cos(φs)(|As−1| cos(as−1) + |Bs−1| cos(bs−1)) + sin(φs)(−|As−1| sin(as−1) + |Bs−1| sin(bs−1))|

(2.7)

≤ (p1 · p2 · · · · ps−1)1/2−ε

|πs|2ε
.
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Let φ0 ∈ [0, 2π) be the angle satisfying

sin(φ0) =
|As−1| cos(as−1) + |Bs−1| cos(bs−1)

((|As−1| cos(as−1) + |Bs−1| cos(bs−1))2 + (|As−1| sin(as−1)− |Bs−1| sin(bs−1))2)1/2

and

cos(φ0) =
−|As−1| sin(as−1) + |Bs−1| sin(bs−1)

((|As−1| cos(as−1) + |Bs−1| cos(bs−1))2 + (|As−1| sin(as−1)− |Bs−1| sin(bs−1))2)1/2
.

With these notations (2.7) implies the bound

| sin(φs + φ0)|

≤ (p1p2 . . . ps−1)1/2−ε

|πs|2ε((|As−1| cos(as−1) + |Bs−1| cos(bs−1))2 + (|As−1| sin(as−1)− |Bs−1| sin(bs−1))2)1/2
.

Since n ∈ Fs we have p1p2 . . . ps−1 = ñ|n and so by definition ñ ∈ S \ S̃. Therefore,

||As−1| cos(as−1) + |Bs−1| cos(bs−1))| = |Re(As−1 +Bs−1)| ≥ (p1 · p2 · · · · ps−1)1/2−ε

unless As−1 = Bs−1 = 0, in which case we end up with a trivial solution. Upon noting
that denominator of the above fraction is ≥ (p1p2 . . . ps−1)1/2−ε we deduce

| sin(φs + φ0)| ≤ 1

|πs|2ε
� 1

Jε
,

for some J > 0. Now for a fixed value of φ0, by convexity we have | sinx| ≥ 2
π
x for

x ∈ [0, π/2] which for q = {0, 1} yields a measure bound

|φs + φ0 + qπ| � 1

|πs|2ε.
(2.8)

We are now ready to estimate the number of m ∈ ΩM,K which give rise to a nontrivial
solution of (1.10). Applying Lemma 2.2 allows us to restrict to the case where m =
p1p2 . . . pr ∈ ΩM,K , with K < p1 < p2 < · · · < pr and pj ≥ 2jΦ(j) for any 1 ≤ j ≤ r
and some slowly growing function Φ(x) to be determined later. We observe that, for each
such m, there exists unique 1 ≤ s ≤ r such that the product p1p2 . . . ps ∈ Fs. Given
K < p1 < p2 < · · · < ps−1 we can form at most 2`(s−1) sums As−1 and Bs−1 and thus
produce at most 2`(s−1) distinct n = p1p2 . . . ps−1ps ∈ ΩM,K .
We start by partitioning the range of ps into dyadic intervals [J, 2J ] and note that there
are at most J1−ε′ suitable ps which satisfy (2.8) for any given ε′ > ε > 0. Indeed, we have

at most �
√
J choices for the one coordinate and � J1/2−ε′ choices for the other.

By Lemma 2.2, ps ≥ max{2sΦ(s), K} and therefore the total number of elements in S̃ ∩
[1,M ] induced by the elements in Fs is at most

� 2`
∑

p1,p2...ps−1

∑
J≤logM

∑
max {K,2sΦ(s)}≤ps∼J,p1...ps∈Fs

∣∣∣∣{m ≤ M

p1p2 . . . ps−1ps
, m ∈ ΩM,K

}∣∣∣∣
(2.9)

� 2ls
∑

J≤logM

∑
max {K,2sΦ(s)}≤ps∼l

Im/ps∈ΩK,M

� 2ls
∑

max {K,2sΦ(s)}≤J≤logM

M

J
√

log J
· J1−ε
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where the last estimate comes from “conditioning” on at most J1−ε possible values of ps
and the fact that m ∈ ΩK,M . The last sum is clearly bounded above by� 2ls M

max {K,2ε′sΦ(s)} .

Since the choice of the function Φ(x) is at our disposal as long as Φ(x) = o(log x), we can
follow the same arguments as in [5] verbatim with Φ(x) replaced by ε′Φ(x) to arrive at
the conclusion. �

We are now ready to handle the general case.

Proof of Theorem 1.4. Fix large K > 0 and consider PK =
∏

p≤K p. Each n ∈ N can be

written in the form n = nKnb where (nb,PK) = 1 and rad(nK)|PK . Since the number of
n ∈ ΩM for which p2|n for some prime p ≥ K, is bounded above by∑

p>K

|ΩM
p2
| �

∑
p>K

M

p2
√

logM
� M

K logK
√

logM

and thus give negligible contribution. Consequently, we can restrict ourselves to the set
of integers with nb being square-free. We now fix nK ∈ N and count the number of
n ∈ S̃ ∩ [1,M ] with nK |n and ( n

nK
,PK) = 1. More precisely, we would like to count the

number of n, which give nontrivial solutions to

|
∑̀
i=1

Re(αiξi)| ≤ n1/2−ε

with αi|nK and ‖ξi‖ =
√
nb for 1 ≤ i ≤ `. We now follow the proof of Proposi-

tion 2.3 regarding αi as fixed coefficients. Let Ω4,1(n) denote the number of prime di-
visors p = 1(mod4) of n counting multiplicity. We have at most 2`Ω4,1(nK) choices for the
coefficients αi and so the number of n ∈ S̃ ∩ [1,M ] induced in this way, after appealing
to Proposition 2.3 is bounded above by∑

rad(nK)|PK

2`Ω4,1(nK)|ΩM/(nK),K | �
∑

rad(nK)∈PK

4kΩ4,1(nk)

nK

(
(K−1+δ + o(1))

M√
logM

)

�
(

(logK)`+1

K1−δ + o(1)

)
M√

logM
·

The result now follows by letting K →∞. �

We now briefly point out the modifications required for the proof of Theorem 1.2.

Sketch of the proof of Theorem 1.2. As before, let ` > 0 be an even integer and let v be our
directional vector in R2 and set v = |v|eiθv . We now follow the notations of Proposition 2.3
and observe that, upon performing rotation by the angle −θv, our equation (1.8) reduces
to ∣∣∣∣∣Re(

∑̀
m=1

e−iθvξi)

∣∣∣∣∣ ≤ n1/2−ε.

We can now follow the proof of the Proposition 2.3 verbatim and note that equation (2.6)
would now take a similar form∣∣Re(e−iθvπsAs−1) + Re(e−iθv π̄sBs−1)

∣∣ ≤ (p1 · p2 · · · · ps)1/2−ε.

This in turn would lead to similar expressions for sin(φ0) and cos(φ0) with the correspond-
ing angles as and bs replaced with as− θv and bs− θv. Crucially, the bound (2.8) remains
unchanged which would not affect the rest of the proof. �
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Finally, we conclude with a short proof of Lemma 1.5.

Proof of Lemma 1.5. We partition the interval [1, N ] into ∼ logN dyadic intervals of the
form [k, 2k]. Let ξ = (ξ1, ξ2) with |ξ|2 = ξ2

1 + ξ2
2 = m and k ≤ m ≤ 2k. We observe

that if |ξt| ≤ m1/2−ε ≤ k1/2−ε ≤ 2k1/2−ε then the number of integers k ≤ m ≤ 2k is
upper bounded by � k1/2k1/2−ε = k1−ε, where the first factor comes from the fact that
there are at most k1/2 choices for one coordinate and at most k1/2−ε choices for the other.
Summing over all such dyadic intervals we see that the total contribution of such ξ is
� logN ·N1−ε = o(N/

√
logN), thus Lemma 1.5 follows from Landau’s Theorem 2.1. �

3. Formula for the expectation in shrinking sets

3.1. Deterministic grid, reduction to n square-free. Let us denote by S ′ := {n ∈
S : n is square-free}. In this section, we show that, in order to prove Theorem 1.1, it is
enough to restrict ourselves to n ∈ S ′. More precisely, we show that if n is non-square
free, then there exists a deterministic grid where fn(x) = 0, see also [8]. However, for
most n ∈ S, its contribution is negligible compared to main term in Theorem 1.1.

To see this, let n ∈ S and write n = 2α2
∏

j p
αj
j

∏
k q

βk
k where p ≡ 1 (mod 4), q ≡ 3

(mod 4) and the βk’s are even, and consider the “fix”part

Q = 2α2

∏
k

qβkk . (3.1)

Then, letting ξ = (ξ1, ξ2) be any lattice point on the circle |ξ|2 = n, Q divides both ξ1

and ξ2. Therefore, fn, as in (1.3), vanishes on the grid

G(Q) = ∪
√
Q

k=1{x ∈ [0, 1]2 : x1 =
k√
Q

or x2 =
k√
Q
}.

Since, the length of the grid is

L(G(Q)) = 2(Q− 1),

and for almost all n ∈ S, thanks to the Erdos-Kac Theorem, see for example [19, Part
III Chapter 3], we have Q ≤ n1/4 � (log n)O(1), its contribution is negligible compared to
the main term in the statement of Theorem 1.1. Hence, upon rescaling ξ → ξ/Q, from
now on, we assume that n ∈ S ′.

3.2. Kac-Rice premises. The aim of this section will be to evaluate the zero density of
fn as defined in Proposition 3.1 (below) outside a set of “singular ”points. We begin with
the following, see also [8, Lemma 3.1]:

Proposition 3.1. Let n ∈ S ′ and fn be as in (1.3), moreover define the zero density of
fn to be

K1(x) =
1

(2π)1/2
√

Var(f(x))
E[|∇fn(x)||fn(x) = 0]

then

E[L(fn, z, s)] =

∫
B(z,s)∩[0,1]2

K1(x)dx.
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Proof. By [1, Theorem 6.3], it is enough to check that the distribution fn(x) is non-
degenerate for all x ∈ B(z, s), that is

Var(f(x)) = rn(x, x) =
16

N

∑
ξ\∼

(sin(πξ1x1) sin(πξ2x2))2 6= 0 (3.2)

for all x ∈ B(z, s). Since the left hand side of (3.2) is a sum of positive terms, if
Var(f(x)) = 0 then ξ1x1 = r1 ∈ Z or ξ2x2 = r2 ∈ Z for all ξ. Now, if ξ1x1 = r1 ∈ Z
and η2x2 = r2 ∈ Z, for ξ 6= η then x belong to a fine set of points and it does not affect
the integral. If ξix1 = ri for all ξ then choose ξ =

∏
j Pj and η =

∏
j Pj, where Pj are

Gaussian primes lying above the primes p ≡ 1 (mod 4) dividing n, to see that x1|Q, with
Q as in (3.1). This contradicts n being square-free. �

In order to evaluate the zero density of fn, we borrow the following lemma from from
[8, Lemma 2.2]:

Lemma 3.2. Let fn be as in (1.3) and x ∈ [0, 1]2, then

2

π2n
E[∇fn(x) · ∇tfn(x)|fn(x) = 0] = I2 + Γn(x)

where ∇t denotes the gradient transpose, I2 is the two by two identity matrix and Γn is
given by

Γn =
8

nN

[
b11 b12

b21 b22

]
− 128

nN2 Var(f(x))

[
d2

1 d1 · d2

d1 · d2 d2
2

]
where

b11(x) =
∑
ξ\∼

ξ2
1(cos(2πξ1x1)− cos(2πξ2x2)− cos(2πξ1x1) cos(2πξ2x2))

b12(x) = b21(x) =
∑
ξ\∼

ξ1ξ2 sin(2πξ1x1) · sin(2πξ2x2)

b22(x) =
∑
ξ\∼

ξ2
2(cos(2πξ1x1)− cos(2πξ2x2)− cos(2πξ1x1) cos(2πξ2x2))

d1(x) =
∑
ξ\∼

ξ1 sin(2πξ1x1) · sin(πξ2x2)2

d2(x) =
∑
ξ\∼

ξ2 sin(2πξ2x2) · sin(πξ1x1)2.

(3.3)

3.3. The singular set. Let fn be as in (1.3), z ∈ [0, 1]2, s > 0 and Γn be as in Lemma
3.2. In this section, we want to bound the contributions to E[L(fn, z, s)] coming from
points x ∈ B(z, s) where Γn is somewhat “large ”. More precisely, we divide B(z, s) into
O((s · n1/2)2/δ2) squares Qi of size δ/

√
n for some parameter δ > 0 to be chosen later,

and say that square Qi is singular if it contains a point such that

Var(f(x)) =: 1− sn(x) > 1− γ or |Tr(Γn)| ≥ γ or | det(Γn)| ≥ γ

for some γ > 0 to be chosen later. We denote by Qsing the union of the singular Qi. We
then prove the following proposition:
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Proposition 3.3. Let fn be as in (1.3), ` > 0 be an even integer and K1 be as in
Proposition 3.1. Then, for a density one of n ∈ S ′ we have∫

Qsing

K1(x)dx� s2
√
n

N `/2−1
.

In order to prove Proposition 3.3 we will need two lemmas. The first is the following
deterministic bound on the nodal set of Laplace eigenfunctions on the square, see [18,
Proposition 1.5]:

Lemma 3.4. Let fn be as in (1.3) and ε > 0, then

L(fn, z, s)s
−1 � s

√
n+N

uniformly for all z ∈ [0, 1]2 and s > 0.

The second is an estimate on the size of the singular set as follows:

Lemma 3.5. Let Qsing be as at the beginning of section 3.3 and and ` > 0 be an even
integer, then we have

Vol(Qsing)�`,γ s
2 max
t=1,2

Mt(n, `)

N `
+

1

N `

∑
ξ1,...,ξ`∑
i ξ
i
t 6=0

1

s|
∑

i ξ
i
t|

 ,

where the sum is subject to the relation ξ ∼ η and M t(n, `) is as in Lemma 1.3.

Proof. Let us first consider squares Qi where Var(f(x)) > 1−γ, that is |sn(x)| ≤ γ. Since
|∇s| ≤ 100

√
n and Qi has size δ/

√
n, choosing δ sufficiently small depending on γ, we

may assume that |sn(x)| ≤ γ/2 for all x ∈ Qi. Thus, by Chebyshev’s bound, for any even
integer ` > 0, we have

Vol{x ∈ B(z, s) ∩ [0, 1]2 : |sn(x)| ≥ γ/2} ≤ 2`

γ`

∫
B(z,s)∩[0,1]2

|sn(x)|`dx.

Re-writing the definition of rn(x, x) in (1.4) using sin(x)2 = (1/2)(1− cos 2x), we see that

sn(x) =
4

N

∑
ξ\∼

(cos(2πξ1x1) + cos(2πξ2x2)− cos(2πξ1x1) cos(2πξ2x2)) =: An(x1) +Bn(x2) + Cn(x).

Thus, since (a+ b+ c)` �` a
` + b` + c`, we have∫

B(z,s)∩[0,1]2
|sn(x)|`dx�`

∫
B(z,s)∩[0,1]2

An(x1)` +Bn(x2)` + Cn(x)`dx.

Let us consider An(x1), using the transformation x→ z + sy, we have∫
B(z,s)∩[0,1]2

An(x1)`dx� s2

∫ b(z)

a(z)

An(z1 + sy1)`dy1 ≤ s2

∫ 1/2

−1/2

An(z1 + sy1)`dy1, (3.4)

where s−1|a(z)|, s−1|b(z)| ≤ 1/2 correspond to the projection of B(z, s)∩ [0, 1]2 along the
X-axis. Moreover, using the formula cos(x + y) = cos(x) cos(y) − sin(x) sin(y), we may
write

An(z1 + sy1) =
1

N

∑
ξ\∼

cos(2πξ1z1) cos(2πξ1sy1)− sin(2πξ1z1) sin(2πξ1sy1)

=: A1
n(z1 + sy1) + A2

n(z1 + sy1).
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Thus, using the fact that (a+ b)` �` a
` + b`, the RHS of (3.4) can be bounded by∫ 1/2

−1/2

An(z + sy1)`dy1 �`

∫ 1/2

−1/2

A1
n(z + sy1)` + A2

n(z + sy1)`dy1. (3.5)

Let us consider A1
n, expanding the `-th power, we have∫ 1/2

−1/2

A1
n(z + sy1)`dy1 =

1

N `

∑
ξ1,...,ξ`

∏̀
i=1

cos(2πξi1z1)

∫ 1/2

−1/2

∏̀
i=1

cos(2πξi1sy1)dy1.

≤ 1

N `

∑
ξ1,...,ξ`

∣∣∣∣∣
∫ 1/2

−1/2

∏̀
i=1

cos(2πξi1sy1)dy1

∣∣∣∣∣ (3.6)

Thanks to the formula 2`−1
∏`

i=1 cos(ai) =
∑

v∈{−1,1}` cos (
∑

i viai) which follows by in-

duction using the formula cos(a · b) = (1/2)(cos(a+ b) + cos(a− b)), the inner integral on
the right hand side of (3.6) can be rewritten as∫ 1/2

−1/2

∏̀
i=1

cos(2πξi1sy1)dy1 = 2−`+1
∑

v∈{−1,1}`

∫ 1/2

−1/2

cos

(
2πsy1

(∑̀
i=1

viξ
i
1

))
dy1

Separating the terms with
∑

i viξ
i
1 = 0 from the others, bearing in mind that the sum

is over `-tuples satisfying the congruence relation ξ ∼ η if and only if ξ1 = ±η1 and
ξ2 = ±η2, we have

∑
ξ1,...,ξ`

∣∣∣∣∣
∫ 1/2

−1/2

cos

(
2πsy1

(∑̀
i=1

viξ
i
1

))
dy1

∣∣∣∣∣ ≤M1(n, `) +
∑

∑
ξi 6=0

∣∣∣∣∣
∫ 1/2

−1/2

cos

(
2πsy1

(∑̀
i=1

viξ
i
1

))
dy1

∣∣∣∣∣
=M1(n, `) +

∑
ξ1,...,ξ`∑
i ξ
i
1 6=0

O

(
1

s|
∑

i ξ
i
1|

)
(3.7)

uniformly for all choices of v ∈ {−1, 1}`. Thus, inserting (3.7) into (3.6), we obtain∫ 1/2

−1/2

|A1
n(z + sy1)|`dy1 ≤

M1(n, `)

N `
+

1

N `

∑
ξ1,...,ξ`∑
i ξ
i
1 6=0

O

(
1

s|
∑

i ξ
i
1|

)
. (3.8)

Inserting (3.8) into (3.5) and using a similar argument to bound the contribution from
A2
n(z + sy) we have

∫ 1/2

−1/2

An(z + sy1)`dy1 �` s
2 max
t=1,2

Mt(n, `)

N `
+

1

N `

∑
ξ1,...,ξ`∑
i ξ
i
1 6=0

O

(
1

s|
∑

i ξ
i
1|

) . (3.9)
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A similar argument bounds the contribution form Bn(x) and Cn(x). Therefore, all in
all, we have shown that

∫
B(z,s)∩[0,1]2

|sn(x)|`dx�l,ε s
2 max
t=1,2

Mt(n, `)

N `
+

1

N `

∑
ξ1,...,ξ`∑
i ξ
i
t 6=0

1

s|
∑

i ξ
i
t|

 (3.10)

We are left with considering squares with |sn(x)| ≤ γ, but |Tr(Γn)| ≥ γ or | det(Γn)| ≥
γ. Again by Chebyshev’s bound, for any ` > 0 ∈ even, we have

Vol{x ∈ B(z, s) ∩ [0, 1]2 : |Tr(Γn)| ≥ γ/2} ≤ 2`

γ`

∫
B(z,s)∩[0,1]2

|Tr(Γn)|`dx.

However, as we may assume that |sn(x)| ≤ γ, we perform the asymptotic expansion

1

1− sn(x)
= 1 +O

(
sn(x)2

)
,

in the formula for Tr(Γn) and observe that bounding moments of |Tr(Γn)| again reduces
to computations similar to moments of sn(x), which we therefore obit. Similarly, we can
bound moments of | det(Γn)| and Lemma 3.5 follows from (3.10). �

We are finally ready to prove Proposition 3.3:

Proof of Proposition 3.3. Let Q be a singular square, then Proposition 3.1 and Lemma
3.4, applied with s = n−1/2δ, imply that∫

Q

K1(x)dx = E[L(fn, Q)] .
δN√
n
.

Thus, Lemma 3.5, bearing in mind that each singular square is counted n-times, and
taking δ, γ > 0 to be two small, fixed constants, gives

∫
Qsing

K1(x)dx� s2

√
n

N `−1
max
t=0,1

Mt(n, `) +
∑
ξ1,...,ξ`∑
i ξ
i
t 6=0

1

s|
∑

i ξ
i
t|

 (3.11)

where ` > 0 is an even integer. Hence, in light of the fact that N � nε for all ε > 0,
Proposition 3.3 follows from (3.11) together with Lemma 1.3 and Theorem 1.4. �

4. Proof of Theorem 1.1

In order to complete the proof of Theorem 1.1, we need to evaluate the integral of K1,
as in Proposition 3.1, outside the singular set. This will be the content of the next section:

4.1. Asymptotic expansion outside the singular set. The following proposition fol-
lows from Lemma 3.2 and a standard calculations about the expectation of a two dimen-
sional Gaussian random variable, see also [8, Proposition 2.7]:

Proposition 4.1. Let K1(x) be as in Proposition 3.1, then for x ∈ [0, 1]2\Qsing we have

K1(x) =

√
n

2
√

2
+ Ln(x) + Υn(x)
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where

Ln(x) =
π
√
n

4
√

2

(
sn(x) +

Tr Γn
2

+
3

4
s2
n +

1

4
sn(x) · Tr Γn −

Tr(Γ2
n)

16
− (Tr Γn)2

32

)
and

|Υn(x)| �
√
n
(
|sn(x)|3 + |Γn(x)|3

)
Therefore, in order to evaluate the integral of K1, we will need the following lemma:

Lemma 4.2. Let ε > 0 and write S = Vol (B(z, s) ∩ [0, 1]2). There exists a density one
of n ∈ S ′ such that

S−1

∫
B(z,s)∩[0,1]2

L(x)dx = −π(1 + ν̂n(4))

32
√

2
·
√
n

N
+O

(√
n

N2

)
S−1

∫
B(z,s)∩[0,1]2

|Υn(x)|dx�
√
n

N2

uniformly for all s > n−1/2+ε and z ∈ [0, 1]2.

We observe that Lemma 4.2 follows from the following lemma via an immediate com-
putation:

Lemma 4.3. Let ε > 0 and write S = Vol (B(z, s) ∩ [0, 1]2). There exists a density one
of n ∈ S ′ such that

(1)

S−1

∫
B(z,s)∩[0,1]2

sn(x)dx� n−ε/2

(2)

S−1

∫
B(z,s)∩[0,1]2

Tr Γn(x)dx = − 6

N
+O

(
N−2

)
(3)

S−1

∫
B(z,s)∩[0,1]2

s2
n(x)dx =

5

N
+O(n−ε/2)

(4)

S−1

∫
B(z,s)∩[0,1]2

sn(x) · Tr Γn(x)dx =
2

N
+O

(
N−2

)
(5)

S−1

∫
B(z,s)∩[0,1]2

Tr(Γ2
n(x))dx =

4

N
[1 + 25

∑
ξ\∼

ξ4
1 ] +O

(
N−2

)
(6)

S−1

∫
B(z,s)∩[0,1]2

(Tr Γn(x))2dx =
4

N
[26
∑
ξ\∼

ξ4
1 − 3] +O

(
N−2

)
(7)

S−1

∫
B(z,s)∩[0,1]2

s3
n(x)dx� N−2

(8)

S−1

∫
B(z,s)∩[0,1]2

(Tr Γn(x))3dx� N−2
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uniformly for all s > n−1/2+ε and z ∈ [0, 1]2.

Indeed, we have the following:

Proof of Lemma 4.2 given Lemma 4.3. By Lemma 4.3, with the same notation, we

S−1

∫
B(z,s)∩[0,1]2

s3
n(x)dx� N−2 S−1

∫
B(z,s)∩[0,1]2

(Tr Γn(x))3dx� N−2.

and the second part of Lemma 4.2 follows upon noticing that, using the inequality |ab| ≤
a2 + b2, the off diagonal entries of Γn can be bounded by the diagonal ones. The first part
of Lemma 4.2 follows from the remaining asymptotic formulas in Lemma 4.3 together
with the following identity:

11− 27
∑
ξ\∼

ξ4
1 = ν̂n(4).

�

The proof of Lemma 4.3, being similar to the proof of Lemma 3.5 will be given in
Appendix A.

4.2. Proof of Theorem 1.1. We are now in the position to prove Theorem 1.1

Proof of Theorem 1.1. Let ε > 0 and ` > 0 be an even integer, thanks to Proposition 3.1
and Proposition 3.3, with the same notation, uniformly for all s > n−1/2+ε and z ∈ [0, 1]2,
we have

E[L(fn, z, s)] =

∫
B(z,s)∩[0,1]2

K1(x)dx =

∫
B(z,s)∩[0,1]2\Qsing

K1(x)dx+

∫
Qsing

K1(x)dx

=

∫
B(z,s)∩[0,1]2\Qsing

K1(x)dx+O

(
s2n1/2

N `/2−1

)
. (4.1)

Using Proposition 4.1, with the same notation, we have∫
B(z,s)∩[0,1]2\Qsing

K1(x)dx =

∫
B(z,s)∩[0,1]2\Qsing

( √
n

2
√

2
+ Ln(x) + Γn(x)

)
dx (4.2)

Assuming the conclusion of Lemma 1.3 and Theorem 1.4, bearing in mind that sn(x) =
O(1) and Γn(x) = O(1), thanks to Lemma 3.5, we may extend the integral on the RHS of

(4.2) to the whole of B(s, z)∩ [0, 1]2 at a cost of an error term of size at most Oδ

(
s2n1/2

N`/2−1

)
to find∫
B(z,s)∩[0,1]2\Qsing

K1(x)dx = Vol
(
B(z, s) ∩ [0, 1]2

) √n
2
√

2

(
1− 1 + ν̂n(4)

16N
+ o

(
1

N

))
+O

(
s2

N `/2−1

)
.

(4.3)

Hence, Theorem 1.1 follows upon inserting (4.3) into (4.1) and taking ` = 6, say. �
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Appendix A. Proof of Lemma 4.3

To prove Lemma 4.3 we will use the following:

Lemma A.1. Let s > 0, z ∈ [0, 1]2, i = 1, 2 and write S = Vol (B(z, s) ∩ [0, 1]2). We
have the following bounds:

(1) ∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)dx�
∑
ξ\∼

1

|ξis|

(2)

∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)
2dx =

1

2
· N

4
+O

∑
ξ\∼

1

|ξis|


(3)

∑
ξ,η

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi) cos(2πηixi)dx =
1

2
· N

4
+O

(
1∑

ξ\∼ |ξis|
+
∑
ξ 6=η

1

s|ξi − ηi|

)

(4) ∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)
3dx�

∑
ξ\∼

|ξis|

(5)

∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)
4dx =

3

8
· N

4
+O

∑
ξ\∼

1

|ξis|


Proof. Through the proof we will write B = B̃(z) = s−1 · (B(z, s) ∩ [0, 1]2 − z), that the
image of B(z, s) ∩ [0, 1]2 under the homothety defined by scaling by translation by −z
and scaling by s−1. Moreover, we denote by ai = ai(z) and bi = bi(z) for i = 1, 2 the
coordinate of the projection of (the corners of) B(z) along the X and Y axis respectively.
Using the transformation x→ z + sy, we have∑

ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)dx =
s2

S
∑
ξ\∼

∫
B̃

cos(2πξi(zi + syi))dyi

Since s2/S = O(1), using the formula cos(a+ b) = cos(a) cos(b)− sin(a) sin(b), we obtain∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)dx�
∑
ξ\∼

∣∣∣∣∫ bi

ai

cos(2πξisyi)dyi

∣∣∣∣+
∑
ξ\∼

∣∣∣∣∫ bi

ai

sin(2πξisyi)dyi

∣∣∣∣
�
∑
ξ\∼

1

|ξis|
,

this concludes the proof of (1).
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Using the formula 2 cos(a)2 = 1 + cos(2a), we may rewrite (2) as∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)
2dx =

1

2
· N

4
+
∑
ξ\∼

∫
B(z,s)∩[0,1]2

cos(4πξix)dx

=
1

2
· N

4
+O

∑
ξ\∼

1

|ξis|

 , (A.1)

where we have bounded the error term using a similar bound to the one used to obtain
(1). This proves (2).

Separating diagonal terms from the others, and using (A.1), (3) becomes∑
ξ,η

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi) cos(2πηixi)dx =

=
1

2
· N

4
+
∑
ξ 6=η

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi) cos(2πηixi)dx+O

∑
ξ\∼

1

|ξis|

 . (A.2)

Using the formula 2 cos(a) cos(b) = cos(a+ b) + cos(a− b), the second term in (A.2) is at
most ∑

ξ 6=η

∣∣∣∣∫
B̃

cos(2π(ξi + ηi)(zi + syi))dy

∣∣∣∣+

∣∣∣∣∫
B̃

cos(2π(ξi − ηi)(zi + syi))dy

∣∣∣∣
�
∑
ξ 6=η

1

s|ξi − ηi|
,

this concludes the proof of (3).
Writing 4 cos(a)3 = 3 cos(a) + cos(3a), (4) becomes∑

ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)
3dx�

∑
ξ\∼

1

|ξis|
,

this concludes the proof of (4).
Finally, using the fact that 8 cos(a)4 = 2(1 + cos(2a))2 = 3 + 4 cos(2a) + cos(4a) we

obtain

∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξixi)
4dx =

3

8
· N

4
+O

∑
ξ\∼

1

|ξis|

 ,

as required. �

We are finally ready to prove Lemma 4.3

Proof of Lemma 4.3. Through the proof, we may assume that the conclusion of Lemma
1.3 and Theorem 1.4 hold for some fixed ε > 0 and ` ≥ 6. Moreover, we will use the
notation introduced in the proof of Lemma A.1. By the definition of sn and Lemma A.1
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part (1), we have

S−1

∫
B(z,s)∩[0,1]2

sn(x)dx =
1

N

∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξ1x1) + cos(2πξ2x2)dx

− 1

N

∑
ξ\∼

S−1

∫
B(z,s)∩[0,1]2

cos(2πξ1x1) cos(2πξ2x2)dx

� 1

N

∑
ξ\∼

1

|ξ1s|
� n−ε/2, (A.3)

this proves (1).
Invoking Lemma A.1 parts (2) and (3), we see that

S−1

∫
B(z,s)∩[0,1]2

s2
n(x) =

5

N
+O(n−ε/2) (A.4)

S−1

∫
B(z,s)∩[0,1]2

b11(x)dx� Nn1−ε/2 (A.5)

S−1

∫
B(z,s)∩[0,1]2

b22(x)dx� Nn1−ε/2, (A.6)

this proves (3).
We now begin the proof of (2), first we observe that∑

ξ\∼

ξiξj =
n

2

N

4
δij. (A.7)

Moreover, separating diagonal terms from the off-diagonal ones, using 2 sin(a)2 = 1 −
cos(2a), 8 sin(a)4 = 3− 3 cos(2a) and Lemma A.1 part (1), we obtain

S−1

∫
B(z,s)∩[0,1]2

d2
1(x)dx

=S−1

∫
B(z,s)∩[0,1]2

∑
ξ,η

ξ1η1 sin(2πξ1x1) sin(2πη1x1) sin(πξ2x2)2 sin(πη2x2)2dx

=
3

16

∑
ξ\∼

ξ2
1 +O

∑
ξ 6=η

ξ1η1s · S−1

∣∣∣∣∫ b1s

a1s

sin(2πξ1x1) sin(2πη1x1)dx1

∣∣∣∣+ max
t=1,2

∑
ξ\∼

n

s|ξt|

 .

(A.8)

Thus, using 2 sin(a) sin(b) = cos(a − b) + cos(a + b), Lemma A.1 part (1) and Theorem
1.4, we obtain

S−1

∫
B(z,s)∩[0,1]2

d2
1(x)dx =

3nN

27
+O

(
N
∑
ξ 6=η

n

s|ξ1 − η1|
+Nn1−ε/2

)
=

3nN

27
+O(Nn1−ε/2).

(A.9)

Similarly we get

S−1

∫
B(z,s)∩[0,1]2

d2
2(x)dx =

3nN

27
+O(Nn1−ε/2).
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Observe that similar computations to (A.9) give S−1
∫
B(z,s)∩[0,1]2

d4
i (x)� n2N2 for i = 1, 2,

therefore using the Cauchy-Schwartz inequality and (A.4), we get

S−1

∫
B(z,s)∩[0,1]2

d2
1(x)sn(x)dx = S−1

∫
B(z,s)∩[0,1]2

d2
2(x)sn(x)dx� n (A.10)

Using (A.6) and (A.7), the bound (A.10) and the expansion 2 Var f(x)−1 = 1 +O(sn(x)),
we get

S−1

∫
B(z,s)∩[0,1]2

Tr(Γn(x))dx = −27S−1

nN2

∫
B(z,s)∩[0,1]2

1

Var f(x)
[d2

1(x) + d2
2(x)]dx+O

(
n−ε
)

= −27S−1

nN2

∫
B(z,s)∩[0,1]2

[d2
1(x) + d2

2(x)][1 +O(sn(x))]dx+O
(
N−2

)
= − 6

N
+O

(
1

N2

)
, (A.11)

this concludes the proof of (2).
We are now going to prove (4). First, we observe that

S−1

∫
B(z,s)∩[0,1]2

sn(x)b11(x)dx = S−1

∫
B(z,s)∩[0,1]2

sn(x)b11(x)dx

=
4

N

∑
ξ,η

S−1

∫
B(z,s)∩[0,1]2

ξ2
1(cos(2πξ1x1)− cos(2πξ2x2)− cos(2πξ1x1) cos(2πξ2x2))·

· (cos(2πη1x1) + cos(2πη2x2)− cos(2πη1x1) cos(2πη2x2))dx (A.12)

Using Lemma A.1 parts (1), (2), (3) and (A.7), we have

S−1

∫
B(z,s)∩[0,1]2

sn(x)b11(x)dx =
4

N

∑
ξ\∼

ξ2
1

4
+O

(
n1−ε) =

n

8
+O

(
n1−ε/2) (A.13)

Therefore, since

S−1

∫
B(z,s)∩[0,1]2

sn(x) · Tr Γn(x)dx =
8

nN
S−1

∫
B(z,s)∩[0,1]2

sn(x)[b11(x) + b22(x)]dx−

27

nN2
S−1

∫
B(z,s)∩[0,1]2

sn
Var(f(x))

[d2
1(x) + d2

2(x)]dx,

(A.14)

the bound (A.10) together with the asymptotic relation (A.13) give

S−1

∫
B(z,s)∩[0,1]2

sn(x) · Tr Γn(x)dx =
2

N
+O

(
N−2

)
.

This concludes the proof of (4).

2Since |Γn(x)| = O(1), using Lemma 3.5 together with Theorem 1.4 as in the proof of Theorem 1.1,
we may assume that x ∈ B(z, s) ∩ [0, 1]2\Qsing.
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To prove (5), upon recalling that Var(f(x))−1/2 = 1 +O(sn(x)), we observe that

[Tr(Γn(x))]2 =
82

n2N2
[b2

11(x) + b2
22(x) + 2b11(x)b22(x)]

+
1282

n2N4
[d4

1(x) + d4
2(x) + 2d2

1(x)d2
2(x)][1 +O (sn(x))]

− 2
8

nN

128

nN2
[b11(x) + b22(x)][d2

1(x) + d2
2(x)][1 +O (sn(x))]. (A.15)

Using Lemma A.1 parts (2) and (3) and Theorem 1.4, we have

S−1

∫
B(z,s)∩[0,1]2

b2
11(x)dx = S−1

∫
B(z,s)∩[0,1]2

b2
22(x)dx =

5

4

∑
ξ\∼

ξ4
1 +O

(
n1−ε/2)

S−1

∫
B(z,s)∩[0,1]2

b22(x)b11(x)dx = −3

4

∑
ξ\∼

ξ2
1ξ

2
2 +O

(
n1−ε/2) (A.16)

Moreover, we observe that

S−1

∫
B(z,s)∩[0,1]2

d4
1(x)dx =

∑
ξ1,ξ2,ξ3,ξ4

S−1

∫
B(z,s)∩[0,1]2

4∏
i=1

ξi1 sin(2πξi1x1) sin(2πξi2x2)2.

(A.17)

Thus, separating the terms with ξ1 = ... = ξ4 and the terms with ξ1 = ξ2 and ξ3 = ξ4

from the rest, arguing as in (A.8) and bearing in mind that |ξt| ≤ n1/2, we obtain

S−1

∫
B(z,s)∩[0,1]2

d4
1(x)dx =

105

1024

∑
ξ\∼

ξ4
1 +

9

256

∑
ξ 6=η

ξ2
1η

2
1 +O

 ∑
ξ1,...,ξ4∑
i ξ
i
1 6=0

n2

s|
∑

i ξ
i
1|


=

105

1024

∑
ξ\∼

ξ4
1 +

9

256

∑
ξ 6=η

ξ2
1η

2
1 +O

(
n2−ε/2) ,

where, in the last line, we have used Theorem 1.4. Similar computations give

S−1

∫
B(z,s)∩[0,1]2

d4
2(x)dx =

105

1024

∑
ξ\∼

ξ4
1 +

9

256

∑
ξ 6=η

ξ2
1η

2
1 +O

(
n2−ε/2)

S−1

∫
B(z,s)∩[0,1]2

d2
1(x)d2

2(x)dx =
25

1024

∑
ξ\∼

ξ2
1ξ

2
2 +

9

256

∑
ξ 6=η

ξ2
2η

2
1 +O

(
n2−ε/2)

S−1

∫
B(z,s)∩[0,1]2

bii(x)d2
j(x)dx� n2N2 i = 1, 2 (A.18)

Finally, bearing in mind that n = ξ2
1 + ξ2

2 and
∑

ξ\∼ ξ
2
1 = nN/8, we have∑

ξ\∼

ξ2
1ξ

2
2 =

n2N

8
−
∑
ξ\∼

ξ4
1

and, for i, j = 1, 2, ∑
ξ 6=η

ξ2
i η

2
j =

∑
ξ

ξ2
i

∑
η

(
η2
j − ξ2

i

)
=
n2N

8
−
∑
ξ\∼

ξ4
1 .
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Thus, (5) follows inserting (A.16), (A.17) and (A.18) into (A.15).
To see (6) we observe that, for symmetric matrix A = aij, i, j = 1, 2, Tr(A2) =

a112 + 2a2
12 + a222, thus

Tr(Γ2
n(x)) =

(
8

nN
b11(x)− 128

nN2 Var(f(x))d2
1(x)

)2

+2

(
8

nN
b12(x)− 128

nN2 Var(f(x))d1(x)d2(x)

)2

+

(
8

nN
b22(x)− 128

nN2 Var(f(x))d2
2(x)

)2

.

(A.19)

Thanks to Lemma A.1 parts (2) and (3), we have

S−1

∫
B(z,s)∩[0,1]2

b2
12(x)dx =

1

4

∑
ξ\∼

ξ2
1ξ

2
2 +O

(∑
ξ 6=η

n2

s|ξt − ηt|

)
(A.20)

and

S−1

∫
B(z,s)∩[0,1]2

b12(x)d1(x)d2(x)dx� n2N.

Therefore, part (6) follows from inserting (A.16), (A.18) and (A.20) into (A.19). Finally,
separating diagonal terms from the off-diagonal ones, we observe that

S−1

∫
B(z,s)∩[0,1]2

sn(x)3dx =
43

N3

∑
ξ\∼

(
−3

4

)
+O

 1

N3

∑
ξ1,ξ2,ξ3

1

s|ξ1
i + ξ2

i + ξ3
i |

� N−2,

where in the last line we have used Theorem 1.4. Similarly, we have

S−1

∫
B(z,s)∩[0,1]2

Tr(Γn(x))3dx� N−2.

Thus, we have proved parts (7) and (8), and hence Lemma 4.3. �
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