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A NEW SPIN ON HURWITZ THEORY AND ELSV VIA THETA CHARACTERISTICS

A. GIACCHETTO, R. KRAMER, AND D. LEWAŃSKI

ABSTRACT. We study spin Hurwitz numbers, which count ramified covers of the Riemann sphere with a
sign coming from a theta characteristic. These numbers are known to be related to Gromov-Witten theory of
Kähler surfaces and to representation theory of the Sergeev group, and are generated by BKP tau-functions.
We use the latter interpretation to give polynomiality properties of these numbers and we derive a spec-
tral curve which we conjecture computes spin Hurwitz numbers via a new type of topological recursion.
We prove that this conjectural topological recursion is equivalent to an ELSV-type formula, expressing spin
Hurwitz numbers in terms of the Chiodo class twisted by the 2-spin Witten class.
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1. INTRODUCTION

Over the last decades, a deep interaction between the mathematical physics of integrable systems, the
algebraic geometry of moduli spaces of curves, and models arising from theoretical physics has been
established. Hurwitz theory provides a rich and insightful variety of examples of this interplay.
Hurwitz numbers, the counts of covers of a Riemann surface which satisfy given conditions on their
ramifications, were defined by Hurwitz [Hur91; Hur01] and have been studied since then. Through the
monodromy representation, they can be seen to count decompositions of the identity in the symmetric
group (the Frobenius presentation [Fro00]) and hence can be given in terms of Schur functions [Sch01].
In more recent years, Hurwitz numbers have again become an object of interest, due to strong ties with
the integrable hierarchies of the Kyoto school (see e.g. [JM83; MJD00; Oko00]), the intersection theory
of the moduli spaces of curves via Ekedahl-Lando-Shapiro-Vainshtein type formulae [ELSV01], and
topological recursion [EO07; BMn08; BEMS11].
These results have been generalised in many directions, but the type of Hurwitz numbers considered is
essentially the following: the covers counted have target P1, and specified variable ramifications over
one or two points, while all other ramification profiles are described by some uniform condition.
In this paper, we consider a type of Hurwitz numbers called spin Hurwitz numbers, introduced by Eskin-
Okounkov-Pandharipande [EOP08]. The defining feature of these numbers is the presence of a spin
structure (or theta characteristic) on the source, and the count is weighted by the parity of this theta
characteristic. We denote any object related to spin Hurwitz numbers with a superscript ϑ, to emphasise
the role of the theta characteristic.
We clarify that the term ‘spin Hurwitz numbers’ is also used (in e.g. [MSS13; SSZ15; BKLPS21; KLPS19;
DBKPS19]) for what we call ‘Hurwitz numbers with completed cycles’ (in fact we consider more prop-
erly ‘spin Hurwitz numbers with completed cycles’). We hope this does not lead to confusion.

Results concerning Hurwitz theory. One of the purposes of this paper is to analyse various features of spin
Hurwitz numbers with completed cycles, in analogy with their non-spin counterparts. We summarise
here their similarities and their differences.
The double Hurwitz numbers with (r + 1)-completed cycles are defined for a fixed genus g and parti-
tions µ,ν ` d as

hrg;µ,ν =
∑
[f]

1
|Aut(f)|

, (1.1)

where the finite summation is taken over isomorphism classes of degree d branched covers f : C → P1

from a Riemann surface of genus g to the Riemann sphere with ramification profile µ over zero, ν
over infinity, and all other ramifications are of (r + 1)-completed cycle type, in number b = (2g − 2 +

`(µ) + `(ν))/r. The completed cycles can be thought as ramifications of order r + 1, plus a particular
linear combination of lower order ramifications that take into account degenerations of coverings (for
a detailed definition, see [OP06; SSZ12]). For example, the case r = 1 recovers simple ramifications, i.e.
represented by a transposition of the cover sheets.
Spin Hurwitz numbers, on the other hand, are defined for a fixed genus g and odd partitions µ, ν as

hr,ϑ
g;µ,ν =

∑
[f]

(−1)p(f)

|Aut(f)|
, (1.2)

with a similar f summation, although each contribution gets a sign from the parity of a twisted pullback
of O(−1) along f (for a precise definition, see definitions 4.3 and 4.5), and the completion of the (r+ 1)-
cycles is defined slightly differently (here, r is required to be even, so that r+ 1 is also odd).
Ordinary double Hurwitz numbers with completed cycles hrg;µ,ν have a formulation as vacuum expec-
tations of bosonic operators formed from charged fermions and acting on the Fock space [Oko00]:

hrg;µ,ν =
1
b!

〈
`(µ)∏
i=1

αµi
µi

b∏
k=1

Fr+1

r+ 1

`(ν)∏
j=1

α−νj

νj

〉
, (1.3)

which immediately implies that their partition function is a tau-function of the KP hierarchy. Both
αm and Fr+1 are specialisations of some operators Em(z), defined by Okounkov and Pandharipande
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[OP06], whose commutation relations are given by[
Em(z),En(w)

]
= 2 sinh

(
mw−nz

2

)
Em+n(z+w). (1.4)

The fact that the algebra of coefficients of the operators Em(z) is closed under commutations is quite
a non-trivial fact and it allows explicit computations of the vacuum expectations, showing several pe-
culiar properties of these numbers such as their quasi-polynomiality, their chamber polynomiality, and
the computation of their wall-crossing formulae.
Spin Hurwitz numbers hr,ϑ

g;µ,ν are also known to have a vacuum expectation formulation (see e.g.
[Lee19])

hr,ϑ
g;µ,ν =

21−g

b!

〈
`(µ)∏
i=1

αBµi
µi

b∏
k=1

FBr+1

r+ 1

`(ν)∏
j=1

αB−νj
νj

〉
, (1.5)

where the bosonic operators are this time given in terms of uncharged fermions and, as a result, the spin
Hurwitz numbers partition function is a tau-function of the BKP integrable hierarchy. Analogously to
the non-spin case, we define an algebra of operators EBm(z) such that

FB
r+1 = (r+ 1)![zr+1].ÊB

0 (z), αBn = EBn(0), (1.6)

and, most importantly, such that it is closed under commutation:[
EBm(z),EBn(w)

]
= sinh

(
mw−nz

2

)
EBm+n(z+w) + (−1)n sinh

(
mw+nz

2

)
EBm+n(z−w). (1.7)

This allows us to unveil similar polynomiality properties.

Theorem 1.1 (Proposition 6.21 and theorems 6.4 and 6.17). Single spin Hurwitz numbers are quasi-polyno-
mial; spin double Hurwitz numbers are piecewise polynomials with explicit wall-crossing formulae.

Results concerning topological recursion. The method of topological recursion [EO07] can be thought of as
an algorithm which recursively generates solutions to enumerative problems from the initial data of a
spectral curve (see section 2). It produces a standard output of multidifferentials ωg,n that encode the
numbers of interest as expansion coefficients near a particular point on the curve.
For ordinary single Hurwitz numbers with completed cycles, the following result is known.

Theorem 1.2 ([SSZ15; DBKPS19]). The spectral curve (Σ, x,y,B) given by Σ = P1

x(z) = log(z) − zr, y(z) = z , B(z1, z2) =
dz1dz2

(z1 − z2)2 (1.8)

generates via topological recursion the numbers hrg;µ as

ωg,n(z1, . . . , zn) =
∑

µ1,...,µn

hrg;µ

n∏
i=1

µie
µix(zi)dx(zi) . (1.9)

In this paper, we find a conjectural spectral curve for spin single Hurwitz numbers (conjecture 7.1).

Conjecture 1.3. Let r be a positive even integer. The spectral curve (Σ, x,y,B) given by Σ = P1

x(z) = log(z) − zr, y(z) = z , B(z1, z2) =
1
2

(
1

(z1 − z2)2 +
1

(z1 + z2)2

)
dz1dz2 (1.10)

generates via topological recursion the numbers hr,ϑ
g;µ as

ωg,n(z1, . . . , zn) =
∑

µ1,...,µn
odd

hr,ϑ
g;µ

n∏
i=1

µie
µix(zi)dx(zi) . (1.11)

Remark 1.4. In a paper in preparation, Alexandrov and Shadrin [AS] prove topological recursion for a
wide class of hypergeometric BKP tau-functions, using methods similar to [BDBKS20]. In particular,
that work confirms our conjecture.

This conjectural spectral curve does not satisfy one canonical requirement imposed by the theory of
topological recursion in the classical sense: the (0, 2)-correlator B(z1, z2) has poles when z1 and z2 ap-
proach two distinct ramification points of x. However, the way these extra poles arise encode in a beau-
tiful way some extra structure of this curve. First of all, these new poles are of order two and with the
same biresidue, as in the case when both variables approach the same critical point. More importantly,
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the number of critical points is even and they come in pairs because of an underlying Z/2Z-action: the
double poles only arise for z2 approaching either the same critical point z1, or its conjugate with respect
to the group action. We then realise the quotient of the conjectural spectral curve modulo the group
action, reducing by half the number of ramification points. Surprisingly, we find that the correlators
ωg,n of the quotient spectral curve differ by the initial correlators just by some simple prefactor.
We export this principle to the more general setting of spectral curves with a finite group acting on
them.

Results concerning algebraic geometry of moduli spaces of curves. There is a general statement of topological
recursion at the service of algebraic geometry (theorem 2.11): any enumerative problem generated by
topological recursion has a representation in terms of the intersection theory on the moduli spaces of
curves. In general, the intersection class is described quite abstractly as the action of an element of
the Givental group on a base point given by 1, but in particular cases, it turns out to also have a more
geometric interpretation related to a specific moduli problem.
In the case of ordinary Hurwitz numbers with completed cycles, a cohomological representation moti-
vated by Gromov-Witten theory was proposed by Zvonkine [Zvo06].

Theorem 1.5 ([SSZ15; DBKPS19]). Single Hurwitz numbers with (r+ 1)-completed cycles are given by

hrg;µ = r2g−2+n+b

(
n∏
i=1

(
µi
r

)[µi]
[µi]!

) ˆ
Mg,n

C(r, 1; 〈µ〉)∏n
i=1(1 − µi

r
ψi)

, (1.12)

where n = `(µ), b = (2g − 2 + n + |µ|)/r, µi = r[µi] + r − 〈µi〉, and most importantly C is the Chiodo
cohomological field theory [Chi08b].

Remark 1.6. For r = 1 the Chiodo class becomes the total Chern class of the dual Hodge bundle of
abelian differentials: C(1, 1; 〈µ〉) = Λ(−1) = 1 − λ1 + λ2 − · · · + (−1)gλg. In this case, equation (1.12)
reduces to the ELSV formula [ELSV01], the first formula relating Hurwitz theory with intersections on
moduli of curves.

We exploit the relation between Givental group action and topological recursion to compute the coho-
mological field theory representing spin Hurwitz numbers.

Theorem 1.7. Conjecture 1.3 is equivalent to

hr,ϑ
g;µ = 21−gr2g−2+n+b

(
n∏
i=1

(
µi
r

)[µi]
[µi]!

) ˆ
Mg,n

Cϑ(r, 1; 〈µ〉)∏n
i=1(1 − µi

r
ψi)

, (1.13)

where n = `(µ), b = (2g− 2+n+ |µ|)/r, µi = r[µi] + r− (2〈µi〉+ 1), and most importantly Cϑ is the Chiodo
cohomological field theory twisted by the Witten 2-spin class cW,2 (see corollary 9.21 for the precise definition).

It is worth remarking that the product of the Chiodo class and the Witten 2-spin class has a particularly
clean expression as a sum over stable graphs, and we use this expression in the proof.

Results concerning Gromov-Witten theory of Kähler surfaces. Hurwitz numbers are intrinsically related to
topological string theory. Simple Hurwitz numbers arise as a framing limit of the topological vertex
and, for general r, completed cycles Hurwitz numbers encode the Gromov-Witten theory of P1 via the
celebrated Gromov-Witten/Hurwitz (GW/H) correspondence of Okounkov-Pandharipande [OP06].
For instance, the statement of Zvonkine’s conjecture is equivalent to the following relation with con-
nected descendant GW invariants of equivariant P1 relative to a partition µ:〈

(r! τr(ω))b

b!
,µ
〉P1

|µ|

= r2g−2+n+b

(
n∏
i=1

(
µi
r

)[µi]
[µi]!

) ˆ
Mg,n

Cg,n(r, 1; 〈µ〉)∏n
i=1(1 − µi

r
ψi)

, (1.14)

whereω is the class dual to a point.
On the other hand, the GW theory of spin curves, i.e. curves together with a theta characteristic, is
believed to correspond to spin Hurwitz numbers via a spin analogue of the GW/H correspondence
[MP08; Lee19]. Base cases of this correspondence have been proved for degree 1 and 2, and conjectured
for d > 3.
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The motivation to understand this correspondence finds its roots in the GW theory of Kähler surfaces
with a smooth canonical divisor, which has been proved to be entirely determined by the GW theory
of spin curves, see [LP07; LP13]. Assuming the spin GW/H correspondence, our results on the moduli
spaces of curves imply that the diagonal connected descendent GW invariants of (P1,O(−1)) are given
by〈

((−1)r/22r(r− 1)!! τr/2(ω))b

b!
,µ
〉P1,+

|µ|

= 21−gr2g−2+n+b

(
n∏
i=1

(
µi
r

)[µi]
[µi]!

) ˆ
Mg,n

Cϑg,n(r, 1; 〈µ〉)∏n
i=1(1 − µi

r
ψi)

.

(1.15)
The twist obtained by intersecting with the Witten class in the GW potential for Kähler targets already
appeared e.g. in [JKV01; CZ09]. However, both these appearances in a sense take place on the Gromov-
Witten side of the GW/H correspondence, whereas our result reveals the Witten class on the Hurwitz
theory side.

1.1. Related forthcoming work. The authors are familiar with methods likely to provide a proof of the
topological recursion, i.e. conjecture 1.3, in the same way these techniques have provided in the past the
proof of topological recursion for the analogous statement in the non-spin case. This procedure involves
the semi-infinite wedge formalism and is rather technical. On the other hand, in a forthcoming paper
[AS], Alexandrov and Shadrin will prove topological recursion for a general class of hypergeometric
BKP tau-functions, including our case, in a manner similar to the proof of [BDBKS20] for a large class
of hypergeometric KP tau-functions.

The main strength of this article relies instead in the analysis of one particular enumerative problem,
the spin Hurwitz numbers, and its realisation and novelty in different fields: the appearance of an
equivariant spectral curve in topological recursion theory, the appearance of a spin analogous of the
Okounkov-Pandharipande algebra of operators, and the cohomological representation (ELSV-type for-
mula) of these numbers by a peculiar class Cϑ(r,k;A) ∈ H•(Mg,n), obtained from theta characteristics
weighted with their parity on the space of spin curves.

In fact, the class Cϑ(r,k;A) is related to another forthcoming work. For a fixed value of k and A, the
Chiodo class C(r, k;A) (after multiplying by a certain power of r) is a polynomial in r for larges values
of r. The degree zero of this polynomial is denoted byDRg(k,A). The restriction to Mg,n of the Poincaré

dual of this class is the locus Mg(k,A) =
{
(C, x1, . . . , xn)

∣∣ ω⊗klog
∼= O (

∑
i aixi)

}
.

It is expected that the classes C(r,k;A)ϑ satisfy the same polynomiality in r, thus allowing one to define
a class DRg(k,A)ϑ. In [CSS], the authors propose some conjectural properties of this class allowing
them to compute the intersection numbers DRg(k,A)ϑ · ψ2g−3+n

1 . In particular, if k and the parts of
A are odd, then the space Mg(k,A) splits into components with a constant parity of the spin struc-

ture O
(∑

i
(ai−1)

2 xi

)
⊗ ω(1−k)/2

C . Costantini, Sauvaget, and Schmitt conjecture that the restriction of

DRg(k,A)ϑ to Mg,n is a sum of the classes of components of Mg(k,A) with a sign determined by the
parity.

1.2. Open questions. This paper gives a conjectural example of topological recursion related to a B-
type problem. We do not know whether other B-type enumerative problems satisfy a form of topologi-
cal recursion similar to our case. This is a possible direction for future research.

We do not resolve the spin GW/H correspondence, although we hope this paper sheds light on possible
ways to approach it.

Lee [Lee19, Theorem 1.1] has found that a generating series for 3-completed spin double Hurwitz num-
bers squares to the generating series of 3-completed non-spin double Hurwitz numbers (after some
tuning of the weights). A natural question would be whether this generalises to higher r.

A more outlandish question is inspired by theorem 1.7, cf. remark 9.19: the intersection class is the
usual Chiodo class twisted by the Witten 2-spin class. In this particular case, Witten’s class is zero-
dimensional, and gives the parity of the associated theta characteristic. What if we twisted the Chiodo
class by the Witten p-spin class for p > 2? This would require p | r, and furthermore r - µi. But because
this class is no longer zero-dimensional, how should we define the associated Hurwitz theory? Does it
satisfy some integrable hierarchy?
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Witten class, or Witten class twisted by Chiodo class, is shown to play a key role in relation with the
Gromov-Witten theory of Kähler targets [CZ09; JKV01]. The theory for Kähler surfaces is determined
by the theory of spin curves, which are expected to correspond to spin Hurwitz theory as explained
above. This work shows for the first time the appearance of Witten class (or more precisely Chiodo
class twisted by Witten class) on the other side of the GW/H correspondence. The open problem is to
give a natural and geometric explanation of its appearance.

Outline of the paper. The article is divided into three parts.
Background material. In section 2 we review the definition of topological recursion, as well as its iden-
tification with the Givental group action on cohomological field theories. In section 3 we review the
representation theory of the spin algebras, which allows to represent spin Hurwitz numbers in terms of
characters of the Sergeev group in section 4.
Properties of double spin Hurwitz numbers: polynomiality structure and wall-crossing formulae. In section 5
we derive the spin analogue of the Okounkov-Pandharipande operators on uncharged fermions, which
is then employed in section 6 for the analysis of the polynomiality structure of spin double Hurwitz
numbers and their wall-crossing formulae.
Properties of single spin Hurwitz numbers: topological recursion and ELSV formula. Section 7 contains our
main conjecture: single spin Hurwitz numbers are generated by topological recursion for a specific
spectral curve. We also give evidence for this conjecture. Since the conjectural spectral curve differs
from the usual definition, in section 8 we define and analyse G-quotients of spectral curves, and reduce
them to the usual setting of topological recursion. We then employ the correspondence with cohomo-
logical field theories in section 9 to derive the representation of spin Hurwitz numbers as intersection
numbers on Mg,n.
We append two sections supporting the main body of the work containing, respectively, useful compu-
tations with uncharged fermions to build the bosonic operators and numerics generated by the imple-
mentation of topological recursion.

Notation. We work over the complex numbers. For a natural number n, we write JnK := {1, . . . ,n}. We
also define the following functions:

ς(z) = 2 sinh
(z

2

)
, S(z) =

sinh(z2 )
(z2 )

, ϙ(z) =
cosh(z2 )

2
, K(z) =

cosh(z2 )
(2z)

. (1.16)

Acknowledgements. We would like to thank Alexander Alexandrov, Gaëtan Borot, Alessandro Chi-
odo, Bertrand Eynard, John Harnad, Junho Lee, Kento Osuga, Adrien Sauvaget, Johannes Schmitt,
Sergey Shadrin, and Dimitri Zvonkine for useful discussions. A. G. and R. K. are supported by the
Max-Planck-Gesellschaft. D. L. is supported by the ERC grant described below and by the grant host
institutes IHES and IPhT. D. L. is moreover supported by the INdAM group GNSAGA for research
visits. This paper is partly a result of the ERC-SyG project, Recursive and Exact New Quantum Theory
(ReNewQuantum) which received funding from the European Research Council (ERC) under the Eu-
ropean Union’s Horizon 2020 research and innovation programme under grant agreement No 810573.

2. TOPOLOGICAL RECURSION AND COHOMOLOGICAL FIELD THEORIES

In this section, we recall the basic theory of topological recursion (TR), first developed by Eynard-Oran-
tin [EO07], and in particular its relation to cohomological field theories (CohFTs). This relation, given by
Dunin-Barkowski-Orantin-Shadrin-Spitz and Eynard [DOSS14; Eyn11], identifies the graph expansion
of TR with the Givental-Teleman action [Giv01; Tel12] on semisimple CohFTs.

2.1. Topological recursion. Topological recursion is a universal procedure that associates a collection
of symmetric multidifferentials to a spectral curve, a curve with some extra data. What makes TR
especially useful is its applications to enumerative geometry: many counting problems are solved by
TR, in the sense that the sought numbers are Taylor coefficients of the multidifferentials when expanded
around a specific point.

Definition 2.1 ([EO07]). A spectral curve S = (Σ, x,y,B) consists of
• a Riemann surface Σ (not necessarily compact or connected);
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• a function x : Σ → C such that its differential dx is meromorphic and has finitely many zeros
(called ramification points) a1, . . . ,ar that are simple;

• a meromorphic function y : Σ→ C such that dy does not vanish at the zeros of dx;
• a symmetric bidifferential B on Σ× Σ, with a double pole on the diagonal with biresidue 1, and

no other poles.

The topological recursion produces symmetric multidifferentials (also called correlators) ωg,n on Σn, de-
fined recursively on 2g− 2 + n > 0 as

ωg,n(z1, . . . , zn) :=
r∑
i=1

Res
z=ai

Ki(z1, z)
(
ωg−1,n+2(z,σi(z), z2, . . . , zn)

+

no (0, 1)∑
g1+g2=g

J1tJ2={2,...,n}

ωg1,1+|J1|(z, zJ1)ωg2,1+|J2|(σi(z), zJ2)

)
,

(2.1)

where Ki, called the topological recursion kernels, are locally defined in a neighbourhood Ui of ai as

Ki(z1, z) :=
1
2

´ z
w=σi(z)

B(z1,w)(
y(z) − y(σi(z))

)
dx(z)

, (2.2)

and σi : Ui → Ui is the Galois involution near the ramification point ai ∈ Ui. It can be shown thatωg,n

is a symmetric meromorphic multidifferential on Σn, with poles only at the ramification points.

Remark 2.2. The topological recursion depends only on the local behaviour of the spectral curve around
the ramification points. In particular, the bidifferential B is allowed to have more poles, as long as there
are no poles when the two arguments approach different ramification points. More formally, given a spectral
curve as in definition 2.1, we get r formal neighbourhoods Ui := SpecCJz − aiK of the ramification
points, and the topological recursion correlators only depends on the local spectral curve Sloc = (U =⊔r
i=1Ui, x|U,y|U,B|U). The requirements in definition 2.1 need only hold for Sloc.

Moreover, the bidifferential B is allowed to have double pole on the diagonal with arbitrary non-
vanishing biresidue. A rescaling of the form B 7→ λB corresponds to a rescaling of the correlators:
ωg,n 7→ λ3g−3+2nωg,n.

2.2. Cohomological field theories and Givental action. Let us recall some facts about the Givental
action on CohFTs. More details can be found in [PPZ15].

Definition 2.3 ([KM94]). Let V be a finite dimensional C-vector space with a non-degenerate symmetric
2-form η. A cohomological field theory on (V ,η) consists of a collectionΩ = (Ωg,n)2g−2+n>0 of elements

Ωg,n ∈ H•(Mg,n)⊗ (V∗)⊗n (2.3)

satisfying the following axioms.

i) Each Ωg,n is Sn-invariant, where the action of the symmetric group Sn permutes both the
marked points of Mg,n and the copies of (V∗)⊗n.

ii) Consider the gluing maps

q : Mg−1,n+2 −→Mg,n,

rh,I : Mh,|I|+1 ×Mg−h,|J|+1 −→Mg,n, I t J = { 1, . . . ,n } .
(2.4)

Then

q∗Ωg,n(v1 ⊗ · · · ⊗ vn) = Ωg−1,n+2(v1 ⊗ · · · ⊗ vn ⊗ η†),

r∗h,IΩg,n(v1 ⊗ · · · ⊗ vn) = (Ωh,|I|+1 ⊗Ωg−h,|J|+1)

(⊗
i∈I

vi ⊗ η† ⊗
⊗
j∈J

vj

)
(2.5)

where η† ∈ V⊗2 is the bivector dual to η.

If the vector space comes with a distinguished element 1 ∈ V , we can also ask for a third axiom:

iii) Consider the forgetful map
p : Mg,n+1 −→Mg,n. (2.6)

7



Then
p∗Ωg,n(v1 ⊗ · · · ⊗ vn) = Ωg,n(v1 ⊗ · · · ⊗ vn ⊗ 1),

Ω0,3(v1 ⊗ v2 ⊗ 1) = η(v1, v2).
(2.7)

In this case,Ω is called a cohomological field theory with flat unit.

A cohomological field theory defines a quantum product ? on V :

η(v1 ? v2, v3) = Ω0,3(v1 ⊗ v2 ⊗ v3). (2.8)

Commutativity follows from (i), associativity from (ii). If the cohomological field theory has a flat unit,
the quantum product is unital, with 1 ∈ V being the identity by (iii).
The degree 0 part of a CohFT

deg0Ωg,n ∈ H0(Mg,n)⊗ (V∗)⊗n ∼= (V∗)⊗n (2.9)

is a 2d topological field theory (TFT), and is uniquely determined by the values of deg0Ω0,3 and by the
bilinear form η (or equivalently, by the associated quantum product). In particular, we will refer to a
TFT as being unital and/or semisimple when the associated algebra is so.
In [Giv01], Givental defined a certain action on Gromov-Witten potentials, and this action was lifted to
CohFTs in the works of Teleman [Tel12] and Shadrin [Sha09]. Here we recall the basic definitions.
R-MATRIX ACTION. Fix a vector space V with a non-degenerate symmetric bilinear form η. An R-matrix
is an element R(u) = Id+

∑∞
k=1 Rku

k ∈ Id+ uEnd(V)JuK satisfying the symplectic condition:

R(u)R†(−u) = Id. (2.10)

Here R† is the adjoint with respect to η. The inverse matrix R−1(u) also satisfies the symplectic condition.
In particular, we can consider the V⊗2-valued power series

E(u, v) :=
Id⊗ Id− R−1(u)⊗ R−1(v)

u+ v
η† ∈ V⊗2Ju, vK. (2.11)

We will write E(u, v) =
∑
k,`>0 Ek,`u

kv`, with Ek,` ∈ V⊗2.

We can write the above condition in components. Fix a basis (ei) of V , denote by (ei) the dual basis of
V∗ and by 〈 , 〉 : V∗ × V → C the canonical pairing. The symplectic condition and the bivector E can be
written as∑

a,b

Ria(u)η
a,bRjb(−u) = η

i,j, E(u, v) =
∑
i,j

ηi,j −
∑
a,b(R

−1)ia(u)η
a,b(R−1)jb(v)

u+ v
ei ⊗ ej, (2.12)

where Rk` (u) = 〈ek,R(u)e`〉 and η† =
∑
i,j η

i,jei⊗ ej. We will denote by Ei,j(u, v) =
∑
k,`>0 E

i,j
k,`u

kv` the
formal power series

Ei,j(u, v) =
ηi,j −

∑
a,b(R

−1)ia(u)η
a,b(R−1)jb(v)

u+ v
∈ CJu, vK. (2.13)

Definition 2.4. Consider a CohFT Ω on (V ,η), together with an R-matrix. We define a collection of
cohomology classes

RΩg,n ∈ H•(Mg,n)⊗ (V∗)⊗n (2.14)

as follows. Let Gg,n be the finite set of stable graphs of genus g with n leaves (we refer to [PPZ15] for
definition and notation). For each Γ ∈ Gg,n, define a contribution ContΓ ∈ H•(MΓ ) ⊗ (V∗)⊗n by the
following construction:

• placeΩg(v),n(v) at each vertex v of Γ ;
• place R−1(ψλ) at each leaf λ of Γ ;
• at every edge e = (h,h ′) of Γ , place E(ψh,ψh′);
• for each half-edge, contract the contributions from the adjacent vertex and edge or leaf.

Define RΩg,n to be the sum of contributions of all stable graphs:

RΩg,n :=
∑
Γ∈Gg,n

1
|Aut(Γ)|

ξΓ ,∗ContΓ . (2.15)

Here, ξΓ denotes the natural composition of gluing maps with image the stratum indexed by Γ .
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Proposition 2.5. The data RΩ = (RΩg,n)2g−2+n>0 form a CohFT on (V ,η). Moreover, the R-matrix action on
CohFTs is a left group action.

TRANSLATIONS. There is also another action on the space of CohFTs: a translation is a V-valued power
series vanishing in degree 0 and 1:

T(u) =
∑
d>1

Tdu
d+1, Td ∈ V . (2.16)

Definition 2.6. Consider a CohFT Ω on (V ,η), together with a translation T . We define a collection of
cohomology classes

TΩg,n ∈ H•(Mg,n)⊗ (V∗)⊗n (2.17)

by setting

TΩg,n(v1 ⊗ · · · ⊗ vn) :=
∑
m>0

1
m!
pm,∗Ωg,n+m

(
v1 ⊗ · · · ⊗ vn ⊗ T(ψn+1)⊗ · · · ⊗ T(ψn+m)

)
. (2.18)

Here pm : Mg,n+m →Mg,n is the map forgetting the lastmmarked points. The vanishing of T in degree
0 and 1 ensures that the above sum is actually finite, for dimension reasons.

Proposition 2.7. The data TΩ = (TΩg,n)2g−2+n>0 form a CohFT on (V ,η). Moreover, translations form an
abelian group action on CohFTs.

In general, if we act by translation on a unital TFT on (V ,η,1), we can express the result as multiplication
by an exponential of κ-classes.

Lemma 2.8. Let $ be a unital TFT on (V ,η,1). Let T be a translation, and define T̂(u) =
∑
m>1 T̂mu

m ∈
uVJuK by setting

T(u) =: u
(
1− exp

(
−T̂(u)

))
. (2.19)

Here exp(−T̂(u)) =
∑
k>0

(−1)k

k! T̂(u)?k. Then the following relation holds on H•(Mg,n)⊗ (V∗)⊗n:

T$g,n = $g,n · exp

(∑
m>1

T̂mκm

)
. (2.20)

THE FLAT CASE. In general, if we start from a CohFT with unit on (V ,η,1), acting by an R-matrix or by
translation does not preserve flatness. However, there is a specific combination of the two which does
achieve this.

Proposition 2.9. LetΩ be a CohFT on (V ,η,1) with flat unit. Let R be an R-matrix, and consider the V-valued
power series

TL(u) := u
(
R−1(u)1− 1

)
, TR(u) := u

(
1− R−1(u)1

)
. (2.21)

Then TLRΩ and RTRΩ coincide, and form a CohFT with flat unit.

Definition 2.10. Let Ω be a CohFT on (V ,η,1) with flat unit. Let R be an R-matrix. We define the
unit-preserving action by R as

R.Ω := TLRΩ = RTRΩ. (2.22)

2.3. Identification of the two theories. This section mostly follows [LPSZ17]. Consider a local spec-
tral curve (Σ, x,y,B) with r simple ramification points. Under some conditions (see [Eyn11; DOSS14;
DNOPS18]), we can represent the topological recursion correlators on a basis of auxiliary differentials,
with coefficients given by intersection numbers on the moduli space of curves of a CohFT andψ-classes.

To be more precise, fix some constants C1, . . . ,Cr ∈ C× and an additional constant C ∈ C×. Choose
local coordinates ζi onUi such that ζi(ai) = 0 and x = (Ciζi)

2+x(ai). Consider the auxiliary functions
ξi : Σ→ C and the associated differentials dξk,i defined as

ξi(z) :=

ˆ z B(ζi, ·)
dζi

∣∣∣∣
ζi=0

, dξk,i(z) := d

((
−

1
ζi

d

dζi

)k
ξi(z)

)
. (2.23)
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We also set ∆i := dy
dζi

(0) and ti := −2C2
iC∆i. We define a unital, semisimple TFT on V := C 〈e1, . . . , er〉

by setting

η(ei, ej) := δi,j, 1 :=

r∑
i=1

tiei, $g,n(ei1 ⊗ · · · ⊗ ein) := δi1,...,int
−2g+2−n
i . (2.24)

Define the R-matrix R ∈ End(V)JuK and the translation T̂ ∈ VJuK (given by lemma 2.8) by setting

R−1(u)ji := −

√
u

2π

ˆ
R

dξi(ζj) e
− 1

2uζ
2
j , (2.25)

exp
(
−T̂ i(u)

)
:=

1
∆i
√

2πu

ˆ
R

dy(ζi) e
− 1

2uζ
2
i . (2.26)

The equations are intended as equalities between formal power series in u, where on the RHS we take
the asymptotic expansion as u → 0. Through the Givental action, we can then define a cohomological
field theory

Ωg,n := RT$g,n ∈ H•(Mg,n)⊗ (V∗)⊗n (2.27)

from the data ($,R, T), through a sum over stable graphs Γ ∈ Gg,n as explained in the previous section.
The link with the topological recursion correlators is given by the following theorem.

Theorem 2.11 ([Eyn11; DOSS14]). Suppose we have a compact spectral curve (Σ, x,y,B). Then its topological
recursion correlators are given by

ωg,n(z1, . . . , zn) = C2g−2+n
r∑

i1,...,in=1

ˆ
Mg,n

Ωg,n(ei1 ⊗ · · · ⊗ ein)
n∏
j=1

∑
kj>0

ψ
kj
j dξkj,ij(zj). (2.28)

Remark 2.12. The compatibility between the translation and the R-matrix given by proposition 2.9 is
equivalent to the following condition (cf. [LPSZ17, equation (17)]):

tj exp
(
−T̂ j(u)

)
=

r∑
i=1

R−1(u)ji ti . (2.29)

If such equation (which can be seen as a compatibility condition between y and B) holds, the resulting
CohFT coincides with R.$, which is flat.

3. PRELIMINARIES ON SPIN ALGEBRA

3.1. Spin representations. It is a classical fact that Hurwitz numbers are related to representation the-
ory of the symmetric group via the monodromy representation. The analogous result in the context
of spin Hurwitz numbers can be expressed in terms of representations of the spin-symmetric group.
Because of this, we recall here some facts about spin representations, the Sergeev algebra, and super-
symmetric functions. It contains no new results, but as the theory of spin representations is not as
well-known as that of symmetric group representations, we felt it useful to include it here. This expo-
sition is based on [Józ88; Józ00; Iva04; EOP08; Gun16; McD98], but beware that many definitions may
vary in normalisation between these texts.
By a result of Schur, H2(Sd;C×) = Z/2Z for d > 3, which means there is one non-trivial central
extension of Sd, called the spin-symmetric group

1→ Z/2Z→ S̃d → Sd → 1. (3.1)

Explicitly, the spin-symmetric group can be presented as follows.

S̃d =
〈
t1, . . . , td−1, ε

∣∣ ε2 = 1, t2
j = ε, (tjtj+1)

3 = ε, (tjtk)2 = ε for |j− k| > 1
〉

. (3.2)

It has a Z/2Z grading given by deg ε = 0, deg tj = 1. In order to fix notation, we also give a presentation
of the symmetric group:

Sd =
〈
σ1, . . . ,σd−1

∣∣ σ2
j = 1, (σjσj+1)

3 = 1, (σjσk)2 = 1 for |j− k| > 1
〉

. (3.3)

The map S̃d → Sd is then given by ε 7→ 1, tj 7→ σj.
The representations of S̃d that do not factor through Sd are called spin representations. First we will
recall the basics of their theory.
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Lemma 3.1. Spin representations are exactly the representations of the twisted group algebra

Sd := C[S̃d]/(ε+ 1) , (3.4)

where ε is the added central element. It inherits a Z/2Z grading, and hence is a superalgebra.

Note that irreducible modules of the twisted group algebra correspond exactly to irreducible represen-
tations of the spin-symmetric group where ε acts as −1.
For many explicit computations, it is easier not to work with the twisted symmetric group algebra,
but with the Sergeev algebra, which we now introduce. Before doing so, let us introduce the Clifford
algebra. There is a central extension of (Z/2Z)d called the Clifford group, given by

Cld =
〈
ξ1, . . . , ξd, ε

∣∣ ξ2
i = ε

2 = 1, ξiξj = εξjξi for i 6= j
〉
. (3.5)

The Clifford group has a Z/2Z grading given by deg ε = 0, deg ξj = 1.

Definition 3.2. The Clifford algebra is the twisted group algebra of the Clifford group:

C`d := C[Cld]/(ε+ 1) . (3.6)

It inherits a Z/2Z grading from its group, and hence is a superalgebra.

Proposition 3.3 ([Józ88, proposition 3.1]). All Clifford superalgebras are simple.

Let us introduce the Sergeev algebra. Let D be a set of 2d elements and σ a fixed-point free involution
on D. We define the hyperoctahedral group Hd to be the centraliser in S2d of σ. Often, D is chosen to
be {±1, . . . ,±d} and σ(j) = −j. Alternatively, Hd = Sd n (Z/2Z)d, where Sd acts on (Z/2Z)d by
permuting factors. The hyperoctahedral group has a central extension

1→ Z/2Z→ H̃d → Hd → 1 , (3.7)

which is the Sergeev group. It can alternatively be given as H̃d = Sd n Cld. The Z/2Z grading extends
to the Sergeev group by declaring pure permutations to be of degree 0.

Definition 3.4. The Sergeev algebra is the twisted algebra of the Sergeev group:

Hd := C[H̃d]/(ε+ 1). (3.8)

It inherits a Z/2Z grading, and hence is a superalgebra. Denote the even part of the centre of Hd by Zd.

Note that again irreducible modules of the Sergeev algebra correspond exactly to irreducible represen-
tations of the Sergeev group where ε acts as −1.
The link between the representation theory of Sd and that of Hd is realised through the Clifford group.

Theorem 3.5 ([Yam99, theorem 3.2]). The map γd : Sd ⊗ C`d → Hd given by

γd :

{
1⊗ ξj 7→ ξj

tj ⊗ 1 7→ 1√
2
(ξj − ξj+1)σj

(3.9)

is an isomorphism. In Sd ⊗ C`d the tensor product is as superalgebras.

Corollary 3.6. There is a bijection between simple supermodules for Sd and simple supermodules for Hd, given
by tensoring with the unique simple supermodule C`d for C`d.

The classification of simple supermodules for Sd and Hd had both been done before, respectively by
Schur [Sch11] and by Sergeev [Ser84], recast in the language of superalgebra by Józefiak [Józ89; Józ90].
To give it, we will need some preliminary definitions.

Definition 3.7. For d ∈ N, we write P(d), OP(d), and SP(d) for, respectively, the set of partitions, the set
of odd partitions, and the set of strict partitions of d. A partition is odd if all its parts are odd and strict if
all its parts are distinct. Also write P =

⋃
d P(d), OP =

⋃
d OP(d), and SP =

⋃
d SP(d). We divide SP(d)

(and SP) into SP+(d) (SP+) and SP−(d) (SP−) denoting the strict partitions of even, resp. odd length.

We writemµk for the number of parts of a partition µ equal to k and zµ =
∏
km

µ
k !km

µ
k .

Lemma 3.8 (Euler). For any d, the set of odd partitions and the set of strict partitions of d are of equal size:

| OP(d)| = | SP(d)|. (3.10)
11



Proposition 3.9 ([Ser84]). Let µ ∈ OP(d). Then the conjugacy class Oµ in H̃d of a pure permutations of cycle
type µ contains d!

zµ
2d−`(µ) elements: for each element α of the set{

τ
∏

j∈J⊂JdK

ξj

∣∣∣∣∣ τ ∈ Cµ ⊂ Sd, |J ∩ O| even for all orbits O of τ

}
(3.11)

it contains either α or εα (but not both). In particular, it contains all pure permutations of cycle type µ.
The set {

cµ =
∑
α∈Oµ

α

∣∣∣∣∣ µ ∈ OP(d)

}
(3.12)

forms a linear basis of Zd.

We will use this proposition to identify Zd with C{OP(d)}, the vector space with basis {µ ∈ OP(d)}.

Proposition 3.10 ([Ser84]). There is a bijection between SP(d) and irreducible supermodules Vλ of Hd.

Definition 3.11. For an µ ∈ OP(d) and λ ∈ SP(d), we write fλµ for the central character of Vλ at cµ, i.e. fλµ
is the scalar with which cµ acts in Vλ. We will write ζλµ for the (usual) character.

As usual,

ζλµ =
dimVλ

|Oµ|
fλµ =

2`(µ)zµ dimVλ

2dd!
fλµ. (3.13)

The Grothendieck group R(Hd) of the category of Hd-supermodules has a scalar product, which is
given in terms of characters by

〈ϕ,ψ〉 =
∑

µ∈OP(d)

2−`(µ)z−1
µ ϕµψµ. (3.14)

Lemma 3.12 (Orthogonality of characters). Let σ and ρ be two partitions of size d. Then

〈ζρ, ζσ〉 = 2δ(ρ)δρ,σ ,
∑

λ∈SP(d)

2−`(σ)−δ(λ)
ζλσζ

λ
ρ

zσ
= δρ,σ, (3.15)

where σ and ρ are strict partitions in the first equation and odd partitions in the second, and

δ(λ) =

{
1 λ ∈ SP−

0 λ ∈ SP+
. (3.16)

3.2. Supersymmetric functions.

Definition 3.13. The algebra of supersymmetric functions is defined as Γ := C[p1,p3,p5, . . . ], where the pk
are the usual power sums. It has a natural pairing

〈pµ,pν〉 = 2−`(µ)zµδµ,ν, (3.17)

where we set pµ = pµ1pµ2 · · · for any µ ∈ OP.

In parallel to the usual setting, there is a change of basis of Γ from power sums to central characters. In
order to state it, we extend the definition of the central characters by fλµ = 0 if |µ| > |λ| and

fλµ =

(
mµ1 + k

k

)
fλµ∪(1k) if k = |λ|− |µ|. (3.18)

Proposition 3.14 ([Iva04, proposition 6.4]). The functions fµ(λ) = fλµ are supersymmetric functions such
that

fµ =
1
zµ
pµ + lower degree terms. (3.19)

Hence, the collection { fµ | µ ∈ OP } forms a basis of Γ and the map

γ :

∞⊕
d=0

Zd → Γ : cµ → fµ (3.20)

is a linear isomorphism.
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Proof. Let us give the translation between the notation of [Iva04, definition 6.3] and ours: his ϑλµ are our
ζλµ, and n↓k = n!

(n−k)! . From this, p#
µ(λ) = zµf

λ
µ. Then, the statement is [Iva04, proposition 6.4(b-c)]. �

Remark 3.15. In the ordinary case, the analogous theorem requires shifted symmetric functions. Here,
instead, the supersymmetric functions only take values at strict partitions.

Definition 3.16 ([MMN20]). For r a positive even integer, define the spin completed (r+ 1)-cycles to be

c̄r+1 :=
1

r+ 1
γ−1(pr+1). (3.21)

Remark 3.17. In fact, [MMN20] do not quite define the spin completed (r + 1)-cycles individually, but
rather the space spanned by them. We choose the normalisation here to be consistent with the normal-
isation for the non-spin case, as defined in [OP06], as well as having the leading term of c̄r+1 be c(r+1).
This is also used implicitly in [Lee19, equation (2.9)] for r = 2 and [Lee19, equation (5.1)] for general r.

There is another basis for Γ , analogous to the Schur functions for the usual space of symmetric functions,
which is given by Schur Q-functions. First define Qn,m by

∞∑
n,m=0

Qn,mz
nwm =

(
exp

(
2
∞∑
k=0

p2k+1

2k+ 1
(
z2k+1 +w2k+1))− 1

)
z−w

z+w
. (3.22)

Now, let λ ∈ SP. If `(λ) is odd, we append it with a 0. Then the matrix Qλ = (Qλj,λk)j,k is antisymmetric
of even order, and we define

Qλ = Pf(Qλ) , (3.23)

where Pf is the Pfaffian, the square root of the determinant (which in this case is a perfect square).

Proposition 3.18. The set {Qλ | λ ∈ SP } is an orthogonal basis for Γ ,

〈Qλ,Qρ〉 = 2`(λ)δλ,ρ. (3.24)

The base change between {Qλ | λ ∈ SP } and {pµ | µ ∈ OP } is given by

Qλ = 2b`(λ)/2c
∑

µ∈OP(d)

z−1
µ ζ

λ
µpµ, pµ =

∑
λ∈SP(d)

2−`(µ)−d`(λ)/2eζλµQλ. (3.25)

The link with the representation theory of the Sergeev algebra is given by the following result.

Theorem 3.19 ([Ser84; Józ90]). The direct sum of Grothendieck rings, T =
⊕∞
d=0 R(Hd), is a graded ring and

Chd : R(Hd)→ Γ : ϕ 7→
∑

µ∈OP(d)

z−1
µ ϕµpµ (3.26)

fit together in a map Ch : T⊗ZC→ Γ which is an isomorphism of graded rings with scalar product. Furthermore,

Ch(ζλ) = 2−b`(λ)/2cQλ. (3.27)

3.3. Operator formalism. In the non-spin case, the semi-infinite wedge space is a realisation of a high-
est weight module of the relevant infinite Clifford algebra. In the spin case, there is still an infinite
Clifford algebra, but its highest weight module does not have such a nice description (although it can
be described in terms of half-line Maya diagrams, cf. [FWZ09]). As the non-spin and spin theory are
related to A- and B-type Dynkin diagrams, respectively, we also refer to them by these letters. This
material is taken from [You89; Iva04; Lee19; KL19].

Definition 3.20. Let V be a vector space with a quadratic form q. Then the Clifford algebra C`(V ,q) is the
unital free algebra on V modulo the relations

v2 = q(v)1 for all v ∈ V . (3.28)

There is a canonical embedding V ↪→ C`(V ,q), and we identify V with its image.

Remark 3.21. As charC 6= 2, a quadratic form is equivalent to a bilinear form, and the relation reads
{v,w} = 2〈v,w〉1. We will write C`(V , 〈·, ·〉) in this case.

Example 3.22. Let Vd be a d-dimensional C-vector space with standard basis (ξ1, . . . , ξd) and Euclidean
inner product 〈ξk, ξl〉 = δk,l. Then C`(Vd, 〈·, ·〉) = C`d from definition 3.2.
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Just like in this example, every Clifford algebra has a Z/2Z grading, obtained by placing V in degree 1.

Definition 3.23. Define an inner product space (WB := C{ϕn}n∈Z, 〈ϕk,ϕl〉 := (−1)k

2 δk+l) and call it
the space of neutral (or uncharged) Fermions. Denote its Clifford algebra by C`B := C`(WB, 〈·, ·〉). It has
anticommutation relations

{ϕk,ϕl} = (−1)kδk+l . (3.29)
The subspace LB0 := C{ϕn}n<0 ⊂ WB is maximally isotropic, and FB := C`B /C`B LB0 is the (unique
graded) highest weight module for C`B. We call it fermionic Fock space (of type B) and write |0〉 or v∅ for
the class of 1.
The fermionic Fock space has an inherited inner product, and we use the notation 〈O〉 := 〈v∅,Ov∅〉 for
O ∈ C`B. We call this the vacuum expectation value of O.

Remark 3.24. The fermionic Fock space of type B is unique as a graded highest weight module. Forgetting
the grading, ϕ0 may also act as ± 1√

2
.

Remark 3.25. The above construction can be carried out for A-, B-, C-, and D-type theories, cf. [JM83].
• In the A case, there are two infinite sets of fermions: ψn and ψ∗n, indexed by n ∈ Z + 1

2 . This is
because A ∼ gl does not have a natural pairing, so one needs to add the dual space to get it.

• The C case is constructed from (WC := C{χn}n∈Z′ , (χk,χl) := (−1)k−1/2 δk+l
2 ) as a Weyl algebra

(in contrast to a Clifford algebra). Hence, the χn are bosons, not fermions.
• The D case is constructed from the space (WD := C{ϕn}n∈Z′ , 〈ϕk,ϕl〉 := δk+l

2 ).

Lemma 3.26.
(1) The vacuum expectation values of quadratic expressions in ϕ’s are

〈ϕkϕl〉 = (−1)lδk+l
(
δl>0 +

δl

2

)
; (3.30)

(2) For λ ∈ SP, define

vλ :=

{
ϕλ1 · · ·ϕλ`(λ)v∅ λ ∈ SP+

√
2ϕλ1 · · ·ϕλ`(λ)ϕ0v∅ λ ∈ SP−

. (3.31)

Then an orthonormal basis of FB0 , the degree zero subspace, is given by { vλ | λ ∈ SP }.

In order to develop the usual theory, we need to get bosons, which are quadratic in the fermions.

Definition 3.27. We define the normal ordering of a quadratic expressions in the fermions ϕ to be

:ϕjϕk : = ϕjϕk − 〈ϕjϕk〉 . (3.32)

Lemma 3.28. The commutation relation between quadratic elements in the ϕi reads

[ϕiϕj,ϕkϕl] = (−1)jδj+kϕiϕl − (−1)iδi+kϕjϕl + (−1)jδj+lϕkϕi − (−1)iδi+lϕkϕj . (3.33)

For the normally ordered variants,

[:ϕiϕj :, :ϕkϕl :] =

(−1)jδj+k:ϕiϕl : − (−1)iδi+k:ϕjϕl : + (−1)jδj+l:ϕkϕi : − (−1)iδi+l:ϕkϕj :

+ δi+j+k+l

(
(−1)j+lδi+l

(
δl>0 − δj>0 +

δl − δj
2

)
+ (−1)i+lδj+l

(
δi>0 − δl>0 +

δi − δl
2

))
.

(3.34)

Proof. The first formula is straightforward calculation, while the second formula is exactly the same,
but requires correcting the central part. �

Definition 3.29. Let a∞ = {(amn)m,n∈Z |amn = 0 for |m − n| � 0} be the bi-infinite general linear
algebra. It has a basis {Ej,k = (δm,jδn,k)m,n }j,k∈Z. Define an involution ι : Ej,k 7→ (−1)j+kE−k,−j. Then
define the infinite Lie algebra

b∞ :=
{
g ∈ a∞ ∣∣ ι(g) = −g

}
. (3.35)

It has a basis {Bj,k = E−j,k − (−1)j+kE−k,j }j>k and two irreducible representations on FB0 : a linear, π,
and a projective, π̂, given on this basis by

π : Bj,k 7→ (−1)jϕjϕk , π̂ : Bj,k 7→ (−1)j:ϕjϕk : . (3.36)
14



We write b̂∞ for the central extension of which π̂ is a representation. From now on, we will write
Fj,k := (−1)jϕjϕk and denote F̂j,k := (−1)j:ϕjϕk :.

Definition 3.30. For any odd integerm, define the bosonic operators αB as:

αBm := −
1
2

∑
k∈Z

F̂k,−k−m = −
∑

k>−m/2

Fk,−k−m . (3.37)

The operators αBm could also be defined for even arguments, but those would vanish. We also define
the generating series

HB :=
∑

m∈2N+1

αBmtm , tm =
pm

m
. (3.38)

Lemma 3.31.

(1) The elements F̂j,k satisfy F̂j,k = (−1)j+k+1F̂k,j.
(2) The bosonic operators satisfy [

αBm,αBn
]
=
m

2
δm+n , (3.39)

and the subalgebra they span is called the Heisenberg subalgebra HB.

The Heisenberg algebra HB has a unique (up to unique isomorphism) irreducible representation, given
by Γ , with action ρ(αBm) = m ∂

∂tm
and ρ(αB−m) = 1

2tm (form = 2n+ 1 > 0).

Theorem 3.32 (Boson-fermion correspondence, [You89]). As a representation of HB, FB0 is irreducible, and
therefore isomorphic to Γ . Explicitly,

ΦB : FB0 → Γ : v 7→ v∗∅e
HBv (3.40)

is an isomorphism. On a basis,ΦB(vλ) = 2−`(λ)/2Qλ(
1
2p).

Corollary 3.33. Inverting ΦB and using the base change between Qλ and pµ, we get

αB−µv∅ =
∑

λ∈SP(|µ|)

ζλµ

2δ(λ)/2+`(µ) vλ. (3.41)

Another natural sequence of element of b̂∞ is given by the fermionic cut-and-join operators, which will
play an important role in the theory of spin Hurwitz numbers.

Definition 3.34. For any positive even integer r, define the fermionic cut-and-join operators FB as:

FBr+1 :=
1
2

∑
k∈Z

kr+1F̂k,−k =
∑
k>0

kr+1Fk,−k. (3.42)

Again, the operators FBr+1 could also be defined for odd r, but those would vanish.

Using that F̂k,−kvλ = vλ if k ∈ λ and zero otherwise, we get the following result.

Lemma 3.35. The vλ are eigenvectors of FBr+1, with eigenvalue pr+1(λ).

Note that [You89; Lee19] give strong links between the A and B type theories. A comparison between
these theories is given in the following table.
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A type B type

Index set Z ′ = Z+ 1
2 Z

Lie algebra a∞ b∞
Vector space WA =

⊕
k∈Z′(Cψk ⊕ Cψ∗k) WB =

⊕
k∈ZCϕk

Inner product
〈ψk,ψ∗l 〉 = δk,l/2
〈ψ∗k,ψ∗l 〉 = 〈ψk,ψl〉 = 0 〈ϕk,ϕl〉 = (−1)kδk+l/2

Isotropic subspace LA0 =
⊕
k<0(Cψk ⊕ Cψ∗−k) LB0 =

⊕
k<0 Cϕk

Clifford algebra C`A = C`(WA, 〈·, ·〉) C`B = C`(WB, 〈·, ·〉)

CCR
{ψk,ψ∗l } = δk,l

{ψ∗k,ψ∗l } = {ψk,ψl} = 0 {ϕk,ϕl} = (−1)kδk+l

Fermionic Fock space FA = C`A /C`A L0 ∼=
∧∞

2 V FB = C`B /C`B LB0

Main subspace FA0
∼=
∧∞

2
0 V FB0

Basis {vλ = ψλ1 · · ·ψλ`(λ) |0〉 | λ ∈ P} {vλ = 2δ(λ)/2ϕλ1 · · ·ϕλ`(λ)(ϕ0) |0〉 | λ ∈ SP}

Bosons αn =
∑
k∈Z′

:ψkψ
∗
k+n : αBn = 1

2

∑
k∈Z

(−1)k+1:ϕkϕ−k−n :

Trivial bosons no such relation αB2n = 0

Bosonic CCR [αm,αn] = mδm+n [αBm,αBn] =
m
2 δm+n

CJ operators Fr+1 =
∑
k∈Z′

kr+1:ψkψ
∗
k : FBr+1 = 1

2

∑
k∈Z

(−1)kkr+1:ϕkϕ−k :

OP operators (5.9) Ên(z) =
∑
k∈Z′

ez(k−
n
2 ):ψk−nψ

∗
k : ÊBn(z) =

∑
k∈Z

(−1)k+1

2 e−(k+n2 )z:ϕkϕ−k−n :

Hamiltonian H(t) =
∑
n∈N αntn HB(t) =

∑
n∈2N+1 α

B
ntn

Bosonic Fock space Λ = C[t1, t2, t3, . . . ] Γ = C[t1, t3, t5, . . . ]

B-F correspondence Φ : FA0 ∼→ Λ : v 7→ v∗∅e
H(t)v

vλ 7→ sλ(p), pn = mtn

ΦB : FB0 ∼→ Γ : v 7→ v∗∅e
HB(t)v

vλ 7→ 2−`(λ)Qλ(p/2), pn = mtn
Weyl group S∞ = limd→∞Sd H∞ = limd→∞ Hd

4. INTRODUCTION TO SPIN HURWITZ NUMBERS

Spin Hurwitz numbers are weighted counts of covers of a curve with a spin structure or theta char-
acteristic, with a sign given by the parity [EOP08]. This is captured in the following definitions. We
switch between the languages of divisors and line bundles without mentioning it. For more back-
ground on spin Hurwitz numbers in relation to integrable hierarchies and supersymmetric functions,
see also [Lee19; MMN20; MMNO20].

Definition 4.1. A spin structure or theta characteristic on a curve C is a line bundle ϑ → C such that
ϑ⊗2 ∼= ωC. A spin curve is a pair (C, ϑ) of a curve C with a spin structure ϑ on it. Define the parity of a
spin structure ϑ→ C as

p(ϑ) ≡ h0(C; ϑ) (mod 2). (4.1)

The parity is a deformation invariant of (C, ϑ), a fact proved for smooth curves by Riemann in the lan-
guage of theta functions, or more abstractly by Mumford [Mum71] in the algebraic and Atiyah [Ati71]
in the analytic setting. Mumford’s proof was extended to nodal spin curves by Cornalba [Cor89, sec-
tion 6]. Moreover, p is a quadratic form on the space of theta characteristics S(C), polarised by the cup
product λ on the 2-torsion Jacobian J2(C) = {L ∈ Pic(C) | L2 ∼= OC} ∼= H

1(C;Z/2Z):

ϕ(ϑ) +ϕ(ϑ⊗ L) +ϕ(ϑ⊗M) +ϕ(ϑ⊗ L⊗M) = λ(L,M) . (4.2)

As such, for a genus g curve, there are 2g−1(2g+1) even theta characteristics and 2g−1(2g−1) odd ones.
This was proved by the same authors with the same methods. We also remark that the parity p(ϑ) is
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the Arf invariant of the associated quadratic form qϑ(L) = p(ϑ) + p(ϑ⊗ L) on J2(C), but we will not use
this.

Spin structures can be pulled back along branched covers, as long as all ramifications are odd: in that
case the ramification divisor is even.

Definition 4.2. Let (B, ϑ) be a spin curve and f : C → B a branched cover with only odd ramifications.
Denote by Rf its ramification divisor. Then the twisted pullback of ϑ along f is

Nf,ϑ := f∗ϑ⊗ O( 1
2Rf). (4.3)

It is a spin structure on C.

Definition 4.3. Let (B, ϑ) be a spin curve, d a non-negative integer, x1, . . . , xk ∈ B, and µ1, . . . ,µk ∈
OP(d). The spin Hurwitz number is defined as

H(B, ϑ;µ1, . . . ,µk) :=
∑

[f : C→B]

(−1)p(Nf,ϑ)

|Aut(f)|
, (4.4)

where the sum is over all isomorphism classes of connected ramified covers with ramification profile
µj over xj and unramified anywhere else. As usual, when dealing with disconnected covers, we add a
superscript •. Sometimes, we also write a superscript ◦ to denote connected covers.

The following result is called Gunningham’s formula [Gun16], e.g. in [Lee19]. It is a generalisation
of [EOP08, theorem 2], which is the case g(B) = 1, p(ϑ) = 1, and it gives the analogue of the monodromy
representation for spin Hurwitz numbers.

Theorem 4.4 ([Gun16; Lee18]). Disconnected spin Hurwitz numbers can be expressed in terms of characters
of the Sergeev group as

H•(B, ϑ;µ1, . . . ,µk) = 2(
∑
j(`(µ

j)−d)−dχ(B))/2
∑

λ∈SP(d)

(−1)p(ϑ)`(λ)
(

dimVλ

2δ(λ)/2d!

)χ(B) k∏
j=1

fλµj . (4.5)

As we will be interested in the case (B, ϑ) = (P1,O(−1)), i.e. χ(B) = 2 and p(ϑ) = h0(O(−1)) = 0, and
no more than two generic ramifications µ,ν, let us give the the appropriate definitions and a simplified
formulae.

Definition 4.5. Let r be a positive even integer. The (r+ 1)-completed cycles spin double Hurwitz numbers
for genus g, denoted hr,ϑ

g;µ,ν, are defined by

hr,ϑ
g;µ,ν :=

|Aut(µ)| |Aut(ν)|
b!

H(P1,O(−1);µ,ν, (c̄r+1)
b) , (4.6)

where b = 2g−2+`(µ)+`(ν)
r

is needed to obtain genus g source curves, as follows from the Riemann-
Hurwitz formula.

The (r+ 1)-completed cycles spin single Hurwitz numbers for genus g, hr,ϑ
g;µ, are defined by

hr,ϑ
g;µ :=

|Aut(µ)|
b!

H(P1,O(−1);µ, (c̄r+1)
b) , (4.7)

where b = 2g−2+`(µ)+|µ|
r

is needed to obtain genus g source curves, again from the Riemann-Hurwitz
formula. For this definition, recall that we identified Zd with C{OPd}. We use this identification and
define the Hurwitz numbers by multilinear extension on the latter space.

Remark 4.6. Certain papers (e.g. [MSS13; SSZ15; BKLPS21; KLPS19; DBKPS19]) on the non-spin version
of these numbers use the term r-spin Hurwitz numbers for what would be called (r + 1)-completed
cycles Hurwitz numbers here, to emphasise the relation to r-spin structures on the moduli spaces of
curves.

Remark 4.7. In the non-spin case, the case r = 1 is the ‘usual’ case, with the most generic, simple,
ramifications. However, for spin Hurwitz numbers, r = 1 is not allowed, as all ramifications must
be odd. Since r = 2 already requires the cycles to be completed, it is natural to develop the entire
completed cycles theory immediately.
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Corollary 4.8. Gunningham’s formula applied to (r + 1)-completed cycles spin double and single Hurwitz
numbers yields

h•,r,ϑ
g;µ,ν =

21−g

b!
∏`(µ)
i=1 µi

∏`(ν)
j=1 νj

∑
λ∈SP(d)

ζλµ

2δ(λ)/2+`(µ)

ζλν
2δ(λ)/2+`(ν)

(
pr+1(λ)

r+ 1

)b
; (4.8)

h•,r,ϑ
g;µ =

21−g

b!
∏`(µ)
i=1 µi

∑
λ∈SP(d)

ζλµ

2δ(λ)/2+`(µ)

dimVλ

2δ(λ)/2+dd!

(
pr+1(λ)

r+ 1

)b
. (4.9)

Note that, as always, ζλ(1d) = dimVλ. In order to study these numbers, we gather them in generating
functions.

Definition 4.9. The free energies for spin completed cycles single Hurwitz numbers are

Fr,ϑ
g,n(e

x1 , . . . , exn) =
∑

µ1,...,µn>0
µi odd

hr,ϑ
g;µe

µ1x1 · · · eµnxn . (4.10)

5. CUT-AND-JOIN OPERATORS AND OKOUNKOV-PANDHARIPANDE OPERATORS

In the non-spin case, double Hurwitz numbers with completed cycles satisfy some important proper-
ties:

(1) They can be expressed as vacuum expectation values of a certain product of bosonic operators
and Okounkov–Pandharipande operators.

(2) Their generating functions is a 2d Toda tau function, and it satisfies an evolution equation
known as cut-and-join equation.

(3) They satisfy piecewise polynomiality and wall crossing formulae.

The goal of this section is two-fold: first, we obtain the generating series for the spin cut-and-join opera-
tors, and second, we develop the B-type analogue of the Okounkov-Pandharipande operators, a simul-
taneous generalisation of the operators FB and the bosonic operators αB, equations (3.37) and (3.42).
These are the B-type analogues of, respectively, [SSZ12, theorem 5.2] or [Ros08, theorem 5.3], and the
algebra of operators Em(z) of [OP06, equation (2.15)]. This section is strongly related to [MMNO20,
section 3.5], which introduces the basic objects we study here.

In the next section we will relate the above constructions to properties (1–3) for spin double Hurwitz
numbers with completed cycles.

5.1. Cut-and-join operators. The completed cut-and-join operators are defined (in the non-spin case)
to be the analogues of multiplication by the completed cycles in the symmetric algebra. We will develop
this in the spin case. For this, it is useful to understand the relations between different spaces introduced
in section 3:

⊕∞
d=0 Zd

OPB Γ FB0

HB b̂∞ Γ

ΦBF π̂

σ̂B

γ

ρ

(5.1)

Here, the wavy arrows indicate an action of the tail on the head. The dashed arrows indicate the B-
Okounkov-Pandharipande operators constructed later in this section, the map F : Γ → b̂∞ sends pr+1

to Fr+1. Note that Γ occurs twice in this diagram, with one instance acting on the other. This is not
the natural action of an algebra on itself as a module, but rather the one given by (pr+1,Qλ( 1

2p)) 7→
pr+1(λ)Qλ(

1
2p), as follows from lemma 3.35 and theorem 3.32. In fact, in the non-spin version of this

diagram, we have the space of shifted symmetric functions Λ∗ acting on the usual space of symmetric
functions Λ.
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An important ingredient in this diagram is the shape of σB, given by the vertex operator of [DKM81],
which translates the action of the quadratic elements ϕjϕk (and their normal product) to the space of
supersymmetric functions Γ .

Definition 5.1. Denote by

ξ̃(t, x) :=
∞∑
k=0

t2k+1x
2k+1 , ∂̃ :=

( ∂
∂t1

,
1
3
∂

∂t3
, . . .

)
, (5.2)

and define the BKP vertex operators by

ZB(x,y) :=
1
2
x− y

x+ y
eξ̃(t,x)+ξ̃(t,y)e−2ξ̃(∂̃,x−1)−2ξ̃(∂̃,y−1) , (5.3)

ẐB(x,y) :=
1
2
x− y

x+ y

(
eξ̃(t,x)+ξ̃(t,y)e−2ξ̃(∂̃,x−1)−2ξ̃(∂̃,y−1) − 1

)
. (5.4)

Proposition 5.2 ([DKM81; DJKM82]). The BKP vertex operators satisfy ZB(x,y) = −ZB(y, x), and expand-
ing ZB(x,y) =

∑
j,k∈Z Zj,kx

jy−k, the action

σB : b∞ → End(Γ) : Fj,k 7→ (−1)kZ−j,k (5.5)

is well-defined, and is intertwined with π by the boson-fermion correspondenceΦB.
Similarly, ẐB(x,y) = −ẐB(y, x), and expanding ẐB(x,y) =

∑
j,k∈Z Ẑj,kx

jy−k, the action

σ̂B : b̂∞ → End(Γ) : F̂j,k 7→ (−1)kẐ−j,k (5.6)

is well-defined, and is intertwined with π̂ by the boson-fermion correspondenceΦB.

We can use the above result to translate the multiplication by the spin completed cycles as the spin
completed cut-and-join operators on Γ .

Definition 5.3. Consider the map σ̂B ◦ F ◦ γ :
⊕∞
d=0 Zd → End(Γ). Define the (r + 1)-th spin completed

cut-and-join operatorWr+1 ∈ End(Γ) as the image of the operator of multiplication by the spin completed
(r+ 1)-cycle c̄r+1.

Proposition 5.4. The generating series of the spin completed cut-and-join operator is given by

WB(z) :=
∑
r>1
r even

1
r!
WB
r+1z

r+1 = coth(z2 )
∞∑
n=1

∑
k1+···+kn=0
ki odd

2n−2

n!
:
n∏
i=1

ς(kiz)
aki
ki

:, (5.7)

where

ς(z) := 2 sinh(z2 ), ak := ρ(αBk ) =

{
k∂tk k > 0
1
2t−k k < 0

. (5.8)

As usual, the normal product of the ak’s put all derivatives on the right-hand side.

Proof. We track the completed cycles through the diagram (5.1). By definition 3.16, γ(c̄r+1) =
1
r+1pr+1,

so F ◦ γ(c̄r+1) =
FBr+1
r+1 . Thus, using proposition 5.2, we find

WB(z) =

∞∑
s=0

1
(2s+ 1)!

σ̂B(FB2s+1) z
2s+1

=
1
2

∞∑
s=0

∑
k∈Z

(kz)2s+1

(2s+ 1)!
σ̂B(F̂k,−k)

=
1
4

∑
k∈Z

(ekz − e−kz)(−1)kẐk,k

=
1
2
[x0]ẐB(xez/2,−xe−z/2).

Computing ẐB(xez/2,−xe−z/2), we find

WB(z) =
1
4
[x0] coth(z2 )

(
exp

( ∞∑
j=0

ς
(
(2j+ 1)z)t2j+1x

2j+1
)

exp
(

2
∞∑
k=0

ς
(
(2k+ 1)z)

∂t2k+1

2k+ 1
x−2k−1

)
− 1

)
,
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and expanding the exponentials finishes the proof. �

5.2. B-Okounkov-Pandharipande operators. From the proof of proposition 5.4, we see that the gener-
ating series of completed cut-and-join operators is the constant coefficient in x of ZB(xez/2,−xe−z/2).
The other coefficients are interesting as well: they form an algebra that interpolates between the cut-
and-join operators FB and the bosonic operators αB. In the non-spin case, such an algebra was intro-
duced by Bloch-Okounkov [BO00] and packed into generating functions by Okounkov-Pandharipande
in [OP06]. There is no particular reason to define them in a representation, so we give them as follows:

Definition 5.5. The B-Okounkov-Pandharipande operators are defined by

EBm(z) := −
1
2

∑
k∈Z

e−(k+m/2)zFk,−k−m ∈ b∞JzK , m ∈ Z , (5.9)

ÊB0 (z) := −
1
2

∑
k∈Z

e−kzF̂k,−k ∈ b̂∞JzK . (5.10)

Notice that the boson operators and the fermionic cut-and-join operators are given by

αBm = EBm(0) , FBr+1 = (r+ 1)![zr+1]ÊB0 (z) . (5.11)

Remark 5.6. The operators Ωmn of [MMNO20, section 4.3] are the coefficients of the B-Okounkov-
Pandharipande operators: ÊBm(z) =

∑
n

1
n!Ωmnz

n.

Lemma 5.7. Under the map σB, the B-Okounkov-Pandharipande operators are given by

σB
(
EBm(z)

)
= −

1
2
[xm]ZB(xez/2,−xe−z/2) . (5.12)

In particular, specialising the above equation, we find that the generating function of completed cut-and-join
operatorsWB(z) can be obtained from the B-Okounkov-Pandharipande operators as

WB(z) = σ̂B
(
ÊB0 (z)

)
. (5.13)

Proof. Straightforward computation, using thatWB is odd. �

We collect here some other useful properties of the B-Okounkov-Pandharipande operators. The first
one is the vacuum expectation value formula, that in the A-setting reads

〈Em(z)〉 = δm

ς(z)
, ς(z) := 2 sinh(z2 ). (5.14)

In the B-setting, we use the following analogous definition (the archaic Greek letter ϙ reads ”qoppa”)

ϙ(z) :=
1
2

cosh(z2 ) =
1
2
+
z2

16
+
z4

768
+

z6

92160
+O(z8) (5.15)

Lemma 5.8. The following results hold.
(1) The vacuum expectation values of the B-Okounkov-Pandharipande operators are given by〈

EBm(z)
〉
=
δm

4
coth

(
z
2

)
= δm

ϙ(z)

ς(z)
(5.16)

(2) The operators EBm and ÊB0 obey the parity relations

EBm(−z) = (−1)m+1EBm(z), ÊB0 (−z) = −ÊB0 (z). (5.17)

(3) The subspace of b∞ spanned by the coefficients [zk]EBm(z) is a Lie subalgebra. Explicitly,[
EBm(z),EBn(w)

]
=

1
2
ς
(
det[m z

n w ]
)
EBn+m(z+w) +

(−1)n

2
ς
(
det[m −z

n w ]
)
EBn+m(z−w) . (5.18)

Proof. The first property follows from lemma 3.26:〈
EBm(z)

〉
=

〈
−

1
2

∑
k∈Z

e−(k+m/2)zFk,−k−m

〉
= −

1
2
δm

(∑
k>0

ekz +
1
2

)
= −

δm

2

( ez

1 − ez
+

1
2

)
= −

δm

4
1 + ez

1 − ez
=
δm

4
coth(z2 ).
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For the parity property, use that F̂j,k = (−1)j+k+1F̂k,j and lemma 3.31. To conclude, the commutation
relation follows from an explicit calculation.[
EBm(z),EBn(w)

]
=

1
4

∑
k,l∈Z

e−(k+m/2)z−(l+n/2)w[Fk,−k−m, Fl,−l−n
]

=
1
4

∑
k,l∈Z

e−(k+m/2)z−(l+n/2)w
(
δl−k−mFk,−l−n − δk−l−nFl,−k−m

− (−1)mδk+lF−k−m,−l−n + (−1)mδ−k−m−l−nFl,k

)
=

1
4

∑
k∈Z

e−(k+m/2)z−(k+m+n/2)wFk,−k−m−n −
1
4

∑
l∈Z

e−(l+n+m/2)z−(l+n/2)wFl,−l−m−n

−
1
4

∑
l∈Z

e−(−l+m/2)z−(l+n/2)w(−1)mFl−m,−l−n

+
1
4

∑
l∈Z

e(l+n+m/2)z−(l+n/2)w(−1)mFl,−l−m−n

=
1
4

∑
k∈Z

(
e−(k+m/2)z−(k+m+n/2)w − e−(k+n+m/2)z−(k+n/2)w

− e(k+m/2)z−(k+m+n/2)w(−1)m + e(k+n+m/2)z−(k+n/2)w(−1)m
)
Fk,−k−m−n

=
1
4

∑
k∈Z

(
enz/2−mw/2 − e−nz/2+mw/2

)
e−(k+(m+n)/2)(z+w)Fk,−k−m−n

+ (−1)m
1
4

∑
k∈Z

(−e−nz/2−mw/2 + enz/2+mw/2)e(k+(m+n)/2)(z−w)Fk,−k−m−n

= − sinh
(nz−mw

2

)
EBn+m(z+w) + (−1)m sinh

(−nz−mw
2

)
EBn+m(w− z) .

Now simplify the signs using the fact that the hyperbolic sine is an odd function, and employ the parity
property above. �

6. PROPERTIES OF SPIN DOUBLE HURWITZ NUMBERS

In this section we employ the algebra of spin bosonic operators to analyse and derive several structural
properties about spin double Hurwitz numbers. These properties will be described and referred to as:

(1) Vacuum expectation in terms of the algebra of EB
m(z);

(2) Generating series;
(3) Strong chamber polynomiality;
(4) Wall-crossing formulae;
(5) Integrability and cut-and-join equation.

Moreover, for single Hurwitz numbers, we derive the following property:

(6) Quasi-polynomiality.

Each of these results have been observed and proved for several non-spin Hurwitz enumerative prob-
lems over the past years, by developing new techniques via the Fock space formalism, and represent
major advancements in the field of Hurwitz theory. By now these techniques are more consolidated
(see e.g.[HKL18; KLS19]), and we can prove analogous results by a suitable adaptation of these meth-
ods. We therefore derive the results and refer to the original proofs, only pointing out the necessary
adaptations.

6.1. Vacuum expectation in terms of the algebra of EB
m(z). Point (1) is a straightforward application

of Gunningham’s formula. The case r = 2 can be found in [Lee19, equation 3.10], and the case r > 2 can
be deduced from [MMN20; MMNO20].
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Proposition 6.1. For µ,ν odd partitions of lengths m and n, the disconnected spin double Hurwitz numbers
with (r+ 1)-completed cycles are given by

h•,r,ϑ
g;µ,ν =

21−g(r!)b

b! ·
∏
i µi
∏
j νj

[
zr+1

1 · · · zr+1
b

]〈 `(µ)∏
i=1

EBµi(0)
b∏
p=1

ÊB0 (zp)

`(ν)∏
j=1

EB−νj(0)

〉
. (6.1)

Here b = 2g−2+m+n
r

is given by the Riemann-Hurwitz formula.

Proof. Use lemma 3.35 and corollary 3.33 on Gunningham’s formula for spin double Hurwitz numbers
equation (4.8). �

6.2. Strong chamber polynomiality. It is known for the non-spin case that some rich structure under-
lies the double Hurwitz numbers hr,ϑ

g;µ,ν, when considered as functions of µ and ν for fixed lengths m
and n. In fact, the entries of the odd partitions µ and ν can be seen as coordinates in an affine space that
gets divided into chambers: in each chamber the Hurwitz numbers can be represented by a chamber-
dependent polynomial, and its homogeneous decomposition also enjoys several constraints.

Definition 6.2. Let us define the subspace

H(m,n) :=

{
(µ,ν)

∣∣∣∣∣ µ ∈ Nm,ν ∈ Nn odd, such that
m∑
i=1

µi =

n∑
j=1

νj

}
⊂ Nm × Nn , (6.2)

where µ = (µ1, . . . ,µm) and ν = (ν1, . . . ,νn) and we view spin double Hurwitz numbers as a function
in the following sense:

hr,ϑ
g : H(m,n)→ Q : (µ,ν) 7→ hr,ϑ

g;µ,ν. (6.3)

Definition 6.3. Let I ( JmK and J ( JnK be non-empty proper subsets. Define the hyperplane (or wall)
indexed by (I, J) as the set

WI,J :=

{
(µ,ν) ∈ H(m,n)

∣∣∣∣∣ ∑
i∈I
µi =

∑
j∈J
νj

}
. (6.4)

We define the hyperplane arrangement W(m,n) ⊂ H(m,n) to be the union of all the walls WI,J. A
connected component of H(m,n) \W(m,n) is called a chamber, and is denoted with the letter c.

Theorem 6.4 (Strong piecewise polynomiality). Let g be a non-negative integer and let m, n be positive
integers such that (g,n+m) 6= (0, 2) and b = 2g−2+m+n

r
is a positive integer. Then the function

hr,ϑ
g : H(m,n)→ Q : (µ,ν) 7→ hr,ϑ

g;µ,ν (6.5)

is piecewise polynomial with the walls given by the hyperplanes of W(m,n). In other words, within each chamber
c of the hyperplane arrangement W(m,n) there exists a polynomial Pr,ϑ,c

g such that

hr,ϑ
g;µ,ν = Pr,ϑ,c

g (µ,ν), for all (µ,ν) ∈ c. (6.6)

Moreover, Pr,ϑ,c
g has the homogeneous degree decomposition

Pr,ϑ,c
g (µ,ν) =

g∑
k=0

Pr,ϑ,c
g,k (µ,ν), degµ,ν(P

r,ϑ,c
g,k ) = 2g− 1 + b− 2k. (6.7)

Its proof follows from proposition 6.1 and from the generating series of the vacuum expectations in-
volved, which are computed in the next section.

6.3. Generating series. This section derives the generating series for double spin Hurwitz numbers
by computing the vacuum expectations appearing in proposition 6.1. The method used is based on a
simple commutation procedure: positive energy operators are commuted to the right until they vanish
against the vacuum. This refines an algorithm by Johnson for double Hurwitz numbers [Joh15]. We start
by defining some particular subclass of operators EB that play a role in this commutation procedure.
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Definition 6.5. For I ⊆ JnK, J ⊆ JmK, K ⊆ JbK, and a ∈ {±1}K, define

E ′(I, J,K, a) = EB|µI|−|νJ|
(zK,a) (6.8)

where zK,a :=
∑
k∈K akzk and µI =

∑
i∈I µi for a partition µ. Define moreover for disjoint pairs I,L ⊆

JnK, J,M ⊆ JmK, K,N ⊆ JbK, and for a ∈ {±1}K, b ∈ {±1}N.

ς ′
(
I J K a
L M N b

)
= ς

(
det
[
|µI|− |νJ| zK,a

|µL|− |νM| zN,b

])
. (6.9)

The commutation relation (5.18) expressed in the new notation turns into:[
E ′(I, J,K, a),E ′(L,M,N, b)

]
=

1
2
ς ′
(
I J K a
L M N b

)
E ′(I ∪ L, J ∪M,K ∪N, a ∪ b)

−
(−1)|I|+|J|

2
ς ′
(
I J K −a
L M N b

)
E ′(I ∪ L, J ∪M,K ∪N, (−a) ∪ b) ,

(6.10)

On the other hand, double Hurwitz numbers are expressed in terms of the E ′ as

h•,r,ϑ
g;µ,ν = (−1)m+n 21−g(r!)b

b!
[zr+1

1 · · · zr+1
b ]

〈 n∏
i=1

E ′({i}, ∅, ∅, ∅)
µi

b∏
p=1

Ê ′(∅, ∅, {p}, {+1})
m∏
j=1

E ′(∅, {j}, ∅, ∅)
νj

〉
,

(6.11)
where the Ê ′ symbol refers as usual to the absence of the central extension term.

Definition 6.6. A commutation pattern P is a set of tuples{(
IPt , JPt ,KPt , aPt ;LPt ,MP

t ,NPt , bPt
)}
t∈Jn+m+b−1K

(6.12)

where for each t, IPt ,LPt ⊆ JnK, JPt ,MP
t ∈ JmK,KPt ,NPt ∈ JbK, aPt ∈ {±1}K

P
t , bPt ∈ {±1}N

P
t , such that

we get a non-vanishing contribution to the vacuum expectation value (6.11) when we go through the
algorithm that commutes the right-most positive-energy operator to the right, in such a way that the
t-th commutator computed is [

E ′(IPt , JPt ,KPt , aPt ),E
′(LPt ,MP

t ,NPt , bPt )
]
. (6.13)

A fundamental point is that commutation patterns do not depend on the specific partitions µ and ν, but
only on the signs of the expressions |µI| − |νJ| (that is, the energies of the operators produced during
the commutation process), and therefore only on the chamber c considered. This consideration allows
to define the set CPc of commutation patterns P relative to a chamber c as independent of (µ,ν).

Remark 6.7. Within a chamber c of W(n,m) there are no disconnected covers. In fact, in order to have
one of a certain degree d, a splitting JnK = I∪ I∨ and JmK = J∪J∨ such that |µI| = |νJ| = d is needed, for
the ramifications indices of µI and of νJ to lie on the same connected component of the cover. Therefore
within a chamber c of W(n,m) the notations h•,r,ϑ

g;µ,ν and h◦,r,ϑ
g;µ,ν coincide and we refer to them simply as

hr,ϑ
g;µ,ν.

Theorem 6.8. Within a chamber c of W(n,m) we have:

hr,ϑ
g;µ,ν =

21−g(r!)b

b! ·
∏
i µi
∏
j νj

[zr+1
1 · · · zr+1

b ]

(
1
2

)τ ∑
P∈CPc

(−1)ι(P)

ς
(
zJbK,aPτ ∪ bPτ

)ϙ(zJbK,aPτ∪bPτ

) τ∏
t=1

ς ′
(
IPt JPt KPt aPt
LPt M

P
t N

P
t bPt

)
,

(6.14)
where τ = m+ n+ b− 1 is the total number of commutations for each commutation pattern, and

ι(P) = |D|+
∑
i∈D

|IPi |+ |JPi |, (6.15)

where D ⊂ [τ] is the set indexing the times the summand −aPt was chosen (as opposed to the first summand,
involving aPt with no minus sign), out of the t-th commutator.

Proof. The proof is a straightforward adaptation of the argument in [SSZ12]. �

Remark 6.9. This statement can be slightly generalised to disconnected Hurwitz numbers on the walls,
see [SSZ12, theorem 4.6].
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Proof of theorem 6.4. The proof is an adaptation of the argument in [SSZ12]. The only differences consist
in the introduction of an extra signed summand at each commutator and the introduction of the coth(z)
function replacing the 1/ sinh(z) function. The latter does not spoil the polynomial argument, as of
course coth(z) = cosh(z)/ sinh(z), so that multiplying by cosh(z) does not introduce new poles (and
therefore, already proved to be removable) and also does not spoil the parity argument in the degrees.

The introduction of new summands does not change the fact that the sum over CPc and the product over
t are finite, and the degrees in the µi and in the νj are coupled to degrees in the zk as in [SSZ12], therefore
collecting the coefficient of zr+1

1 · · · zr+1
b again guarantees a polynomial in the µi and νj. The parity of

the functions involved determines again even jumps in number g for what concerns the homogeneous
degrees, again starting at the same top degree 2g− 1 + b. �

Remark 6.10. The only part of the statement [SSZ12, theorem 6.4] that is in principle not guaranteed
anymore by theorem 6.4 is the positivity of the polynomials in the homogeneous decomposition. Such
a statement could still exist in some form, but it falls beyond the scope of the current work.

6.3.1. Generating series for one-part double Hurwitz numbers. This section contains the derivations of an
explicit formula for one-part spin double Hurwitz numbers, that is, the case when the ramification over
infinity is a total ramification (d), where d is the degree of the cover. We also derive two specialisations
of this formula, having in mind conjectural applications in Gromov-Witten theory.

Proposition 6.11. Let µ = (µ1, . . . ,µn) be an odd partition of d. The one-part spin double Hurwitz numbers
are given by:

hr,ϑ
g;(d),µ =

(r!)b

b!
db−1

2b+g−1 [z
r
1 · · · zrb]

b∏
p=1

S (zpd)
∑

k1,...,kb∈{±1}

∏n
i=1 S (µizk)

S(zk)
(zk)

nK(zk), (6.16)

where zk :=
∑b
p=1 kpzp.

Proof. It is a straightforward specialisation of 6.8. Since there is a single negative energy operator within
the vacuum expectation, that operator has to be involved in every commutations until the end of the
commutation procedure, therefore the sum over commutation patterns collapses. �

Corollary 6.12. Let µ be an odd integer. The one-part spin single Hurwitz numbers are given by:

hr,ϑ
g;(µ) =

(r!)b

b!µ!
µb−1

2b+g−1 [z
r
1 · · · zrb]

b∏
p=1

S (zpµ)
∑

k1,...,kb∈{±1}

S(zk)
µ−1(zk)

µK(zk) , (6.17)

where zk :=
∑b
p=1 kpzp.

Proof. From definition 4.5, we see that hr,ϑ
g;µ = 1

|Aut(1d)|h
r,ϑ
g;µ,(1d). Using that |Aut(1d)| = d! and d = µ in

our case, the result follows from proposition 6.11. �

Corollary 6.13. For b = 1 we have:

hr,ϑ
g;(µ) =

(r)!
2g−1µ!

[z2g] ϙ(z)S(zµ)S(z)µ−1, g =
r− µ+ 1

2
. (6.18)

The formula above is conjecturally related to the Gromov-Witten correlator of spinP1 with a single point
insertion relative to the partition µ, 〈τr/2(ω),µ〉P

1,+
|µ|

, via the conjectural spin GW/H correspondence
mentioned in equation (1.15).

6.4. Wall-crossing formulae. We are now armed to define and derive wall-crossing formulae for dou-
ble spin Hurwitz numbers.

Definition 6.14. A wall-crossing formula for spin double Hurwitz numbers is an expression for the quan-
tity

WCr,ϑ
g,I,J(µ,ν) := hr,ϑ

g

∣∣
c1
− hr,ϑ

g

∣∣
c2

(6.19)

for two neighbouring chambers c1 and c2 separated by the wall WI,J = {(µ,ν) | |µI| − |νJ| = 0}, where
we fix c1 as chamber with |µI| < |νJ| and c2 the chamber with |µI| > |νJ|.
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Definition 6.15. Define the generating series for multi-completed cycles as:

Hµ,ν(z1, . . . , zb) :=
21−g

b!

〈 m∏
i=1

EBµi(0)
µi

b∏
p=1

ÊB0 (zp)

n∏
j=1

EB−νj(0)
νj

〉
. (6.20)

Moreover, within a chamber c, letHv
µ,ν(zJbK) be the sum of the contributions in the statement of theorem

6.8 of all those commutation patterns P ∈ CPc whose last sign vector aPτ ∪ bPτ is v.

Remark 6.16. Piecewise polynomiality results extend to multi-completed cycles generating series, in
the sense that collecting the coefficient of arbitrary zr1+1

1 · · · zrb+1
b (as opposed to along the diagonal

ri = r) imposes completed cycles of different sizes on the ramifications, but the piecewise polynomiality
structure still stands.

What is peculiar about wall-crossing formulae is that the vast majority of the terms arising from the
vacuum expectations defining WCg,I,J cancel out, and what remains can be expressed as a finite sum of
quadratic terms in the generating series H.

Theorem 6.17 (Wall-crossing formula). Let δ = |µI|− |µJ|. We have:

WCr,ϑ
g,I,J(µ,ν) = [zr+1

1 · · · zr+1
b ].∑

KtKc=JbK
a∈{±1}K

b∈{±1}K
c

Ha
µI,νJ∪δ(zK)

〈E ′(I, J,K, a)E−δ(0)〉
· δ · 〈E ′(I, J,K, a)E ′(Ic, Jc,Kc, b)〉 · δ ·

Hb
µIc∪δ,νJc (zKc)

〈Eδ(0)E ′(Ic, Jc,Kc, b)〉 (6.21)

Remark 6.18. The formula above suggests the appearance of two poles arising from the vacuum expec-
tations in the denominator, but these poles are removable. For example, the first vacuum expactation
gives

1
〈E ′(I, J,K, a)E−δ(0)〉

= 2
ς(zK,a)

ς(δzK,a)ϙ(zK,a)

1
((−1)δ − 1)

,

giving a pole for even δ. In fact, the entire commutator 〈E ′(I, J,K, a)E−δ(0)〉 simplifies against each term
of the expansion of Ha

µI,νJ∪δ(zK) by definition (we inserted the operator E−δ(0) to the right and we
ask the linear combination of the variables to be zK,a, so it is always possible to run the commutation
process in such a way that 〈E ′(I, J,K, a)E−δ(0)〉 is the last step of it, for each commutation pattern). The
same reasoning leads to the simplification of 〈Eδ(0)E ′(Ic, Jc,Kc, b)〉 against Hb

µIc∪δ,νJc (zKc).

Proof. The proof is a straightforward adaptation of the argument in [SSZ12, theorem 6.6]. �

6.5. Integrability and cut-and-join equation. Integrability properties of spin double Hurwitz numbers
were investigated in [Lee19] and further generalised in [MMN20; MMNO20]. Such results can also be
easily obtained from sections 3 to 5, and we include them below for completeness.

Definition 6.19. Define the generating series of spin double Hurwitz numbers with (r + 1)-completed
cycles as

Zr,ϑ(p,q; t) :=
∑

m,n,g>0

∑
µ1,...,µn odd
ν1,...,νm odd

h•,r,ϑ
g;µ,ν2g−1tb

pµ1 · · ·pµm
m!

qν1 · · ·qνn
n!

. (6.22)

The summands with b = 2g−2+m+n
r

6∈ N or |µ| 6= |ν| are set to 0.

Theorem 6.20 ([Lee19; MMN20; MMNO20]).
(1) The generating series Zr,ϑ can be expressed as the following vacuum expectation value

Zr,ϑ(p,q; t) =
〈
e
∑
m>0α

B
m
pm
m et

FB
r+1
r+1 e

∑
n>0α

B
−n

qn
n

〉
, (6.23)

and it is a hypergeometric tau function of the 2-BKP hierarchy (identically in t). Its expansion in terms
of Schur Q-functions is given by

Zr,ϑ(p,q; t) =
∑
λ∈SP

2−`(λ)etpr(λ)Qλ
( 1

2p
)
Qλ
( 1

2q
)

. (6.24)
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More generally, defining

Zϑ(p,q; t) =
〈
e
∑
m>0α

B
m
pm
m e

∑
r>0 tr

FB
r+1
r+1 e

∑
n>0α

B
−n

qn
n

〉
(6.25)

=
∑
λ∈SP

2−`(λ)e
∑
r>0 trpr(λ)Qλ

( 1
2p
)
Qλ
( 1

2q
)

, (6.26)

this is a hypergeometric 2-BKP tau-function in p and q (identically in t). Furthermore, Zϑ(p = δj,1,q =

δk,1; t) is an∞-soliton KdV tau-function in t and Zϑ(p = δj,1,q; t) is a 2-BKP tau-function in q and
t.

(2) The generating series Zϑ satisfies the the partial differential equation (the spin cut-and-join equation):

∂

∂tr
Zϑ =WB

r+1Z
ϑ (6.27)

for any r. Consequently,
∂

∂t
Zr,ϑ =WB

r+1Z
r,ϑ . (6.28)

The essential ingredient for this theorem is Gunningham’s formula, theorem 4.4, which expresses Hur-
witz numbers in terms of characters. Most results then follow almost immediately from the defini-
tions and various isomorphisms, such as the boson-fermion correspondence. However, the fact that
Zϑ(δj,1, δk,1; t) is a soliton KdV tau-function in t is not just a formal consequence.

Furthermore, [Lee19, Theorem 1.1] finds a particular linear combination of completed 1-, 2-, and 3-
cycles for both the spin and non-spin case, such that the generating series for the spin case squares to
the generating series of the non-spin case. It would be interesting to develop such a square formula
for higher r as well. Note that in general, any BKP tau-function squares to a KP tau-function [DJKM82,
proposition 4]. The content of Lee’s result is that both of these tau-functions have a geometric interpre-
tation in terms of spin and ordinary Hurwitz numbers.

6.6. Quasi-polynomiality. Here we show how our main conjecture implies the polynomiality of sin-
gle Hurwitz numbers up to a particular non-polynomial prefactor. This property is usually required
and employed to prove that a certain enumerative problem is generated by topological recursion. We
assume the main conjecture and derive it from the algebro-geometric interpretation for the multidiffer-
entialsωg,n (see section 9).

Proposition 6.21. Let g > 0 and n > 1 such that 2g − 2 + n > 0. conjecture 7.1 implies that, for µ =

(µ1, . . . ,µn) ∈ OP(d) with fixed remainders 〈µ1〉 , . . . , 〈µn〉 modulo r, there exists a polynomial P〈µ〉,rg,n of degree
3g− 3 + n such that the spin Hurwitz numbers are given by

hr,ϑ
g;µ =

(
n∏
i=1

µ
[µi]
i

[µi]!

)
P〈µ〉,rg,n (µ1, . . . ,µn). (6.29)

Proof. It is an immediate corollary of theorem 9.8. �

7. A CONJECTURAL SPECTRAL CURVE FOR SPIN HURWITZ NUMBERS

We now move our attention to single spin Hurwitz numbers. In the non-spin case, single Hurwitz
numbers are known to satisfy the topological recursion. As explained in section 2, topological recursion
is a way to compute enumerative quantities from (0, 1) and (0, 2) data (the spectral curve), recursively
on 2g− 2 + nwith n = `(µ).

In Hurwitz theory, the cut-and-join equation is, roughly speaking, a recursive procedure to compute
Hurwitz numbers. Thus, one would expect topological recursion to hold and, applying the Eynard-
DOSS correspondence of theorem 2.11, one can obtain an ELSV-type formula:

(0, 1)- AND (0, 2)-FREE ENERGIES

+

CUT-AND-JOIN EQUATION

TOPOLOGICAL

RECURSION

ELSV-TYPE

FORMULA
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To actually prove topological recursion for Hurwitz problems, an extra property is required, namely
quasi-polynomiality. However, the actual shape of the spectral curve can be obtained looking at the
(0, 1)- and (0, 2)-free energies.
In this section, we compute such unstable free energies for single spin Hurwitz numbers via the fermion
formalism, and we conjecture that they can be computed by topological recursion on a specific spectral
curve. We then give evidence for this conjecture by proving a closed formula for the (g, 1)-free energies,
and compare them to the topological recursion correlators for g = 1.

7.1. The spectral curve. Let r be a positive even integer. Consider the spectral curve (Σ, x,y,B) given
by Σ = P1 and

x(z) = log(z) − zr, y(z) = z , B(z1, z2) =
1
2

(
1

(z1 − z2)2 +
1

(z1 + z2)2

)
dz1dz2 . (7.1)

As noted in the introduction, such spectral curve does not satisfy the usual axioms of topological recur-
sion, since B has poles when the two arguments approach different ramification points. Nevertheless,
one can define the topological recursion correlators ωr,ϑ

g,n via the Eynard-Orantin topological recursion
formula (2.1). Our main conjecture relates the multidifferentials ωr,ϑ

g,n and the spin Hurwitz numbers
free energies.

Conjecture 7.1. The coefficients obtained by expanding the correlatorsωg,n(z1, . . . , zn) near exi = 0 are exactly
the (r+ 1)-completed cycles spin single Hurwitz numbers:

ωr,ϑ
g,n(z1, . . . , zn) − δg,0δn,2ω

r,ϑ
0,2 (e

x(z1), ex(z2)) = d1 · · ·dnFr,ϑ
g,n(e

x1 , . . . , exn)
∣∣∣
xi=x(zi)

. (7.2)

Remark 7.2. Alexandrov and Shadrin have a forthcoming paper [AS] which proves topological recur-
sion for a wide class of hypergeometric BKP tau-functions, using methods similar to [BDBKS20]. In
particular, [AS] confirms this conjecture.

The remaining part of the section is devoted to proving the conjecture for g = 0 and for (g,n) = (1, 1).

7.2. Spin Hurwitz numbers for g = 0. First, we consider the case of the source curve being of genus
zero, i.e. the numbers hr,ϑ

0;µ. In this case, two simplifications occur.

As for g = 0 the source is P1, it has a unique spin structure, and we see that in definition 4.5

p(Nf,O(−1)) = p(O(−1)) = 0 (7.3)

for any cover in the count. Therefore, for g = 0, the spin Hurwitz numbers are actual counts, without
any sign.
For the other simplification, recall the Riemann-Hurwitz formula: for a ramified cover of Riemann
surfaces f : S→ T of degree dwith ramification profiles µi,

2 − 2g(S) = d(2 − 2g(T)) −
∑
i

(d− `(µi)) . (7.4)

Looking at the definition of spin single Hurwitz numbers, definition 4.5, we see that b = 2g−2+`(µ)+d
r

is
chosen such that we do get a genus g source curve if we have one branch point with ramification profile
µ and b branch points with ramification profile (r + 1, 1, . . . , 1) (recall that we always have g(T) = 0).
However, the definition uses the spin completed cycles c̄r+1. From definition 3.16 and proposition 3.14
we see that

c̄r+1 − cr+1 ∈
r⊕
d=0

Zd . (7.5)

In particular, for any µ ∈ OP(d) with d 6 r, we have r + 1 − `(µ ∪ (1r+1−d)) = d − `(µ) < r =

r + 1 − `((r + 1)). It follows that for any cover of P1 with ramification profiles µ and b choices of
partitions occurring with non-zero coefficients in c̄r+1, the genus of the source curve is at most g, with
equality occurring exactly if we choose (r + 1) every time. This occurrence of source curves having
lower than expected genus is called genus defect in e.g. [SSZ15].
In particular, for g = 0, there are no contributions from the completions c̄r+1 − cr+1, as this would
require a connected source curve with negative genus. This means that in the definition of hr,ϑ

0;µ, we may
replace the c̄r+1 by the cr+1.
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The same argument holds for the non-spin case: there we may also replace the completed cycles C̄r+1 ∈⊕∞
d=0 ZC[Sd]

∼= C{P} by the non-completed Cr+1 for g = 0 Hurwitz numbers (for more background
on completed cycles for the non-spin case, see e.g. [OP06; SSZ12; BKLPS21]). Hence, because cr+1 and
Cr+1 represent the same partition (r+ 1), we get:

Proposition 7.3. Let r be a positive even integer and µ ∈ OP. Then the spin and non-spin Hurwitz numbers
with these arguments are equal:

hr,ϑ
0;µ = hr0;µ . (7.6)

Remark 7.4. Note that this equality does not necessarily hold for disconnected Hurwitz numbers, as for
those the (arithmetic) genus may be negative.

Corollary 7.5. Let r be a positive even integer. The genus zero free energies for the spin case are the anti-
symmetrisations in all arguments of those in the non-spin case:

Fr,ϑ
0,n(e

x1 , . . . , exn) = 2−n
∑

ε1,...,εn∈{±1}

(
n∏
i=1

εj

)
Fr0,n(ε1e

x1 , . . . , εnexn) . (7.7)

In particular, conjecture 7.1 holds in genus zero:

ωr,ϑ
0,n(z1, . . . , zn) − δn,2ω

r,ϑ
0,2 (e

x(z1), ex(z2)) = d1 · · ·dnFr,ϑ
0,n(e

x1 , . . . , exn)
∣∣∣
xi=x(zi)

. (7.8)

Proof. The first part follows directly from proposition 7.3: antisymmetrising is the same as restricting to
odd powers of exi in the series expansion.
For the second part, the unstable free energies for the non-spin case were computed in [MSS13; KLPS19].
In that case the (0, 1)-free energy is already odd, so it must be equal to its spin counterpart ωr,ϑ

0,1 . For
ωr,ϑ

0,2 , the formula in the corollary is the antisymmetrisation of the non-spin case. The case n > 2 follows
by induction. �

We give a second proof of the formula forωr,ϑ
0,1 in proposition 7.9, using the operator formalism. There,

it is first step towards a general formula for Fr,ϑ
g,1. A computation of ωr,ϑ

0,2 in the operator formalism can
be found in appendix A.

7.3. Operator formalism for spin single Hurwitz numbers. In analogy to [KLPS19, definition 3.3], we
get the following formula for spin single Hurwitz numbers as a consequence of Gunningham’s formula
4.9. It is the single version of proposition 6.1.

Proposition 7.6. For µ an odd partition, the disconnected spin single Hurwitz numbers with (r+ 1)-completed
cycles are given by

h•,r,ϑ
g;µ = 21−g[urb]〈eαB1 eur FB

r+1
r+1

`(µ)∏
i=1

αB−µi
µi

〉
. (7.9)

Here b = 2g−2+`(µ)+|µ|
r

is given by the Riemann-Hurwitz formula.

In order to use this formula, note that αB1 and FBr+1 both annihilate the vacuum: αB1 |0〉 = FBr+1|0〉 = 0.
Therefore, their exponentials fix the vacuum, and we may insert them in equation (7.9) as

h•,r,ϑ
g;µ = 21−g[urb]〈eαB1 eur FB

r+1
r+1

`(µ)∏
i=1

αB−µi
µi

e−u
r

FB
r+1
r+1 e−α

B
1

〉
. (7.10)

The advantage of this formulation is that we now have `(µ) factors of the same shape, which we can
describe uniformly.

Lemma 7.7. Let µ be an odd positive integer. Then:

OB,r
−µ(u) := e

ur
FB
r+1
r+1 αB−µe

−ur
FB
r+1
r+1 = −

∑
l>µ/2

eu
r l
r+1−(l−µ)r+1

r+1 Fl,µ−l. (7.11)
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Proof. Recall αB−µ = −
∑
l>µ/2 Fl,µ−l and FBr+1 =

∑
k>0 k

r+1Fk,−k. More generally, write αf−µ :=

−
∑
l>µ/2 fl(µ)Fl,µ−l for any function f of (l,µ). Then

[FBr+1,αf−µ] =
∑
k>0

∑
l>µ/2

−kr+1fl(µ)[Fk,−k, Fl,µ−l]

=
∑
k>0

∑
l>µ/2

−kr+1fl(µ)
(
δ−k+lFk,µ−l − δk+lF−k,µ−l + δµ−l−kFl,k − δk+µ−lFl,−k

)
.

The second summand vanishes because of the conditions in the sum, and for the others, the k-sum gives
certain restrictions in µ:

[FBr+1,αf−µ] = −
∑
l>µ/2

lr+1fl(µ)Fl,µ−l −
∑

µ/2<l<µ

(µ− l)r+1fl(µ)Fl,µ−l +
∑
µ<l

(l− µ)r+1fl(µ)Fl,µ−l

= −
∑
l>µ/2

(
lr+1 − (l− µ)r+1)fl(µ)Fl,µ−l = αg−µ ,

where gl(µ) =
(
lr+1 − (l− µ)r+1

)
fl(µ). Applying this to αB−µ, we get

(adFBr+1
)nαB−µ = −

∑
l>µ/2

(
lr+1 − (l− µ)r+1)nFl,µ−l

and, to conclude,

OB,r
−µ(u) = exp

(
ad
ur

FB
r+1
r+1

)
αB−µ

=

∞∑
b=0

urb

b!(r+ 1)b
(adFBr+1

)b(αB−µ) = −

∞∑
b=0

∑
l>µ/2

urb

b!

( lr+1 − (l− µ)r+1

r+ 1

)b
Fl,µ−l

= −
∑
l>µ/2

eu
r l
r+1−(l−µ)r+1

r+1 Fl,µ−l.

�

Proposition 7.8. Let µ be an odd positive integer. Then:

eα
B
1 OB,r

−µ(u)e
−αB1 = −

∞∑
t=0

∞∑
l=µ+1

2 −b t2 c

(−∆)t

t!
f(l)Fl,−l+(µ−t) +

1
2
(−∆)µ−1

µ!
f(1) , (7.12)

where ∆ is the forward difference operator: ∆f(l) = f(l + 1) − f(l), and f(l) = eu
r l
r+1−(l−µ)r+1

r+1 , omitting its
dependence on r,µ,u for short.

The proof of this proposition is very combinatorial and can be found in appendix A.

7.4. One-part spin Hurwitz numbers. In order to compute spin Hurwitz numbers with `(µ) = 1, also
known as one-part Hurwitz numbers, we may first realise that in this case, there is no difference between
connected and disconnected counts: if the ramification profile over a point has length 1, clearly this
connects the source. We need to compute the quantity〈

eα
B
1 eu

r
FB
r+1
r+1

αB−µ

µ
e−u

r
FB
r+1
r+1 e−α

B
1

〉
=

1
µ

〈
eα
B
1 OB,r

−µ(u)e
−αB1

〉
, (7.13)

for µ an odd integer. First note that, since
〈
Fi,j
〉
= (−1)i

〈
ϕiϕj

〉
= δi+jδj>0 + 1

2δi+jδj, the vacuum
expectation of each summand from equation (7.12) including ϕ’s vanishes. Hence we get that

hr,ϑ
g;µ = 21−g [u

2g−1+µ]

µ

〈
eα
B
1 OB,r

−µ(u)e
−αB1

〉
=

[u2g−1+µ]

2gµ2(µ− 1)!
(−∆)µ−1f(1). (7.14)

Let us start by considering the (0, 1)-free energy. This is expressed in terms of the Lambert W function,
which satisfiesW(t)eW(t) = t and it has an expansion

W(t) = −

∞∑
m=1

mm−1

m!
(−t)m. (7.15)
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More generally, we will consider the expansion of an arbitrary power of the Lambert function:(
W(−t)

−t

)α
=

∞∑
m=0

α(m+ α)m−1

m!
tm. (7.16)

See [CGHJK96, equation (2.36)] as a reference.

Proposition 7.9. For r = 2s, the unstable (0, 1)-correlator is given by

ωr,ϑ
0,1 = ydx = dFr,ϑ

0,1 (e
x) =

1
(−2s)1/2sW(−2se2sx)

1
2sdx. (7.17)

Proof. Recall that f(l) = eu
2sP2s

µ (l), where P2s
µ (l) = l2s+1−(l−µ)2s+1

2s+1 is a polynomial in l of degree 2s with
leading coefficient µ. Hence,

Fr,ϑ
0,1 (e

x) =
∑
µ>0
µ odd

hr,ϑ
0;µe

µx =
∑
µ>0
µ odd

[uµ−1]

µ2(µ− 1)!
(−∆)µ−1f(1)eµx =

∞∑
m=0

[u2m]

(2m+ 1)2(2m)!
∆2mf(1)e(2m+1)x.

Here we wrote µ = 2m+ 1. Because u only occurs in this formula in combinations u2sP2s
2m+1(l), we find

thatmmust be divisible by s, so we writem = sb to get the following formula.

Fr,ϑ
0,1 (e

x) =

∞∑
b=0

1
(2sb+ 1)(2sb+ 1)!b!

∆2sb(P2s
2sb+1)

b(1)e(2sb+1)x

=

∞∑
b=0

1
(2sb+ 1)(2sb+ 1)!b!

(2sb)!(2sb+ 1)be(2sb+1)x

=

∞∑
b=0

(2sb+ 1)b−2

b!
e(2sb+1)x ,

using that ∆d acting on a polynomial in l of degree dwith leading coefficient A, followed by the evalu-
ation at l = 1, gives d!A. Therefore,

dFr,ϑ
0,1 (e

x) =

∞∑
b=0

(2sb+ 1)b−1

b!
e(2sb+1)xdx.

Using the expansion formula (7.16), we get

dFr,ϑ
0,1 (e

x) = ex
∞∑
b=0

(2bs+ 1)b−1

b!
e2bsxdx = ex

∞∑
b=0

1
2s (b+

1
2s )
b−1

b!
(
2se2sx)bdx

= ex
(
W(−2se2sx)

−2se2sx

) 1
2s

dx

=
1

(−2s)1/2sW(−2se2sx)
1

2sdx,

which coincides with the (0, 1)-correlator ωr,ϑ
0,1 = ydx associated to the spectral curve of equation (7.1).

�

Now let us consider the free energies for n = 1 and arbitrary g. Using the same techniques as before,

Fr,ϑ
g,1(e

x) =
∑
µ>0
µ odd

hr,ϑ
g;µe

µx =

∞∑
m=0

[u2g+2m]

2g(2m+ 1)2(2m)!
∆2mf(1)e(2m+1)x. (7.18)

Again, take r = 2s. Because u only occurs in this formula in combinations u2sP2s
2m+1(l), we getm+ g =

sb, for some b > dg
s
ewhich indexes the exponential Taylor expansion. Hence we can absorb them-sum

in terms of the new b-sum as

Fr,ϑ
g,1(e

x) =

∞∑
b=dg/se

1
2g(2sb− 2g+ 1)2(2sb− 2g)!b!

∆2sb−2g(P2s
2sb−2g+1)

b(1)e(2sb−2g+1)x (7.19)
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Recall that P2s
2sb−2g+1 is a polynomial in l of degree 2s:

P2s
2sb−2g+1(l) =

2s∑
t=0

(
2s+ 1
t

)
lt

(2s+ 1)
(−1)t(2sb− 2g+ 1)2s+1−t

= (2sb− 2g+ 1)l2s − (2sb− 2g+ 1)2 (2s)
2!
l2s−1 + (2sb− 2g+ 1)3 (2s)(2s− 1)

3!
l2s−2 − · · ·

(7.20)

Therefore, taking the b-th power, it gives a polynomial (P2s
2sb−2g+1)

b(l) =
∑2sb
a=0 Cal

2sb−a in l of degree
2sb with coefficients

C0 = (2sb− 2g+ 1)b,

C1 = −

(
b

1

)(
2s+ 1

2

)
(2sb− 2g+ 1)b+1

2s+ 1
,

C2 =

(
b

1

)(
2s+ 1

3

)
(2sb− 2g+ 1)b+2

2s+ 1
+

(
b

2

)(
2s+ 1

2

)2
(2sb− 2g+ 1)b+2

(2s+ 1)2 ,

...

Ca = (−1)a
∑
λ`a

(
b

{λTi − λTi+1}i>1

)( `(λ)∏
i=1

1
2s+ 1

(
2s+ 1
λi + 1

))
(2sb− 2g+ 1)a+b,

(7.21)

where the multinomial coefficient is(
b

{λTi − λTi+1}i>1

)
:=

b!
(b− `(λ))!

∏
i>1(λ

T
i − λTi+1)!

. (7.22)

We omit the dependence on s,g,b for short. Applying the forward difference operators, only few of
these terms are going to contribute, as ∆ν.ln = 0 whenever ν > n. For us it means that only the terms
for a = 0, . . . , 2g contribute non-trivially. The expression ∆ν.ln|l=1 can be explicitly computed in terms
of Stirling numbers of the second kind.

Lemma 7.10. Let S(p,q) be the Stirling numbers of the second kind and let hm be the complete homogeneous
symmetric polynomials of degreem. We have:

∆ν.ln
∣∣
l=1 = ν!hn−ν(x1, . . . , xν+1)

∣∣
xi=i

= ν!S(n+ 1,ν+ 1). (7.23)

Proof. Apply iteratively the Leibniz rule for the forward difference operator

(∆.(f · g))(l) = (∆.f)(l) · g(l) + f(l+ 1)(∆.g)(l)

to obtain
1
ν!
∆ν.ln =

∑
06i16···6in−ν6ν

n−ν∏
j=1

(l+ ij),

which by definition is the symmetric complete homogeneous polynomial hn−ν(x1, x2, . . . , xν+1) evalu-
ated at xi = l+ i− 1. The further evaluation at l = 1 yields hn−ν(1, . . . ,ν+ 1), which is well-known in
the literature to be the Stirling number of second kind S(n+ 1,ν+ 1). �

We obtain:

Proposition 7.11. For r = 2s, the free energy Fr,ϑ
g,1 is given by

Fr,ϑ
g,1(e

x) =

∞∑
b=dg/se

1
2g(2sb− 2g+ 1)2b!

( 2g∑
a=0

CaS(2sb− a+ 1, 2sb− 2g+ 1)

)
e(2sb−2g+1)x, (7.24)

where the S(p,q) are Stirling numbers of second kind, and the coefficients Ca are expressed in (7.21). Equiv-
alently, the one-part spin Hurwitz numbers with (r + 1)-completed cycles of genus g and degree µ have the
following closed formula:

hr,ϑ
g;µ =

1
2gµ2b!

( 2g∑
a=0

CaS(µ+ (2g− a),µ)

)
, (7.25)

where by Riemann-Hurwitz b = 2g−1+µ
r

.
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Example 7.12. For instance, for g = 1 we obtain for µ = 2sb− 1:

hr,ϑ
1;µ =

1
2µ2b!

(
µbS(µ+ 2,µ) − sbµb+1S(µ+ 1,µ) +

(
b
s(2s− 1)

3
+
b(b− 1)

2
s2
)
µb+2S(µ,µ)

)
. (7.26)

Stirling numbers of the form S(µ+ `,µ) for ` ∈ N are related to the Stirling polynomials Sl(x) by

S(µ+ `,µ) = (−1)` ·
(
µ+ `

µ

)
S`(−(µ+ 1)),

(
t

1 − e−t

)x+1

=

∞∑
`=0

S`(x)
t`

`!
, (7.27)

from which we obtain the following closed formula:

hr,ϑ
1;µ =

s2

12
µb−1

(b− 1)!

(
µ+

1
s

)
. (7.28)

In the following we compute the genus one spin Hurwitz numbers via topological recursion, imple-
mented through the software Mathematica. Employing the symmetric properties of the spectral curve
(7.1), the Taylor expansion of the Galois involutions around each ramification points (cf. section 2) reads:

σi(z) = J
iσ(J−iz), σ0(z) = a0 −(z−a0)− (2s)

1
2s 2s−3

3 (z−a0)
2 −(2s)

2
2s

(2s−3)2

9 (z−a0)
3 +O

(
(z−a0)

4),
(7.29)

where ai := Ji

(2s)
1

2s
, J := e

iπ
s . As a consequence, the (1, 1)-correlators turn out to be

ωr,ϑ
1,1 (z) = d

s−1∑
i=0

1
ai
F

(
r;
z

ai

)
, F(r; z) :=

z(z4 − sz2 + 1 + s)

24s(1 − z2)3 . (7.30)

A simple computation shows that

ωr,ϑ
1,1 (z) = d

((
sz

1 − 2sz2s

d

dz
+ 1
)

sz2s−1

12(1 − 2sz2s)

)
= d
∑
b>1

s2

12
µb−1

(b− 1)!

(
µ+

1
s

)
eµx(z), (7.31)

where we set µ = 2sb−1. In the last equation, we used the expansion of the Lambert function (7.16) and
some algebraic manipulation that we omit. In particular, this confirms conjecture 7.1 for (g,n) = (1, 1).

8. INTERMEZZO: EQUIVARIANT TOPOLOGICAL RECURSION

In this section, we develop a theory of topological recursion for spectral curves with symmetries. The
spectral curve equation (7.1) is a specific example of such a spectral curve with symmetries, and we
will use the theory developed in this section to find the ELSV-type formula associated with this spectral
curve in section 9. Note that the spectral curves considered here do not fit the mold of definition 2.1,
nor of any other extension of topological recursion we are aware of.

8.1. Global to local spectral curves with symmetries.

Definition 8.1. Let G be a finite group. A G-equivariant spectral curve S = (Σ,ϕ, x,y,B,χ,υ,β) consists
of

• a Riemann surface Σ (not necessarily compact or connected) with a free action ϕ : G × Σ → Σ,
which we will often write ϕ(γ, x) = ϕγx = γx;

• a function x : Σ → C such that its differential dx is meromorphic and has finitely many zeros
a1, . . . ,ar that are simple;

• a meromorphic function y : Σ→ C such that dy does not vanish at the zeros of dx;
• a symmetric bidifferential B on Σ× Σ;
• three one-dimensional representations χ,υ,β : G→ C×,

such that for any γ ∈ G

dx(γz) = χγ dx(z) , y(γz) = υγ y(z) , B(γz1, z2) = βγ B(z1, z2) , (8.1)

and B(z1, z2) − B
G,β(z1, z2) is regular as z1 → γz2, where

BG,β(z1, z2) :=
1
|G|

∑
η∈G

β−1
η

d(ηz1)dz2

(ηz1 − z2)2 . (8.2)

The topological recursion is defined by the usual equations (2.1) and (2.2).
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Example 8.2. The spectral curve in conjecture 7.1 is a Z/2Z-equivariant spectral curve, with ϕ1z = −z,
χ the trivial representation, and υ = β the sign representation.

Remark 8.3. For Σ = P1, the usual B(z1, z2) =
dz1 dz2
(z1−z2)2 is invariant under simultaneous transformation of

z1 and z2 under Aut(P1) = PGL(2,C). The BG,β is only invariant under the centraliser of G in Aut(P1).

Lemma 8.4. For any G-equivariant spectral curve as in definition 8.1, we have β2 = 1, i.e. β : G→ {±1}.

Proof. It is sufficient to consider the polar part BG,β as z1 approaches any element of the G-orbit of z2.
Let γ ∈ G.

βγB
G,β(z1, z2) = B

G,β(ϕγz1, z2) =
1
|G|

∑
η∈G

β−1
η

d(ϕηϕγz1)dz2

(ϕηϕγz1 − z2)2

=
1
|G|

∑
η∈G

β−1
η

d(ϕγϕγ−1ηγz1)dz2

(ϕγϕγ−1ηγz1 − z2)2

∼
1
|G|

∑
η′∈G

β−1
γη′γ−1

d(ϕη′z1)d(ϕ
−1
γ z2)

(ϕη′z1 −ϕ
−1
γ z2)2

= BG,β(z1,ϕ−1
γ z2) = β

−1
γ B

G,β(z1, z2) ,

using that β is one-dimension, and where ∼ means ‘equality up to regular terms’. From this it follows
that β2

γ = 1 for all γ ∈ G, so β2 = 1. �

Let a be a ramification point. Then dx(γa) = χγdx(a) = 0, so γa is a ramification point as well.
Choose a local coordinate ζe such that ζe(a) = 0 and x(z) = ζe(z)

2 + x(a) around z = a (we call such
a coordinate adapted to x at a). Also choose a square root

√
χ, i.e. a function

√
χ : G → C× such that

(
√
χ)2
γ = χγ. We also require (

√
χ)e = 1.

Then define, near γa, ζγ(z) = (
√
χ)γζe(γ

−1z). We get ζγ(γa) = 0 and, as x(z) = χγx(γ
−1z) + C(z) for

some locally constant C, around z = γa we get

x(z) = χγx(γ
−1z) + C(z) = χγζe(γ

−1z)2 + x(a) + C(z) = ζγ(z)
2 + x(γa) . (8.3)

Therefore, ζγ is a local coordinate adapted to x at γa. Note that the ambiguity in the choice of
√
χ

corresponds to the fact that −ζγ is also a local coordinate adapted to x at γa.

If we define the times as the Taylor coefficients of y in these coordinates via

y(z) =:
∑
k>0

hγkζ
k
γ(z) near z = γa , (8.4)

then around z = γa,∑
k>0

hγkζ
k
−(z) = y(z) = υγy(γ

−1z) = υγ
∑
k>0

hekζ
k
e(γ

−1z) =
∑
k>0

(υγ(
√
χ)−kγ hek)ζ

k
−(z) , (8.5)

so hγk = υγ(
√
χ)−kγ hek.

Similarly, define jumps as the Taylor coefficients of B in these coordinates via

B(z1, z2) =:
βγη

|G|

dζγ(z1)dζη(z2)

(ζγ(z1) − ζη(z2))2 +
∑
k,l>0

Bγ,η
k,l ζ

k
γ(z1)ζ

l
η(z2)dζγ(z1)dζη(z2) near z1 = γa, z2 = ηa .

(8.6)
This expansion is justified by the assumption B = BG,β + reg. Then by expanding around z1 = γa and
z2 = ηa, we find Bγ,η

k,l = βγη(
√
χ)−k−1
γ (

√
χ)−l−1
η Be,e

k,l .

This analysis is local around G-orbits of ramification points. If we have s|G| ramification points {ai}i∈I
such that the index set I has a free G-action G× I→ I : (γ, i) 7→ γi and γai = aγi, then in the same way
we can choose a system of representatives {ai}i∈Ī of the G-action and local coordinates ζi adapted to x
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around ai such that ζγi(z) = (
√
χ)γζi(ϕ

−1
γ z) for i ∈ Ī. And then with the expansions

y(z) =:
∑
k>0

hikζ
k
i (z) near z = ai; (8.7)

B(z1, z2) =:

∑
g∈G βgδi,gj

|G|

dζi(z1)dζj(z2)

(ζi(z1) − ζj(z2))2 +
∑
k,l>0

Bi,jk,lζ
k
i (z1)ζ

l
j(z2)dζi(z1)dζj(z2) near z1 = ai, z2 = aj

(8.8)

we get the relations

hγik = υγ(
√
χ)−kγ hik , Bγi,ηjk,l = Bηj,γil,k = βγη(

√
χ)−k−1
γ (

√
χ)−l−1
η Bi,jk,l , (8.9)

for i, j ∈ Ī. This is the structure for the local G-equivariant spectral curve, as defined in the next subsec-
tion.

8.2. The quotient of a local equivariant curve.

Definition 8.5. For a fixed s > 1, a local G-equivariant spectral curve SG is given by the following data:
we fix an index set I of size s|G|, with free G-action and system of representatives Ī, and as above three
one-dimensional representations χ,υ,β of G such that β2 = 1, along with a square root

√
χ. The curve

is
⊔
i∈I SpecCJζiK, with ζγi = (

√
χ)γζi for i ∈ Ī, and

x(ζi) = ζ
2
i + αi, y(ζi) =

∑
k>0

hikζ
k
i , (8.10)

and

B(ζi,1, ζj,2) =

∑
γ∈G βγδi,γj

|G|

dζi,1dζj,2

(ζi,1 − ζj,2)2 +
∑
k,l>0

Bi,jk,l(ζi,1)
k(ζj,2)

ldζi,1dζj,2 (8.11)

with the conditions given in equation (8.9).

To lighten notation, we may write ζ for any ζi if the index is not important. For multidifferentials, we
may also use an index in {0, . . . ,n} to denote which argument we mean, so we explicitly choose I∩N = ∅
to avoid confusion. We define the topological recursion correlators as usual:

ωg,n+1(ζ0, ζJnK) =
∑
i∈I

Res
ζi→0

K(ζ0, ζi)
(
ωg−1,n+2(ζi,−ζi, ζJnK)+

no (0,1)∑
g1+g2=g
J1tJ2=JnK

ωg1,1+|J1|(ζi, ζJ1)ωg2,1+|J2|(−ζi, ζJ2)

)
,

(8.12)
where

K(ζ0, ζi) :=
1
2

´ ζi
−ζi

B(ζ0, ·)(
y(ζi) − y(−ζi)

)
dx(ζi)

. (8.13)

Lemma 8.6. All of the ωg,n constructed via (8.12) (i.e those with 2g − 2 + n > 0) are G-equivariant in any of
the individual variables: for any 1 6 m 6 n,

ωg,n(ζJm−1K, ζγi,m, ζJm+1,nK) = βγωg,n(ζJm−1K, ζi,m, ζJm+1,nK) . (8.14)

Proof. This is a standard induction argument. Noting that ω0,1 does not occur in equation (8.12), and
the base caseω0,2 = B follows immediately from equations (8.9) to (8.11).
For the induction step, there are two cases: ifm > 1, it follows immediately from the induction hypoth-
esis and the shape of (8.12). Ifm = 1, it follows from (8.12) together with

K(ζγi,0, ζj) :=

´ ζj
−ζj

B(ζγi,0, ·)
2(ω0,1(ζj) −ω0,1(−ζj))

=

´ ζj
−ζj

βγB(ζi,0, ·)
2(ω0,1(ζj) −ω0,1(−ζj))

= βγK(ζi,0, ζj) .

�

Definition 8.7. Let SG be a G-equivariant spectral curve. The G-quotient spectral curve or reduced local
spectral curve SG/G = Sred associated to SG is the curve

⊔
i∈Ī SpecCJζiK, with the same x, y, and B

restricted to this curve. Then define the reduced correlators ωred
g,n via the usual (non-equivariant) local

topological recursion on Sred. The reduced correlators can be extended to the full index range I by G-
equivariance as in lemma 8.6; we will denote these extended reduced correlators by the same symbols.
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Proposition 8.8. For a local G-spectral curve SG, the correlators ωg,n defined via equations (8.9) to (8.13) are
zero, unless χ · υ = β, in which case they are equal to the extended reduced correlators ωred

g,n defined via Sred, up
to powers of |G|:

ωg,n(ζJnK) = |G|2g−2+nωred
g,n(ζJnK) . (8.15)

Proof. This is again proved by induction. The main step is the reduction of the sum over s|G| ramifica-
tion points in equation (8.12) to a sum over s ramification points. For this, we need

K(ζ0, ζγi) = βγχ−1
γ υ

−1
γ K(ζ0, ζi) .

By lemma 8.6, we may as well prove equality on Sred, i.e. with indices restricted to Ī. Then, from the
definitions, we see

ω0,2(ζ1, ζ2) = ω
red
0,2 (ζ1, ζ2) ;

K(ζ0, ζ) = Kred(ζ0, ζ) .

For the induction step, we calculate

ωg,n+1(ζ0, ζJnK) =
∑
i∈I

Res
ζi→0

K(ζ0, ζi)
(
ωg−1,n+2(ζi,−ζi, ζJnK)

+
∑

g1+g2=g
J1tJ2=JnK

ωg1,1+|J1|(ζi, ζJ1)ωg2,1+|J2|(−ζi, ζJ2)

)

=
∑
γ∈G
i∈Ī

Res
ζi→0

K(ζ0, ζi)βγχ−1
γ υ

−1
γ

(
β2
γωg−1,n+2(ζi,−ζi, ζJnK)

+
∑

g1+g2=g
J1tJ2=JnK

βγωg1,1+|J1|(ζi, ζJ1)βγωg2,1+|J2|(−ζi, ζJ2)

)

=
∑
i∈Ī

|G|δχυ=β Res
ζi→0

K(ζ0, ζi)
(
ωg−1,n+2(ζi,−ζi, ζJnK)

+
∑

g1+g2=g
J1tJ2=JnK

ωg1,1+|J1|(ζi, ζJ1)ωg2,1+|J2|(−ζi, ζJ2)

)

= |G|2g−2+(n+1)δχυ=β
∑
i∈Ī

Res
ζi→0

Kred(ζ0, ζi)
(
ωred
g−1,n+2(ζi,−ζi, ζJnK)

+
∑

g1+g2=g
J1tJ2=JnK

ωred
g1,1+|J1|

(ζi, ζJ1)ω
red
g2,1+|J2|

(−ζi, ζJ2)

)

= δχυ=β|G|
2g−2+(n+1)ωred

g,n+1(ζ0, ζJnK) .

The first equality is the definition, the second applies equivariance, the third gathers characters. The
fourth equality applies the induction hypothesis and gathers factors of |G|, and the last is the definition
of the reduced correlators. �

Corollary 8.9. The correlators calculated on SG are invariant under permutation of the variables.

Proof. This symmetry is well-known for usual Eynard-Orantin topological recursion [EO07], for an al-
gebraic proof, see [ABCO17]. Therefore, it follows immediately from proposition 8.8. �

Because of proposition 8.8, we propose the following definition:

Definition 8.10. Let G be a finite group. A (local) G-spectral curve is a (local) G-equivariant spectral
curve as in definition 8.1, respectively definition 8.5, such that χ · υ = β.

Thus, G-spectral curves are those G-equivariant curves for which the stable correlators are not neces-
sarily trivial due to proposition 8.8.
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9. AN ELSV-TYPE FORMULA FOR SPIN HURWITZ NUMBERS

The aim of this section is to apply the Eynard-DOSS correspondence to express spin single Hurwitz
numbers with completed cycles as a certain CohFT on the moduli space of curves, intersected with
powers of ψ-classes. Secondly, we will identify such CohFT as a ’signed’ Chiodo class, or equivalently
as the Chiodo class twisted by the Witten 2-spin class. Throughout this section, we consider r = 2s to
be an even, positive integer.

9.1. A CohFT for spin single Hurwitz numbers. Recall the conjectural spectral curve on P1 for spin
single Hurwitz numbers with (r+ 1)-completed cycles:

x(z) = log(z) − z2s, y(z) = z, B(z1, z2) =
1
2

(
1

(z1 − z2)2 +
1

(z1 + z2)2

)
dz1dz2. (9.1)

It is Z/2Z-spectral curve, with χ the trivial representation, and υ = β the sign representation. The
ramification points of the full spectral curve are given by

ai =
Ji

(2s)
1

2s
, J := e

iπ
s , i = 0, 1, . . . , 2s− 1, (9.2)

with Z/2Z-action given by (−1).i ≡ i + s (mod s). Thus, we can choose the system of representa-
tive ramification points to be Ī := { 0, . . . , s− 1 }. As a consequence of proposition 8.8, together with a
rescaling of B (cf. remark 2.2), we get the following result.

Lemma 9.1. Consider the spectral curve on P1 given by

x(z) = log(z) − z2s, y(z) = z, B̂(z1, z2) =

(
1

(z1 − z2)2 +
1

(z1 + z2)2

)
dz1dz2. (9.3)

Denote by ω̂r,ϑ
g,n the multidifferentials obtained by summing over the ramification points indexed by {0, . . . , s−1}.

Then
ωr,ϑ
g,n(z1, . . . , zn) = 21−g−nω̂r,ϑ

g,n(z1, . . . , zn). (9.4)

Proof. Reducing the set of ramification points to Ī gives a factor of 22g−2+n, while the rescaling B 7→ B̂ =
1
2B gives a factor of 2−3g+3−2n. �

The main consequence of the above lemma is that we can now apply the Eynard-DOSS correspondence,
theorem 2.11. Indeed, although we do not sum over all zeros of dx, one can easily check that this does
not spoil the argument of [Eyn11; DOSS14]: the computation to express the multidifferentials as a
sum over stable graphs is local, and the expression of the edge weights in terms of the R-matrix of
equation (2.25) only requires a compact curve and dxmeromorphic.

Let us choose Ci = − i√
4s

and C = (2s)
1

2s+1, so that we have local coordinates x = − 1
2
ζ2
i

2s + x(ai) and

y = ai +
ai
2s ζi + O(ζ2

i). With this choice, ∆i = ai
2s and ti = Ji

2s . Moreover, the underlying topological
field theory on V = C 〈e0, . . . , es−1〉 is given by

η(ei, ej) = δi,j, 1 =

s−1∑
i=0

Ji

2s
ei, $r,ϑ

g,n(ei1 ⊗ · · · ⊗ ein) = δi1,...,in

( Ji
2s

)−2g+2−n
. (9.5)

Let us compute now the other ingredients for the Eynard-DOSS formula (cf. [LPSZ17] for similar com-
putations).

Lemma 9.2. The auxiliary functions are given by

ξi(z) = 2∆i
z

a2
i − z

2 , i = 0, . . . , s− 1. (9.6)

Proof. We have

ξi(z) =

ˆ z B̂(ζi, z)
dζi

∣∣∣∣
ζi=0

= ∆i

ˆ z( 1
(ai − z)2 +

1
(ai + z)2

)
dz = 2∆i

z

a2
i − z

2 . �
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Lemma 9.3. The R-matrix is given by

R−1(u)ji =
1
s

s−1∑
k=0

J(2k+1)(j−i) exp

(
−

∞∑
m=1

Bm+1(
2k+1

2s )

m(m+ 1)
(−u)m

)
, i, j = 0, . . . , s− 1 , (9.7)

where Bn(a) is the n-th Bernoulli polynomial.

Proof. Inserting the expression for ξi in the definition of the R-matrix and integrating by parts, we get

R−1(u)ji = −

√
u

2π

ˆ
R

dξi(ζj)e
− 1

2uζ
2
j

= −
2∆i√
2πu

ˆ
R

z(ζj)

a2
i − z

2(ζj)
e−

1
2uζ

2
j ζj dζj.

We perform now the change of variable ζj 7→ t determined by z = Jj

(2s)
1

2s
t

1
2s . We find

−
1
2
ζ2
j

2s
= x− x(aj) = −

t

2s
+ log

(
Jj

(2s)
1

2s
t

1
2s

)
+

1
2s

− log
(

Jj

(2s)
1

2s

)
=

1
2s
(
1 − t+ log(t)

)
,

and differentiating both sides we get −ζdζ = ( 1
t
− 1)dt. Note also that t runs along the Hankel contour

C when ζj runs from −∞ to +∞. As a consequence,

R−1(u)ji =
2∆i√
2πu

ˆ
C

Jj(2s)−
1

2s t
1

2s

J2i(2s)−
1
s − J2j(2s)−

1
s t

1
s

e
1
u
(1−t+log(t))

(
1
t
− 1
)
dt

=
Jj−i

s
√

2πu

ˆ
C

t
1

2s−1 1 − t

1 − J2(j−i)t
1
s

e
1
u
(1−t+log(t))dt.

On the other hand, we have the geometric progression formula

1 − t

1 − J2(j−i)t
1
s

=

s−1∑
k=0

J2k(j−i)t
k
s

and the integral expression for the reciprocal of the Gamma function, together with its asymptotic ex-
pansion as u→ 0 involving Bernoulli polynomials:

1
Γ(a− u−1)

=
i

2π

ˆ
C

(−τ)
1
u
−ae−τ dτ ∼

(−u)−
1
u
+a− 1

2 e−
1
u

√
2π

exp

( ∞∑
m=1

Bm+1(a)

m(m+ 1)
um

)
.

Thus, we get

R−1(u)ji =
e

1
u

s
√

2πu

s−1∑
k=0

J(2k+1)(j−i)
ˆ
C

t
2k+1

2s −1+ 1
u e−

t
udt

=
1
s

√
u

2π
(−u)

2k+1
2s −1+ 1

u e
1
u

s−1∑
k=0

J(2k+1)(j−i)
ˆ
C

τ
2k+1

2s −1+ 1
u e−τdτ changing t = uτ

∼
1
s

s−1∑
k=0

J(2k+1)(j−i) exp

( ∞∑
m=1

Bm+1(1 − 2k+1
2s )

m(m+ 1)
um

)
.

We conclude using the property Bm+1(1 − a) = (−1)m+1Bm+1(a). �

Lemma 9.4. The translation is given by

T̂ i(u) =

∞∑
m=1

Bm+1(
1

2s )

m(m+ 1)
(−u)m, i = 0, . . . , s− 1. (9.8)

Moreover, y and B are compatible in the sense that equation (2.29) is satisfied.

Proof. The translation is given by (2.26) and therefore does not depend on the (0, 2)-correlator, but only
on x and y. Therefore, we can use the result of [LPSZ17, lemma 4.1], which, with the special case and
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change of notation s = 1 and r = 2s, computes the relevant integral for the spectral curve for non-spin
Hurwitz number with completed cycles, with the same x and y. The result is

1√
2πu

ˆ
R

dye−
ζ2
i

2u ∼ ∆i exp
(
−

∞∑
m=1

Bm+1(
1

2s )

m(m+ 1)
(−u)m

)
, (9.9)

which, when divided by ∆i, gives the result.
For the compatibility, with our choice of Ci we need to check that

1√
2πu

ˆ
R

dye−
ζ2
j

2u ∼

s−1∑
i=0

R−1(u)ji ∆i. (9.10)

The LHS is given above, while the RHS follows from lemma 9.3:

s−1∑
i=0

R−1(u)ji ∆i ∼
1
s

s−1∑
i=0

s−1∑
k=0

J(2k+1)(j−i) exp

(
−

∞∑
m=1

Bm+1(
2k+1

2s )

m(m+ 1)
(−u)m

)
Ji

(2s)
1

2s+1

=
1

(2s)
1

2s+1

s−1∑
k=0

(
1
s

s−1∑
i=0

J−2ki
)
J(2k+1)j exp

(
−

∞∑
m=1

Bm+1(
2k+1

2s )

m(m+ 1)
(−u)m

)

=
Jj

(2s)
1

2s+1
exp

(
−

∞∑
m=1

Bm+1(
1

2s )

m(m+ 1)
(−u)m

)
.

So the two sides are indeed equal. �

Consider now the change of basis on the vector space underlying the cohomological field theory, from
(e0, . . . , es−1) to (v0, . . . , vs−1):

va =

s−1∑
i=0

J(2a+1)i

2s
ei, ei = 2

s−1∑
a=0

J−(2a+1)iva. (9.11)

In the following lemma, the indices of the Kronecker deltas are taken modulo s.

Lemma 9.5. In the basis (v0, . . . , vs−1), the following holds.

• The underlying topological field theory is given by

η(va, vb) =
1
4s
δa+b+1 $r,ϑ

g,n(va1 ⊗ · · · ⊗ van) =
(2s)2g−1

2
δa1+···+an−g+1. (9.12)

Moreover, the unit is given by v0.
• The R-matrix is given by

R−1(u) = exp

(
−

∞∑
m=1

diags−1
a=0 Bm+1(

2a+1
2s )

m(m+ 1)
(−u)m

)
. (9.13)

• The auxiliary functions Ξa := 2
∑s−1
i=0 J

−(2a+1)iξi are given by

Ξa(z) = 2(2s)
2s−2a−1

2s

∞∑
m=0

(2sm+ 2s− 2a− 1)m

m!
e(2sm+2s−2a−1)x(z). (9.14)

Proof. The pairing is given by

η(va, vb) =
1

(2s)2

s−1∑
i,j=0

J(2a+1)i+(2b+1)jη(ei, ej) =
1

(2s)2

s−1∑
i=0

J2(a+b+1)i =
1
4s
δa+b+1.

Similarly for the TFT and the R-matrix elements. To conclude, let us compute the expansion of the
auxiliary functions after the change of basis:

Ξa(z) = 2
s−1∑
i=0

J−(2a+1)iξi(z) =
4z

(2s)
1

2s+1

s−1∑
i=1

J−2ai 1
a2
i − z

2 =
2((2s)

1
2s z)2s−2a−1

1 − 2sz2s .
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On the other hand, the spectral curve equation express y = z in terms of x through the Lambert W
function:

z =

(
W(−2se2sx)

−2s

) 1
2s

.

In particular, from the relation dzα

dx
= αzα

1−2sz2s with α = 2s− 2a− 1, we find that

Ξa =
2(2s)

2s−2a−1
2s

2s− 2a− 1
dz2s−2a−1

dx
=

2
(2s− 2a− 1)

d

dx

(
−W(−2se2sx)

) 2s−2a−1
2s .

We can now use the expansion given in equation (7.16) to finally get

Ξa =
2
s

d

dx

∞∑
m=0

(m+ 2s−2a−1
2s )m−1

m!
(2se2sx)m+ 2s−2a−1

2s

= 2(2s)
2s−2a−1

2s

∞∑
m=0

(2sm+ 2s− 2a− 1)m

m!
e(2sm+2s−2a−1)x.

�

We can now express the cohomological field theory Ωr,ϑ
g,n = R.$r,ϑ

g,n as a sum over stable graphs. Be-
cause of the simple expression of the underlying topological field theory and R-matrix, the result can be
expressed in a concise way through weighted stable graphs. The following definition is an adaptation
of [JPPZ17, subsection 1.1] to our setting.

Definition 9.6. Let Γ ∈ Gg,n be a stable graph of type (g,n), and consider some weights a = (a1, . . . ,an),
0 6 ai 6 s− 1, satisfying the modular constraint

∑n
i=1 ai ≡ g− 1 (mod s). A spin weighting modulo s of

Γ is a map w : HΓ → { 0, . . . , s− 1 } satisfying the following modular constraints.

• VERTEX CONDITIONS. For every vertex v ∈ VΓ ,∑
h∈HΓ (v)

w(h) ≡ g(v) − 1 (mod s). (9.15)

• EDGE CONDITIONS. For every edge e = (h,h ′) ∈ EΓ ,

w(h) +w(h ′) ≡ −1 (mod s). (9.16)

• LEAF CONDITIONS. For every leaf λi ∈ ΛΓ corresponding to the marking i ∈ { 1, . . . ,n },

w(λi) ≡ ai (mod s). (9.17)

Denote byWs,ϑ
Γ (a) the set of spin weighting modulo s of Γ .

Proposition 9.7. The CohFTΩr,ϑ
g,n = R.$r,ϑ

g,n is given by the following sum over stable graphs

Ωr,ϑ
g,n(va1 ⊗ · · · ⊗ van) = 22g−2

∑
Γ∈Gg,n

∑
w∈Ws,ϑ

Γ (a)

s2g−1−h1(Γ)

|Aut(Γ)|
ξΓ ,∗
∏
v∈VΓ

exp

(∑
m>1

(−1)mBm+1(
1

2s )

m(m+ 1)
κm(v)

)

×
∏
e∈EΓ

e=(h,h′)

1 − exp
(
−
∑
m>1

(−1)mBm+1(
2w(h)+1

2s )

m(m+1)

(
(ψh)

m − (−ψh′)m
))

ψh +ψh′

×
∏
λi∈ΛΓ

exp

(
−
∑
m>1

(−1)mBm+1(
2ai+1

2s )

m(m+ 1)
ψmλi

)
(9.18)

if
∑n
i=1 ai ≡ g− 1 (mod s), and zero otherwise.
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Proof. From lemma 9.5 and the definition of unit-preserving R-matrix action, we get

Ωr,ϑ
g,n(va1 ⊗ · · · ⊗ van) =

∑
Γ∈Gg,n

∑
w∈Ws,ϑ

Γ (a)

1
|Aut(Γ)|

ξΓ ,∗
∏
v∈VΓ

(2s)2g(v)−1

2
exp

(∑
m>1

(−1)mBm+1(
1

2s )

m(m+ 1)
κm(v)

)

×
∏
e∈EΓ

e=(h,h′)

(4s) ·
1 − exp

(
−
∑
m>1

(−1)mBm+1(
2w(h)+1

2s )

m(m+1)

(
(ψh)

m − (−ψh′)m
))

ψh +ψh′

×
∏
λi∈ΛΓ

exp

(
−
∑
m>1

(−1)mBm+1(
2ai+1

2s )

m(m+ 1)
ψmλi

)
.

if
∑n
i=1 ai ≡ g−1 (mod s), and zero otherwise. The spin weightings modulo s are simply keeping track

of the Kronecker deltas in the TFT and the R-matrix. Collecting the powers of s, we get the exponent

|EΓ |+
∑
v∈VΓ

(2g(v) − 1) = 2g− 1 − h1(Γ),

and collecting the powers of 2, we find the exponent

2|EΓ |+ 2
∑
v∈VΓ

(g(v) − 1) = 2g− 2. �

We have all the ingredients now to state the main result of the section.

Theorem 9.8 (Spin ELSV formula). Conjecture 7.1 is equivalent to the following statement. For r = 2s and
µ = (µ1, . . . ,µn) ∈ OP(d), the spin Hurwitz numbers are given by

hr,ϑ
g;µ = 21−gr

(r+1)(2g−2+n)+d
r

(
n∏
i=1

(
µi
r

)[µi]
[µi]!

) ˆ
Mg,n

Ωr,ϑ
g,n(v〈µ1〉 ⊗ · · · ⊗ v〈µn〉)∏n

i=1(1 − µi
r
ψi)

. (9.19)

Here we wrote µi = r[µi] + r− (2 〈µi〉+ 1), with 0 6 〈µi〉 6 s− 1.

Proof. Combining lemma 9.1 and the Eynard-DOSS formula of theorem 2.11 in the basis (v0, . . . , vs−1),
we find that the topological recursion amplitudes computed on the spin Hurwitz numbers spectral
curve are given by

ωr,ϑ
g,n(zJnK) = 21−g−n(2s)

(2s+1)(2g−2+n)
2s

s−1∑
a1,...,an=0

ˆ
Mg,n

Ωr,ϑ
g,n(va1 ⊗ · · · ⊗ van)

n∏
j=1

∑
kj>0

ψ
kj
j dΞkj,aj(zj).

With our choice of constants Ci, we have − 1
ζi

d
dζi

= 1
2s
d
dx

. Thus,

ωr,ϑ
g,n(zJnK) = d1 · · ·dn

∑
06a1,...,an<s
k1,...,kn>0

ˆ
Mg,n

Ωr,ϑ
g,n(va1⊗ · · · ⊗ van)21−g−n(2s)

(2s+1)(2g−2+n)
2s

n∏
j=1

(
ψj

2s
d

dx

)kj
Ξaj(zj)

= d1 · · ·dn
∑

06a1,...,an<s
k1,...,kn>0

ˆ
Mg,n

Ωr,ϑ
g,n(va1 ⊗ · · · ⊗ van)21−g(2s)

(2s+1)(2g−2+n)+
∑
i(2s−2ai−1)

2s

×
n∏
j=1

(
ψj

2s

)kj ∑
mj>0

(2smj + 2s− 2aj − 1)mj+kj

mj!
e(2smj+2s−2aj−1)x.

For µ odd, let us write µ = 2s[µ] + 2s − (2 〈µ〉 + 1). Then, after substituting µj = 2smj + 2s − 2aj − 1,
the above formula reads

ωr,ϑ
g,n(zJnK) = d1 · · ·dn

∑
µ1,...,µn>0
µi odd

ˆ
Mg,n

Ωr,ϑ
g,n(v〈µ1〉 ⊗ · · · ⊗ v〈µn〉)∏n

j=1(1 −
µj
2sψj)

21−g(2s)
(2s+1)(2g−2+n)+|µ|

2s

n∏
j=1

(µj
2s

)[µj]
[µj]!

eµjx.
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Example 9.9 (The case (g,n) = (1, 1)). Let us explicitly write the CohFT for g = n = 1. The only non-
trivial leaf decoration is a = 0. Moreover, there are two stable graphs of type (1, 1), namely Γ = 1

and Γ ′ = 0 with automorphism groups of order 1 and 2 respectively. For Γ there is no weighting to
consider. For Γ ′, the only admissible weighting for the edge e = (h,h ′) is of the form (a, s − 1 − a) for
some a = 0, . . . , s− 1. Thus, equation (9.18) reads

Ωr,ϑ
1,1 (va) = δa,0

[
s
(

1 − 1
2B2
( 1

2s

)
κ1

)(
1 + 1

2B2
( 1

2s

)
ψ1

)
+
ξΓ ′,∗(1)

2

(
−

s−1∑
a=0

1
2B2
( 2a+1

2s

))]
. (9.20)

Using the Bernoulli polynomials property
∑s−1
a=0 B2(

2a+1
2s ) = − 1

12s and the relationsψ1 = κ1 = 1
24ξΓ ′,∗(1)

valid in H2(M1,1), we obtain

Ωr,ϑ
1,1 (va) = δa,0

(
s+

ψ1

2s

)
. (9.21)

In particular, the ELSV for g = n = 1, µ = 2sb− 1 reads

hr,ϑ
1;µ = 4s2 µb−1

(b− 1)!

ˆ
M1,1

(
s+

ψ1

2s

)(
1 +

µ

2s
ψ1

)
= 4s2 µb−1

(b− 1)!

(ˆ
M1,1

ψ1

)(
µ

2
+

1
2s

)
=
s2

12
µb−1

(b− 1)!

(
µ+

1
s

) (9.22)

which coincides with the expression of equation (7.28) obtained via Fock space computations.

Remark 9.10. For the special case r = 2, i.e. s = 1, we can use the Bernoulli polynomials property
Bm+1(

1
2 ) = (2−m − 1)Bm+1 and Mumford’s formula to rewrite the CohFT Ω2,ϑ

g,n(1
⊗n) as a product of

two Hodge classes:

22g−2 exp

(
−
∑
m>1

Bm+1(
1
2 )

m(m+ 1)

(
κm −

n∑
i=1

ψmi + 1
2 ι∗δm

))
= 22g−2Λ(1)Λ(− 1

2 ) , (9.23)

where δm =
∑
k+`=m−1ψ

k(ψ ′)`, and ι is the boundary map. In particular, the ELSV for µi = 2bi − 1
reads

h2,ϑ
g;µ = 24g−4+2n

(
n∏
i=1

µbi−1
i

(bi − 1)!

) ˆ
Mg,n

Λ(1)Λ(− 1
2 )∏n

i=1

(
1 − µi

2 ψi
) , (9.24)

expressing spin single Hurwitz numbers with 3-completed cycles in terms of double Hodge integrals.

9.2. The CohFT as spin Chiodo class. The (non-spin) (r+1)-completed cycles single Hurwitz numbers
can be expressed in terms of intersection numbers of the Chiodo class [Chi08b], by Zvonkine’s r-ELSV
formula [Zvo06], proved to be equivalent to topological recursion for these numbers in [SSZ15]. The
Chiodo class is a cohomological field theory defined via the universal bundle of the moduli space of
curves with an r-spin bundle, i.e. an r-th root of the canonical bundle. Recently Chiodo class has been
shown to be involved as cohomological representation, sometimes unexpectedly, of over fifteen enu-
merative problems arising from different branches of mathematics and physics. Several of these prob-
lems belong to Hurwitz theory, other concern for instance Masur-Veech volumes [And+19; CMS19],
double ramification cycle [JPPZ17], the Norbury class and volumes of moduli spaces of hyperbolic
structures on super Riemann surfaces in relation with Jackiw–Teitelboim gravity [SW19]. The integra-
bility properties of the Chiodo class are investigated in [GLN].

In this subsection, we show that the cohomological field theory found in proposition 9.7 can be in-
terpreted in a similar way. The main difference, as more often in this paper, is the introduction of a
sign. Let us recall the basic setup, which we specialise to our setting. It should be noted that there
are three different, but equivalent, constructions of the compactified moduli space of spin bundles: by
Jarvis [Jar98; Jar00] using curves with Ar-singularities at the nodes and relatively torsion-free sheaves,
by Caporaso-Casagrande-Cornalba [CCC07] using iterated blowups at nodes (bubbled curves), and
by Abramovich-Jarvis and Chiodo [AJ03; Chi08a] using stacky curves with µr-automorphisms at the
nodes. For an excellent introduction into this theory, see Chiodo-Zvonkine [CZ09].
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We fix a positive integer r as above. In [Ols07; Chi08a], the authors construct alternative compactifica-
tions of Mg,n adapted to spin structures. In particular, we will need the moduli space of r-stable curves,
for which the main result for us is stated below.

Theorem 9.11 ([Ols07; Chi08a]). The moduli functor Mg,n(r) of r-stable n-pointed curves of genus g forms
a proper, smooth, and irreducible Deligne-Mumford stack of dimension 3g − 3 + n, and Mg,n(1) = Mg,n. If
r ′ = lr, there is a natural surjective, finite, and flat morphism fr

′

r : Mg,n(r
′)→Mg,n(r) that is invertible on the

open dense substack of smooth n-pointed genus g curves and yields an isomorphism between coarse spaces (and
hence on Chow and cohomology). The morphism is not injective: indeed, the restriction to the substack of singular
r-stable curves has degree l as a morphism between stacks.

The exact definition of an r-stable curve is given in [Chi08b, definition 2.1.1]. Informally, an r-stable
curve is a nodal one-dimensional stack, whose coarse space is stable, whose smooth locus is an algebraic
space, and whose nodes are described by[(

Spec(A[z,w]/(zw− t)
)
/µr
]
→ SpecA , (9.25)

where µr is the group scheme of r-th roots of unity, and an element ξ ∈ µr acts by (z,w) 7→ (ξz, ξ−1w).
Fix k ∈ Z and n numbers 0 6 bi 6 r− 1 satisfying the modular constraint

n∑
i=1

bi ≡ (2g− 2 + n)k (mod r). (9.26)

For a genus g curve with nmarkings, define

K := ωklog

(
−

n∑
i=1

bi[xi]

)
= ωk

(
n∑
i=1

(k− bi)[xi]

)
, (9.27)

where ω is the dualising sheaf. We will be interested in the moduli space of r-th roots of K: line
bundles L such that Lr ∼= K. Here, and in the rest of this section, all powers of line bundles are tensor
powers. In the smooth case, there is a natural torsor on Mg,n of curves with an r-th root of K. There
are different ways of compactifying these, but the most natural for us is the construction of [Chi08a]:
his compactification parametrises r-th roots of K on r-stable curves. The main properties of this moduli
stack are given below.

Theorem 9.12 ([Chi08a, theorem 4.6]).

(1) The moduli functor M
r,k
g,b of r-th roots of K on r-stable curves forms a proper and smooth stack of Deligne-

Mumford type of dimension 3g − 3 + n. For k = b1 = · · · = bn = 0, K is O and the stack M
r,k
g,b is a

group stack G on Mg,n(r). In general M
r,k
g,b is a finite torsor on Mg,n(r) under G.

(2) The morphism p : M
r,k
g,b → Mg,n(r) is étale. It factors through a morphism locally isomorphic to the

classifying stack Bµr → SpecC (a µr-gerbe) and a representable étale r2g-fold cover; therefore it is has
degree r2g−1.

Remark 9.13. Note that we need not restrict the bi to lie between 0 and r−1. However, there are canonical
equivalences

ic : M
r,k
g,b+rc →M

r,k
g,b : (C, x,L) 7→

(
C, x,L

(∑n
i=1ci[xi]

))
. (9.28)

We will use these maps implicitly to always reduce to 0 6 bi 6 r − 1. Similarly, there are canonical
equivalences

σ : M
r,k+r
g,b →M

r,k
g,b : (C, x,L) 7→ (C, x,L⊗ω−1) . (9.29)

Remark 9.14. If r ′ = lr, there is a map εr
′

r : M
r′

g,b → M
r

g,b (mod r), which takes the l-th power of the line
bundle and the Bµr′ -structure at the nodes (and incorporates the index restricting from remark 9.13).
This factors through a µl-gerbe and a representable l2g-fold cover. We get p ◦ εlrr = flrr ◦ p, and in
particular εr1 = fr1 ◦ p.

These moduli spaces have a universal curve π : C → M
r,k
g,b and a universal r-th root S → C. Moreover,

there is a natural substack Z ⊂ C consisting of the nodes of the singular curves. This has a double
cover, j : Z ′ → Z ⊂ C, parametrising nodes of singular curves with a choice of branch at the node. We
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denote its deck transformation, i.e. the map sending a node on a curve with chosen branch to the same
node with opposite branch, by y 7→ ȳ. On Z ′, there are two natural line bundles whose fibres are the
cotangent lines at the two branches of the node; we denote them ψ and ψ̂.
A node with chosen branch y ∈ Z ′ has two natural lines over it: S|y and T∗yC̃, where C̃ is the normalisa-
tion of C, both of which are µr-representations (by the local structure of r-stable curves at a node). Let
q(y) ∈ Z/rZ be the number defined by S|y = (T∗yC̃)

q(y) as representations. This is locally constant on
Z ′, and we get a decomposition

Z ′ =
⊔

q∈Z/rZ

Z ′q , jq = j|Z′
q
: Z ′q →M

r,k
g,b . (9.30)

Theorem 9.15 ([Chi08b, theorem 1.1.1]). With notation as above,

(d+ 1)! chd(R•π∗S) = Bd+1

(k
r

)
κd −

n∑
i=1

Bd+1

(bi
r

)
ψdi +

r

2

r−1∑
q=0

Bd+1

(q
r

)
(jq)∗(γd−1) . (9.31)

Here γd−1 =
∑
i+j=d(−ψ)

iψ̂j.

Recalling that generally

c(−E•) = exp
( ∞∑
d=1

(−1)d(d− 1)! chd(E•)
)

, (9.32)

it can be seen that the Chiodo class

C(r,k;b1, . . . ,bn) := (εr1)∗c(−R
•π∗S) ∈ H•(Mg,n)

is a cohomological field theory (for this it is important to restrict the bi, cf. remark 9.13). This is the
cohomological field theory in theorem 1.5.
In our current setting, we want to understand what the correct geometric adaptation to the construction
of some Chern class should be in order to obtain the sum over stable graphs (9.18). As more often in
this paper, we have to introduce a sign, again given by the parity of a theta characteristic. For this, we
assume k = 2l+ 1 is odd, r = 2s is even, and moreover bi = 2ai + 1 is odd for all i. Recall the notion of
theta characteristic from section 4, and in particular its parity, definition 4.1.
Theta characteristics on a nodal curve were considered by Cornalba [Cor89], and are a particular case
of 2-spin curves in the bubbled curves framework of [CCC07], with all the bi = 1. In [Cor89, section 6],
Cornalba indicates how to extend the proof of deformation invariance of the parity to nodal curves (still
defined as h0(C; ϑ) (mod 2)) in this case. In our language, this shows that parity is a locally constant
function on M

2,1
g,1.

Definition 9.16. Let g,n ∈ N such that 2g−2+n > 0, r = 2s ∈ N+, k = 2l+1 ∈ Z, and 0 6 b1, . . . ,bn 6
r− 1 such that bi = 2ai + 1 and

n∑
i=1

(ai − l) ≡ (g− 1)(2l+ 1) (mod s). (9.33)

For an r-spin curve (C, x,L) ∈M
r,k
g,b, we get that σlεr2(L) is a theta characteristic, and we define its parity

to be the parity of this theta characteristic. As the parity is locally constant, we get a decomposition

M
r,k
g,b = M

r,k,+
g,b tM

r,k,−
g,b . (9.34)

Here, we identify Z/2Z ∼= {±1} for clearer notation. We will use these superscripts more often to denote
objects restricted to these subspaces. The spin Chiodo class is defined as

Cϑ(r,k;a) := (εr,+
1 )∗c(−R

•π+∗ S
+) − (εr,−

1 )∗c(−R
•π−∗ S

−) ∈ H•(Mg,n) . (9.35)

Remark 9.17. Recall that we restricted the indices bi to lie between 0 and r − 1 in remark 9.13. This is
essential: the map εr2 ‘untwists’ Lr to a theta characteristic. In particular, it also ‘untwists’ at the nodes:
the Z ′q from equation (9.30) get mapped to Z ′q (mod 2) in M

2,1
g,1. We may then extend the ai to all of Z in

this definition, but we get canonical equivalences between the spaces for ai and ai + s, which preserve
the parity by construction. Note that we require bi = 2ai+ 1 and k = 2l+ 1 to be odd. This is necessary
to obtain an honest theta characteristic, whose parity is well-behaved. For even bi or k, there is no clear
map to M2,1

g,1, where the bundles with theta characteristic live.
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As suggested by A. Chiodo, the class Cϑ can be expressed as a product of the usual Chiodo class with
Witten 2-spin class. In other words, spin Chiodo classes naturally ‘live’ on M

2,1
g,1, which makes some

sense, as it is related via the ELSV formula (9.19) to spin Hurwitz numbers.

Proposition 9.18. In the situation of definition 9.16, the spin Chiodo class can be given by multiplying the usual
Chiodo class with Witten 2-spin class on the moduli space of 2-spin curves:

Cϑ(r, k;a) = (ε2
1)∗

(
cW,2 · (εr2)∗c(−R•π∗S)

)
. (9.36)

Proof. By [JKV01, theorem 4.6], cf. also [Chi06, section 6.3], the 2-spin Witten class on M
2,1
g,b is non-zero

if and only if bi is odd, and in that case it is given by 1 on the component of even spin curves and −1
on the component of odd spin curves. Therefore

(ε2
1)∗

(
cW,2 · (εr2)∗c(−R•π∗S)

)
= (ε2

1)∗(ε
r
2)∗

(
(εr2)

∗cW,2 · c(−R•π∗S)
)

= (εr1)∗

(
c(−R•π∗S)

+ − c(−R•π∗S)
−
)

,
(9.37)

which is the spin Chiodo class. �

Remark 9.19. Proposition 9.18 allows us to extend the definition of the spin Chiodo class to even bi by
taking the right-hand side of equation (9.36) as the definition, as the class naturally vanishes in that
case. It is also natural to define a ‘p-spin Chiodo class’ analogously, as was also suggested to us by
A. Chiodo, by

Cp-spin(ps,k;b) = (εp1 )∗

(
cW,p · (εpsp )∗c(−R

•π∗S)
)

, (9.38)

which vanishes if any of the bi is divisible by p. This class, or a related construction, could be useful for
the local Gromov-Witten invariants of Lee-Parker [LP07; LP13], relating the Gromov-Witten invariants
of Kähler surfaces to spin Hurwitz numbers. Note that for p > 2, Witten’s class is not zero-dimensional
anymore. We will not pursue this in this paper.

As suggested by D. Zvonkine, the CohFT of the previous subsection coincides with the spin Chiodo
class.

Proposition 9.20. Let r be a positive even integer. The cohomological field theory of proposition 9.7 is equal to
the spin Chiodo class for k = 1:

Ωr,ϑ
g,n(va1 ⊗ · · · ⊗ van) = 2g−1Cϑ(r, 1;a1, . . . ,an) . (9.39)

Proof. In the non-spin case, the corresponding expansion in stable graphs is given by [JPPZ17, corol-
lary 4]. We emphasise here the changes coming from the inserted sign. Let us start from a slightly more
refined formula for ch(R•π∗S), given in [Chi08b, corollary 3.1.8]:

(d+ 1)! chd(R•π∗S) = p∗
(
Bd+1

(1
r

)
κd −

n∑
i=1

Bd+1

(bi
r

)
ψdi +

r

2

∑
06l6g
I⊆JnK

Bd+1

(q(l, I)
r

)
(i(l,I))∗(γd−1)

)

+
r

2

r−1∑
q=0

Bd+1

(q
r

)
(j(irr,q))∗(γd−1) .

(9.40)

In this formula, the singular locus Z ′ has been decomposed more than in equation (9.30): consider a
spin curve (C, x,L) with a node y, denote by ν : C̃→ C the normalisation at y and L̃ := ν∗L.

If the node y is separating, denote C̃ = C1 t C2 with the chosen first branch C1 of genus l and marked
points xI for some I ⊆ JnK. Then the value of q(l, I) is determined by 2l−2+(|I|+1)−

∑
i∈I bi+q(l, I) ∈

rZ (and in particular must be odd), so Z ′(l,I) ⊂ Z
′
q(l,I) and

L̃r|C1
∼= ωC1,log

(
(q− r)[y] −

∑
i∈I
bi[xi]

)
.
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We denote by i(l,I) : V ′(l,I) →Mg,n(r) the double cover that fits into the following diagram.

Z ′(l,I) M
r,k
g,b

V ′(l,I) Mg,n(r)

j(l,I)

p(l,I) p

i(l,I)

If the node y is non-separating, then the moduli point lies in Z ′(irr,q) ⊂ Z
′
q for some q, and we have

L̃r ∼= ωC̃,log

(
(q− r)[y] − q[ȳ] −

n∑
i=1

bi[xi]
)

.

We denote by j(irr,q) : Z
′
(irr,q) →M

r,k
g,b the double cover of the relevant singular locus.

Now, let us start with the local picture, near a spin curve (C, x,L) with a node y, and let us write
L̃ := ν∗L, ϑ := εr2L (which is a twist of Lr, recall remark 9.17) and ϑ̃ := ν∗ϑ = εr2L̃. The analysis is
similar to [Cor89, examples 6.1 & 6.2], which is in the bubbled curve formalism.

If y is separating, then (C1, xI, L̃|C1) and (C2, xIc , L̃|C2) are r-spin curves, and have parities. More-
over, although the L̃|Ci do not determine L (there are r choices of glueing at the node), it is clear that
H0(C; ϑ)→ H0(C1; ϑ̃|C1)⊕H0(C2; ϑ̃|C2) is an isomorphism, so the parities add.
If y is non-separating, and the arithmetic genus of C is g, then that of C̃ is g − 1. There are two distinct
cases, given by the parity of q.

• If q = 2u + 1 is odd, then ϑ is a theta characteristic on C such that ϑ̃ is a theta characteristic on
C̃, and in the same way as the previous case, h0(C; ϑ) = h0(C̃; ϑ̃). Moreover, we can glue L̃ on C̃
in rways.

• If q = 2u is even, we see that ϑ̃ is not quite a theta characteristic: in fact ϑ̃2 = ωC̃([y]+[ȳ]). By the
argument of [Cor89, example 6.2], such line bundles on C̃ can be glued to theta characteristics
on C in two ways, and the resulting theta characteristics have opposite parity.

Rewriting this, we get that if q is odd, then Z ′(irr,q) = (Z ′(irr,q))
+t(Z ′(irr,q))

−, and the maps j(irr,q) preserve

parity. However, if q is even, then Z ′(irr,q) does not decompose, and the maps j±(irr,q) : Z(irr,q) → M
r,1,±
g,b

are such that p+∗ (j
+
(irr,q))∗ = p

−
∗ (j

−
(irr,q))∗.

For the global calculation, we use [JPPZ17, proposition 4]: the class c(−R•π∗S) equals∑
Γ∈Gg,n

∑
w∈Wr,1

Γ (a)

r|E(Γ)|

|Aut(Γ)|
(ξΓ ,w)∗

∏
v∈VΓ

CV(v)
∏
λi∈ΛΓ

CΛ(λ)

×
∏
e∈EΓ

e=(h,h′)

1 − exp
(
−
∑
m>1

(−1)mBm+1(
w(h)
r

)

m(m+1)

(
(ψh)

m − (−ψh′)m
))

ψh +ψh′
,

whereCV andCΛ are the same contributions as in equation (9.18), andWr,1
Γ (a) is the set of 1-weightings

modulo r of Γ (see [JPPZ17, subsection 1.1]). The sum over weights w encodes the values of q at the
different nodes. All of the terms of this formula are pulled back from the base, so in order to calculate
the spin Chiodo class, we only need to analyse per pair (Γ ,w) what part of the contribution lies in M

r,1,+
g,n

and what part in M
r,1,−
g,n . We will use the local analysis for this.

If w takes an even value at a half-edge h (and therefore also at h ′), then we know this can only be on a
non-separating edge, and by our previous argument, it can be glued in two ways with opposite parity.
Hence, all of these contributions cancel, and we may restrict to odd values.
If w only takes odd values, then each of the M

r,1
g(v),n(v) actually splits according to parity, and taking

parities {p(v)} results in a spin curve with parity
∏
v p(v). So for fixed parities {p(v)}, we get∏

v∈V(Γ)

s2g(v)2g(v)−1(2g(v) + p(v))
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curves. As each r-spin bundle on the stratum Γ has automorphism size r|VΓ |, subtracting the number of
odd-parity curves from the number of even-parity curves, we get∑
p(v)∈{±1}:v∈VΓ

∏
v∈VΓ

p(v)s2g(v)−12g(v)−2(2g(v) + p(v)) =
∏
v∈VΓ

∑
p(v)∈{±1}

s2g(v)−12g(v)−2(1 + p(v)2g(v))

=
∏
v∈VΓ

s2g(v)−12g(v)−1

as the degree for (p+ − p−) on the stratum (Γ ,w). After pushforward, s and 2 occur a total of

|EΓ |+
∑
v∈VΓ

(2g(v) − 1) = |EΓ |− |VΓ |+ 2
∑
v∈VΓ

g(v) =
(
h1(Γ) − 1

)
+ 2
(
g− h1(Γ)

)
= 2g− 1 − h1(Γ)

and
|EΓ |+

∑
v∈VΓ

(g(v) − 1) = |EΓ |− |VΓ |+
∑
v∈VΓ

g(v) =
(
h1(Γ) − 1

)
+
(
g− h1(Γ)

)
= g− 1

times, respectively. Comparing this with equation (9.18) yields the result. �

Corollary 9.21. Conjecture 7.1 is equivalent to the following spin ELSV formula: for r = 2s and for µ =

(µ1, . . . ,µn) ∈ OP(d), the spin Hurwitz numbers are given by

hr,ϑ
g;µ = r

(r+1)(2g−2+n)+d
r

(
n∏
i=1

(
µi
r

)[µi]
[µi]!

) ˆ
Mg,n

Cϑ(r, 1; 〈µ1〉 , . . . , 〈µn〉)∏n
i=1(1 − µi

r
ψi)

= r
(r+1)(2g−2+n)+d

r

(
n∏
i=1

(
µi
r

)[µi]
[µi]!

) ˆ
M

2,1
g,1

cW,2 · (εr2)∗c(−R•π∗S)∏n
i=1(1 − µi

r
ψi)

(9.41)

Here we wrote µi = r[µi] + r− (2 〈µi〉+ 1), with 0 6 〈µi〉 6 s− 1, and the domain of εr2 is M
r,1
g,r−(2〈µ〉+1).

Remark 9.22. Analogously to the non-spin case, cf. [KLPS19, conjecture 6.1], [DBKPS19, theorem 1.18],
these formulae may be generalised to spin q-orbifold Hurwitz numbers hr,q,ϑ

g;µ with (r + 1)-completed
cycles, i.e. spin Hurwitz numbers with one ramification profile (q,q, . . . ,q), one given by a partition µ,
and all other partitions being spin completed (r + 1)-cycles. Then q, r + 1 = 2s + 1, and µ would need
to be odd, and the cohomological field theory would be

Cϑ(rq,q; 〈µ1〉 , . . . , 〈µn〉) , (9.42)

with now µi = rq[µi] + rq − (2 〈µi〉 + 1), and 0 6 〈µi〉 6 sq − 1. The spectral curve for this problem
should be

x(z) = log(z) − zrq, y(z) = zq , B(z1, z2) =
1
2

(
1

(z1 − z2)2 +
1

(z1 + z2)2

)
dz1dz2 . (9.43)

We do not pursue this generalisation here, although we do not expect any theoretical complications.
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APPENDIX A. PROOF OF FERMION CALCULATIONS

In this appendix, we gather long calculations in the neutral fermion formalism.

Proof of proposition 7.8. We compute iterated commutations

adαB1 OB,r
−µ(u) =

∑
k>−1

∑
l>µ/2

(−1)l+1f(l)
(
δl−k−1ϕkϕµ−l + δ−k−1+µ−lϕlϕk + δk+µ−lϕlϕ−k−1

)
=
∑
l>µ/2

(−1)l+1f(l)ϕl−1ϕµ−l +
∑

µ/2<l<µ

(−1)l+1f(l)ϕlϕµ−l−1 +
∑
l>µ

(−1)l+1f(l)ϕlϕµ−l−1

=
∑
l>µ/2

(−1)l+1[f(l) − f(l+ 1)]ϕlϕ−l+(µ−1) + (−1)
µ−1

2 f
(µ+ 1

2

)
ϕµ−1

2
ϕµ−1

2

=
∑
l>µ/2

(−1)l+1(−∆)f(l)ϕlϕ−l+(µ−1) +
f(1)

2
δµ,1 ,

where we used that ϕkϕk =
δk,0

2 . As the last term is central, we get for the second commutation

(adαB1 )
2OB,r

−µ(u) =
∑
k>−1

∑
l>µ/2

(−1)l+1(−∆)f(l)
(
δl−k−1ϕkϕµ−1−l + δµ−k−2−lϕlϕk + δk+µ−1−lϕlϕ−k−1

)
= −

∑
l>µ/2−1

(−1)l+1(−∆)f(l+ 1)ϕlϕ−l+(µ−2) +
∑
l>µ/2

(−1)l+1(−∆)f(l)ϕlϕ−l+(µ−2)

=
∑
l>µ/2

(−1)l+1(−∆)2f(l)ϕlϕ−l+(µ−2) + (−1)
µ−1

2 (−∆)f
(µ+ 1

2

)
ϕµ−1

2
ϕµ−3

2
.

Now, in the same way as before, the action of adαB1 on the first term of the latter expression is easy to
compute:

adαB1
∑
l>µ/2

(−1)l+1(−∆)2f(l)ϕlϕ−l+(µ−2)

=
∑
l>µ/2

(−1)l+1(−∆)3f(l)ϕlϕ−l+(µ−3) + (−1)
µ−1

2 (−∆)2f
(µ+ 1

2

)
ϕµ−1

2
ϕµ−5

2
.

However, the action of adαB1 on the second term this time is not trivial. In fact

adαB1 (−1)
µ−1

2 (−∆)f
(µ+ 1

2

)
ϕµ−1

2
ϕµ−3

2

= (−1)
µ−1

2 (−∆)f
(µ+ 1

2

)(
ϕµ−3

2
ϕµ−3

2
(δµ/∈{1} + δµ∈{1}) +ϕµ−1

2
ϕµ−5

2
(δµ/∈{1,3} + δµ∈{1,3})

)
= (−1)

µ−1
2 (−∆)f

(µ+ 1
2

)(δµ,3

2
+ϕµ−1

2
ϕµ−5

2

)
.

Putting the two contributions together, we get:

(adαB1 )
3OB,r

−µ(u) =
∑
l>µ/2

(−1)l+1(−∆)3f(l)ϕlϕ−l+(µ−3)

+ (−1)
µ−1

2

(
(−∆)2f

(µ+ 1
2

)
ϕµ−1

2
ϕµ−5

2
+ (−∆)f

(µ+ 1
2

)(δµ,3

2
+ϕµ−1

2
ϕµ−5

2

))
.

In general

adαB1
∑
l>µ/2

(−1)l+1(−∆)t−1f(l)ϕlϕ−l+(µ−(t−1))

=
∑
l>µ/2

(−1)l+1(−∆)tf(l)ϕlϕ−l+(µ−t) + (−1)
µ−1

2 (−∆)t−1f
(µ+ 1

2

)
ϕµ−1

2
ϕµ−1

2 −(t−1)

and the commutation with the other terms is of the type∑
k>−1

(−1)k+1[ϕkϕ−k−1,ϕµ−1
2 −Aϕµ−1

2 −B

]
= ϕµ−1

2 −(A+1)ϕµ−1
2 −B +ϕµ−1

2 −Aϕµ−1
2 −(B+1),
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where we should keep in mind that ϕkϕk =
δk,0

2 . Hence in general we obtain

(adαB1 )
tOB,r

−µ(u) =
∑
l>µ/2

(−1)l+1(−∆)tf(l)ϕlϕ−l+(µ−t)

+(−1)
µ−1

2

t−1∑
v=0

(−∆)vf
(µ+ 1

2

)[ bt/2−1c∑
j=0

ctv,jϕµ−1
2 −jϕµ−1

2 −(t−1)+j +
δt,µ

2
ct−1
v, t−3

2

]
,

(A.1)

where ctv,j = Cv
(
(t− 1)− j− v, j

)
with the Cm(n,k) elements of Catalan’s trapezoids [Reu14]. These are

a generalisation of Catalan’s triangle (which is m = 1), and Cm(n,k) gives the number of paths in the
two-dimensional square lattice, that start at the origin, have n steps to the right, k upwards, and do not
cross y = x+m− 1. Explicitly, they are given by

Cm(n,k) =


(
n+k
k

)
k < m(

n+k
k

)
−
(
n+k
k−m

)
m 6 k < n+m

0 else

.

In our situation, the lattice coordinates are the arguments of the ϕ’s. They start at (l,µ − l), in every
commutation move either down or to the left, and cannot cross the diagonal (asϕ2

k is central). Explicitly,
c0
v,−1 = Cv(−v,−1) =

(
−v−1
−1

)
= δv,0 is the only surviving term on the second line for t = 1.

Lemma A.1. For 0 6 j 6 bt/2c− 1, we have

t−1∑
v=0

ctv,j(−∆)
vf
(µ+ 1

2

)
= (−1)j+1(−∆)tf

(µ− 1
2

− j
)

. (A.2)

Proof. In this range, we may write ctv,j =
(
t−1−v
j

)
−
(
t−1−v
j−v

)
, where the second term is zero if j < v.

Hence, using the Chu-Vandermonde identity,

t−1∑
v=0

ctv,j(−∆)
vf
(µ+ 1

2

)
=

t−1∑
v=0

((
t− 1 − v

j

)
−

(
t− 1 − v

j− v

)) v∑
k=0

(−1)k
(
v

k

)
f
(µ+ 1

2
+ k
)

=

t−1∑
k=0

(−1)k
t−1∑
v=k

((
t− 1 − v

j

)
−

(
t− 1 − v

j− v

))(
v

k

)
f
(µ+ 1

2
+ k
)

=

t−1∑
k=0

(−1)k
((

t

j+ k+ 1

)
−

(
t

j− k

))
f
(µ+ 1

2
+ k
)

=

t∑
m=j+1

(
t

m

)
(−1)m+j+1f

(µ− 1
2

+m−j
)
+

j∑
m=0

(
t

m

)
(−1)m+j+1f

(µ+ 1
2

+j−m
)

=

t∑
m=0

(
t

m

)
(−1)m+j+1f

(µ− 1
2

+m−j
)
= (−1)j+1(−∆)tf

(µ− 1
2

− j
)

,

where from the fourth to the fifth line, we used that f(µ− l) = f(l). �

Substituting this into equation (A.1), we get

(adαB1 )
tOB,r

−µ(u) =
∑
l>µ/2

(−1)l+1(−∆)tf(l)ϕlϕ−l+(µ−t)

+

bt/2−1c∑
j=0

(−1)
µ+1

2 +j(−∆)tf
(µ− 1

2
− j
)
ϕµ−1

2 −jϕµ−1
2 −(t−1)+j +

δt,µ

2
(−∆)µ−1f(1)

=

∞∑
l=µ+1

2 −b t2 c

(−1)l+1(−∆)tf(l)ϕlϕ−l+(µ−t) +
δt,µ

2
(−∆)µ−1f(1).

Summing over t proves the proposition. �
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A.1. The (0, 2)-free energies. The (0, 2)-free energies is given in corollary 7.5, from comparison with
the non-spin case. In this appendix, we give an alternative proof via the operator formalism.

In this case, the difference between connected and non-connected Hurwitz numbers is relevant. The
general inclusion-exclusion formula reads

〈O1 · · ·On〉 =
∑
M`[n]

|M|∏
i=1

〈OMi
〉◦, 〈O1 · · ·On〉◦ =

∑
M`[n]

(−1)|M|−1(|M|− 1)!
|M|∏
i=1

〈OMi
〉 (A.3)

where the correlators 〈·〉 are possibly disconnected and the correlators are 〈·〉◦ connected. For n = 2 we
simply have

〈O1O2〉◦ = 〈O1O2〉− 〈O1〉〈O2〉, 〈Oi〉 = 〈Oi〉◦. (A.4)

Therefore, the relation between the two counting in the (0, 2)-case can be expressed in terms of free
energies and vacuum expectation values as

Fr,ϑ
0,2 (e

x1 , ex2) =
∑

µ1,µ2>0
odd

hr,ϑ
0;(µ1,µ2)

eµ1x1+µ2x2

=
∑

µ1,µ2>0
odd

2
µ1µ2

[uµ1+µ2 ]

(〈(
e

ad
αB1 OB,r

−µ1
(u)
)(
e

ad
αB1 OB,r

−µ2
(u)
)〉

−

〈
e

ad
αB1 OB,r

−µ1
(u)

〉〈
e

ad
αB1 OB,r

−µ2
(u)

〉)
eµ1x1+µ2x2 .

(A.5)

In this case, Wick’s theorem states〈
ϕjϕkϕlϕm

〉
= 〈ϕjϕk

〉〈
ϕlϕm

〉
−
〈
ϕjϕl

〉〈
ϕkϕm

〉
+
〈
ϕjϕm

〉〈
ϕkϕl

〉
. (A.6)

The first of these three terms drops out against the purely disconnected term, along with any contribu-
tions from identity components. By lemma 3.26, we can write〈

ϕjϕkϕlϕm
〉◦

= −
〈
ϕjϕl

〉〈
ϕkϕm

〉
+
〈
ϕjϕm

〉〈
ϕkϕl

〉
= (−δj+lδk+m + δj+mδk+l)(−1)l+m

(
δl>0 +

δl

2

)(
δm>0 +

δm

2

)
= δj+k+l+m(δj+m − δj+l)(−1)l+m

(
δl>0 +

δl

2

)(
δm>0 +

δm

2

)
. (A.7)

So

Fr,ϑ
0,2 (e

x1 , ex2) =
∑

µ1,µ2>0
odd

2[uµ1+µ2 ]

µ1µ2

∞∑
t1,t2=0

∞∑
l1=

µ1+1
2 −b t1

2 c

(−1)l1

(
(−∆)t1

t1!
fµ1

)
(l1)

∞∑
l2=

µ2+1
2 −b t2

2 c

(−1)l2

(
(−∆)t2

t2!
fµ2

)
(l2)

〈
ϕl1ϕ−l1+(µ1−t1)ϕl2ϕ−l2+(µ2−t2)

〉◦
eµ1x1+µ2x2 .

(A.8)

The first factor from equation (A.7) becomes δµ1+µ2−t1−t2 , so we can rewrite t2 = µ1 + µ2 − t1. Fur-
thermore, in the second factor, δj+l becomes δl1+l2 , which is identically zero in the summation range.
Hence, we can impose the other δ, which is δl1−l2+t1−µ1 , i.e. we can rewrite l2 = l1 + t1 − µ1. We also
rename t1 → t and l1 → l to lighten notation.

Fr,ϑ
0,2 (e

x1 , ex2) =
∑

µ1,µ2>0
odd

2[uµ1+µ2 ]

µ1µ2

µ1+µ2∑
t=0

∞∑
l=
µ1+1

2 −b t2 c

(
(−∆)t

t!
fµ1

)
(l)

(
(−∆)µ1+µ2−t

(µ1 + µ2 − t)!
fµ2

)
(l+ t− µ1)

(
δl+t−µ1>0 +

δl+t−µ1

2

)(
δl<0 +

δl

2

)
eµ1x1+µ2x2 .

(A.9)

As in the case of the (0, 1)-free energies, the number of ∆’s equals the power of u, which equals the sum
of degrees of the polynomials the ∆’s act on. Therefore, again only the leading terms are relevant, and
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we infer that r = 2s divides t. Hence, we write t = 2sj.

Fr,ϑ
0,2 (e

x1 , ex2) =
∑

µ1,µ2>0
odd

2s|µ1+µ2

2
µ1µ2

µ1+µ2
2s∑
j=0

∞∑
l=
µ1+1

2 −sj

µj1
j!

µ
µ1+µ2

2s −j

2

(µ1+µ2
2s − j)!

(
δl+2sj−µ1>0+

δl+2sj−µ1

2

)(
δl<0+

δl

2

)
eµ1x1+µ2x2 .

(A.10)
In this formula, the only l-dependence of the terms is in the Kronecker δ’s. Hence we can calculate that
part of the sum independently:

∞∑
l=
µ1+1

2 −sj

(
δl+2sj−µ1>0 +

δl+2sj−µ1

2

)(
δl<0 +

δl

2

)
. (A.11)

Assuming l 6 0 by the second factor, we get that l > 2l > µ1 +1−2sj, so the first factor equals 1. Hence
equation (A.11) reduces to

∞∑
l=
µ1+1

2 −sj

(
δl<0 +

δl

2

)
= max

{
0, sj− µ1+1

2

}
+
δ2sj−µ1−1>0

2
. (A.12)

Plugging this back in, we get

Fr,ϑ
0,2 (e

x1 , ex2) =
∑

µ1,µ2>0
odd

2s|µ1+µ2

µ1+µ2
2s∑

j=
µ1+1

2s

µj−1
1

j!
µ
µ1+µ2

2s −j−1
2

(µ1+µ2
2s − j)!

(2sj− µ1)e
µ1x1+µ2x2

=
∑

µ1,µ2>0
odd

2s|µ1+µ2

µ1+µ2
2s∑

j=
µ1+1

2s

(
2s

µj−1
1

(j− 1)!
µ
µ1+µ2

2s −j−1
2

(µ1+µ2
2s − j)!

−
µj1
j!
µ
µ1+µ2

2s −j−1
2

(µ1+µ2
2s − j)!

)
eµ1x1+µ2x2

=
∑

µ1,µ2>0
odd

2s|µ1+µ2

1
(µ1+µ1

2s )!

µ1+µ2
2s∑

j=
µ1+1

2s

((µ1+µ2
2s −1
j−1

)(
µj1µ

µ1+µ2
2s −j−1

2 + µj−1
1 µ

µ1+µ2
2s −j

2

)

−

(µ1+µ2
2s
j

)
µj1µ

µ1+µ2
2s −j−1

2

)
eµ1x1+µ2x2

=
∑

µ1,µ2>0
odd

2s|µ1+µ2

1
(µ1+µ1

2s )!

µ1+µ2
2s∑

j=
µ1+1

2s

((µ1+µ2
2s − 1
j− 1

)
µj−1

1 µ
µ1+µ2

2s −j

2

−

(µ1+µ2
2s − 1
j

)
µj1µ

µ1+µ2
2s −j−1

2

)
eµ1x1+µ2x2

=
∑

µ1,µ2>0
odd

2s|µ1+µ2

2s
µ1 + µ1

µ
bµ1

2s c
1

bµ1
2s c!

µ
bµ2

2s c
2

bµ2
2s c!

eµ1x1+µ2x2 .

(A.13)

Comparing this to [KLPS19, lemma 5.1], we see that this is the odd/antisymmetrised part of the non-
spin case, i.e.

Fr,ϑ
0,2 (e

x1 , ex2) =
1
4
(
Fr0,2(e

x1 , ex2) − Fr0,2(−e
x1 , ex2) − Fr0,2(e

x1 ,−ex2) + Fr0,2(−e
x1 ,−ex2)

)
. (A.14)

Note that changing the sign of ex induces a sign change of y = z as well, via the spectral curve equation
ex = ye−y

2s
. By [KLPS19, theorem 5.2], we then get the following.

Proposition A.2. Conjecture 7.1 holds for (g,n) = (0, 2):

d1d2F
r,ϑ
0,2 (e

x1 , ex2) −
1
2

(
1

(ex1 − ex2)2 +
1

(ex1 + ex2)2

)
dex1dex2 =

1
2

(
1

(z1 − z2)2 +
1

(z1 + z2)2

)
dz1dz2 .

(A.15)
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APPENDIX B. NUMERICS

We append some numerics, computed via topological recursion. The numbers for g = 0 and for n = 1
agree with the neutral fermion computations of corollary 7.5 and proposition 7.11.

g µ h2,ϑ
g;µ

0

1 1

3 1
3

5 1
2

7 7
6

9 27
8

1

1 1
6

3 1

5 25
4

7 343
9

9 2645
13

2

1 1
72

3 13
8

5 5975
144

7 1409387
2160

9 2556603
320

g µ h4,ϑ
g;µ

0

1 1

5 1
5

9 1
2

13 13
6

17 289
24

1

3 7
6

7 35
2

11 2783
12

15 11625
4

19 1694173
48

2

1 1
20

5 451
8

9 84987
20

13 12793131
80

17 416853311
96

g µ h6,ϑ
g;µ

0

1 1

7 1
7

13 1
2

19 19
6

25 625
24

1

5 4

11 187
2

17 3757
2

23 425845
12

29 7780091
12

2

3 49
12

9 11109
4

15 2134515
8

21 14054082

27 88146516681
160

TABLE 1. Some spin single Hurwitz numbers for `(µ) = 1.

g (µ1,µ2) h2,ϑ
g;µ

0

(1, 1) 1

(3, 1) 9
4

(5, 1) 125
18

(3, 3) 27
4

(5, 3) 375
16

(5, 5) 3125
36

1

(1, 1) 5
6

(3, 1) 17
2

(5, 1) 925
12

(3, 3) 99
2

(5, 3) 1425
4

(5, 5) 53125
24

g (µ1,µ2) h4,ϑ
g;µ

0

(3, 1) 3

(7, 1) 49
4

(5, 3) 75
4

(9, 3) 243
2

(7, 5) 1225
12

(9, 7) 11907
16

1

(1, 1) 3
2

(5, 1) 115
2

(3, 3) 40

(7, 3) 784

(5, 5) 4025
6

(7, 7) 30184
3

g (µ1,µ2,µ3) h2,ϑ
g;µ

0

(1, 1, 1) 4

(3, 1, 1) 12

(5, 1, 1) 50

(3, 3, 1) 36

(3, 3, 3) 108

(5, 3, 1) 150

(5, 3, 3) 450

(5, 5, 1) 625

(5, 5, 3) 1875

(5, 5, 5) 15625
2

TABLE 2. Some spin single Hurwitz numbers for `(µ) = 2 and `(µ) = 3.
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