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AUTOMORPHISMS OF NONDEGENERATE CR QUADRICS AND
SIEGEL DOMAINS. EXPLICIT DESCRIPTION

VLADIMIR V, EZOV AND GERD SCHMALZ

ABSTRACT. In this paper we give the complete explicit description of the holomor­
phic automorphisms of any nondegenerate CR-quadric Q of arbitrary CR-dimension
and codimension. In particular, the obtained formula describes the automorphisms
of Siegel domains of second kind with Levi-nondegenerate Shilov-boundary.

We introduce a family of k-dimensional chains (k = codim Q), the analogues of
one-dimensional Chern-Moser chains for hyperquadrics.

We also analyse some different types of rigid quadrics aod give a simple proof
of Beloshapka's theorem on the description of the infinitesimal automorphisms of
nondegenerate quadrics.

1. INTRODUCTION

Let z = (Zl,.,., zn), W = (w1, ... , w k) be coordinates in C+k, k ~ 1, and

(

{Z' Z)l)
(z, z) = :

{z,z)k

be a Ck-valued Hermitian form on C".
Consider the cone C = convex hull{ (z, z) : z E C"}. Suppose C is an aeute cone,

i.e., C does not eontain any entire line. Tbis property takes plaee if and only if tbe
form (z, z) is positive definite, i.e., in appropriate coordinates all tbe forms (z, z)X
are positive definite.

Let V :> C be a.n open aeute eone in IRk• Tbe domain

Ov = {(z,w) E cn+k
: Imw - (z,z) E V}

is ealled Siegel domain of the second kind, assoeiated with the eone V. (For
simplieity we shall eall them Siegel domains.)

Siegel domains were introdueed by Pyatetskii-Shapiro [12] for the study of automor­
phic forms in several variables, hOITIogeneous anel symmetrie clomains. In particular,

Research of the first author was supported by Max-Planck-Institut Bonn.
Research of the second author was supported by Deutsche Forschungsgemeinschaft..
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Pyatetskii-Shapiro eonstructed an example of a Siegel domain which is homogeneous
but not symmetrie. In general, a Siegel domain fl v is not necessarily homogeneous.

Kaup, Matsushima and Ochiai [8] proved that the infinitesimal automorphisms of
Siegel domains are quadratic vector fields and that the automorphisms of 0 extend
to birational maps of cn+k •

Henkin and Tumanov [7] established a natural correspondenee between Aut f2c
and the group of CR automorphisms of its Shilov boundary, the quadric

Q = {(z, w) E cn+ k
: Im w = (z, z)}.

Under the assumption that the forms (z, Z)H, X = 1, ... ,k, are linearly independent
they proved that any 4> E Aut Oe extends to a biholomorphie automorphism of Q and,
eonversely, any locally defined CR automorphism of Q extends to an automorphism
of the entire domain n and, in partieular to a global automorphism of Q.

Considering the group Aut Q of an arbitrary Hermitian quadric Q, Beloshapka [2]
[ound a necessary and suffieient eondition for (z, z) (not necessarily positive definite)
so that Aut Q is a finite dimensional Lie group:

i.) The forms (', .)H, X = 1, ... , kare linearly independent. Geometrically this
condition means that C has nonempty interior.

ii.) The form (z, z) does not have an annihilator, i.e., the condition (a, z) = 0 for
all z E C' implies that a = O.

Quadrics Q which satisfy these conditions are called nondegenerate.
The nondegenerate quadrics which represent Shilov boundaries of Siegel domains

should just satisfy eondition i.) because no positive definite form (z, z) has an anni­
hilator.

For nondegenerate quadries Tumanov [14] proved that their automorphisms are
rational and extend to birational automorphisms of cn+ k •

In this paper we obtain an explicit formula for the automorphisms of arbitrary
nondegenerate quadrics, in particular, for the automorphisms of Siegel dOluains of
second kind with nondegenerate Shilov boundary.

The authors express their gratitude to I. Lieb for useful remarks and inspiration.

2. INFINITESIMAL AUTOMORPHISMS OF eR QUADRICS

The quadric Q : Im w = (z, z) is a homogeneous manifold. The group H of
Heisenberg translations (z, w) f-7 (z +p, w +q+2i(z, p)), (p, q) E Q acts transitively
on Q. Thus, Aut Q splits into the semidirect product

All t Q = H t:< Auto Q,

where Auto Q = {rj; E Aut Q : rj;(O) = O} is the isotropy group of the origin. Autu Q
also splits:

Auto Q = L t:< Auto,id Ql
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where Auto,id Q = {4> E Auto Q : d4>(O)I~Q = id}, and L is the group of lin­
ear transformations (z,w) t-+ (Cz,pw) (C E GL(n,C),p E GL(k,JR)) such that
(Cz, Cz) = p(z, z).

Hence,

(1) Aut Q = H ~ L ~ Auto,id Q.

Beloshapka [1], [3] showed that any </> E Auto,id Q lies in a 1-parametric subgroup
and explicitly described the Lie algebra g of Aut Q. Below, we suggest.. a simple proof
of this result which is based on elementary properties of the Fourier transformation.

The splitting (1) implies that g can be represented as surn

g = g- ffi go ffi g+,

where g_, go, B+ are the Lie algebras of B, L, Auto,id, respectively.
Let 4- t = (Ft(z, w), Gt(z, w)) be a I-parametric subgroup of Aut Q, where Ft and

C t are the z and w components of «I)t.

The correspondent element X of g can be represented by a holomorphic vector field

n ,a k. a
X = L!l_a j + Lgl-aj'

j::l Z j::l W

where

/j = dF/ I ' gl' = dG{ I .
dt t::O dt t::O

The condition X E g is equivalent to the identity

(2) Re x(Im w - (z, z) )IImw::(z,z) = o.
Thus, to descri be gone has to solve (2).

Theorem 1. (Beloshapka) The algebra g_ consists 0/ the vector fields

~ ,a ~. , a
X- = LJr-

a
. + LJ(ql + 2i(z,p)1)-a"

. Zl. w1
1=1 1=1

with p E cn, q E IR k.

The algebra Bo consists 0/ the veetor jields

n . a k . a
Xo = I)X Z )1 a j + L (sw )1 a j'

j::l Z j=1 w

where X E g{(n,C), sE g[(k,lR) satisfy the con(lition 2Re(Xz,z) = s{z,z).
The algebra g+ consists 0/ the veetor fields
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(3)

(4)

= 0 for p :2: 2,

= 0 for p :2: 3,

= 0,

2i(z, /0),

Re~90'

2i(z, ~fo),
0,

0,

0,

n . a k . a
X+ =~(aw + A{z, z) + B{w, z))1 8zi +~(2i(Z, aw) + r{w, w))J 8wi '

where a : C' --+ C' is a linear operator, A is a C' -valued symmetrie bilinear form
on C' 0 CO, r is an fRk-valued symmetrie bilinear form on JRk, and B is a C' -valued
bilinear form on Ck 0 C' satisfying

(A(z,z),z) = 2i(z,a(z,z)),

Re(B(ll, z), z) = r(u,(z,z)),

Im(B( (z, z), z), z) = 0,

for a/l z E ~ and u E }Rk.

Proof. Let X ~ f :z +9 a: be a solution of (2). and let f = L~o h anel 9 = L~u gi with
fi(tz, t2w) = t'fi(z, w), resp., 9i(tz, t2w) = tlgi(Z, w) the decomposition ioto weighted
homogeneous eomponents. It is easy to verify that then all weighted eOfilponellts
fi:z + 9i+l a: are also solutions of (2). Thus, we may restriet ourselves to look for
polynomial solutions only.

Colleeting in (2) the components of degree p with respeet to z and of degree q with
respect to z anel performing elementary transformations one obtains

(5)
(6)
(7)

(8) 91 =

(9) 2 Re(fl' z) =

(10) (/2, z) =
(11) Im(~/I'z) =
(12) (z, ~ 2 fo) =

(13) Re ~390 =

where ~ = L:;;;;1 (z, Z)H a~~ (ep. [2]).
To solve this system of partial differential equations Beloshapka used Palalnodov's

theorem on exponential representation of the solutions of systems of PDE with eon­
stant eoefficients ([9D. Here, we suggest a selfeontained reasoning.

From (13) immediately foHows that Rego, anel, therefore, 90 as weH, are polyno­
Inials whose degree w ith respeet to 1l eloes not. exeeed 2. FroIll (9) anel (11) one
obtains
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We show that this implies that /1 is linear with respect to u. Since we are looking
for polynomial solutions we may suppose that /1 is a polynomial in u and linear in
z. The Fourier transform with respect to U of (14) equals

(15) t /t a~zv, z) ((z, z), eYzDmJ = 0,
Iml::;:;Q \ v::;:; 1

where ~ is the dual variable to u, J is the delta-functional, (.,.) is the standard
scalar product in 1Rk, m = (mi, ... , mk) are multiindices with Iml = ml +... +mk,

Dm = (&u l )m?~~/auk)mk , and u~ are constant cn-vectors.
Without loss of generality we may assume that M is the biggest number such

that there exists some a~ =f:. °with Iml = M. Then M equals to the degree of /1
with respect to u. Among all nonvanishing a~ with Iml = 1\1 we choose these with
maximal ml, among the latter these with maximal m2 and so on. This way we come
to some uniquely determined nonvanishing matrix-valued coefficient Um = (a~).

Assume M 2:: 2. Apply the functional from the right hand side of (15) on the
following JRk-valued test function: Ir the maximal number T ~ k with mr =1= 0 is not
smaller than 2 then set

'l/J = ljJo~tl ... €~,.-2.

Otherwise, if Tn r = 1, let s be the lnaximal number with 'm!J =1= 0 and S < T. Then
set

1/. _ ,,1. ,mi ,ni.-l
0/ - 0/0(" I •.• (,,!J •

The vector 'fj;o will be determined later.
Because of the choice of ljJ we obtain

(16)

resp.,

(17)

(We substituted the antihololnorphic z-variables by (.)
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Now, choose Zo E cn such that (O'tildemZO) = L~=1 Q'~zö =1= O. Then, according to
i.), there exists a (0 such that (Q'~zo, (0) =1= O. By continuity the latter inequality
remains true for z, ( in sufficiently small neighbourhoods of Zo, (0. According to ii.)
there exist ZI, (1, from these neighbourhoods such that (z, ()r and (z, ()" do not
vanish. Hence, for suitable 'l/Jo, the left hand side of (16) (resp., (17)) does not vanish.
Contradiction. It follows that the assumption M 2:: 2 was false. Consequently, 11 is
linear with respect to u.

In exactly the same way one deduces from (12) that 10 depends linearly from u.
Taking into account (8) this implies that 91 is also linear with respect to u.

We obtain

I = /0 + ft + /2,
9 = go +91,

with

/0 = p+aw,

/1 = Xz + B(w, z),

/2 = A(z,z),

90 = q + sw + r(w, w),

91 = 2i(z, p) + 2i(z, aw),

where p, q, X, s, a, A, T, B satisfy the indicated conditions. 0

Remark. It is an easy consequence of the equations (3) resp. (4) and the nonde­
generacy of Q that the tensor A resp. rare uniquely determined by a, resp. B. Ey
the same arguments as in the prüof above it follows that a is uniquely determined by
A and B is uniquely determined by T. In order to prove this, we have to show that
the homogeneous equations

(z, a(z, z)) = (z, ö'au) = 0

and

(B((z, z), z), z) = (ö'B(u, z), z) = 0

have trivial solution only. Considering the Fourier transforms of these equations
one obtains that a, resp. B fiust vanish.

For any a and r as above there exists a unique autümorphism cP = (/, g) E Auto,id Q
with
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all = a,
8w 0

82
9 IRe (8w)2 0 = 2r.

Inserting 4> ioto the equation of Q and taking inta account that the image of Q is
Q itself one obtains the following second order derivatives of <p which we will need
below:

(18) I z + aw + A (z , z) + B(w, z) + [{(w, w) + 0 ( IZ 1
2 + 1W 1

2
)

9 = w +2i(z, aw) + r(w, w) + i(aw, aw) + o(lzl 2 + IwI 2
),

where A is the tensor which is determined by (3) anel iJ and [( will be determined
later.

The automorphism <p coincides with <1>1 where <l>t is the I-pararuetric subgroup
corresponding to x+.

If A is the space of all tensors a and R the space of all tensors 7' as above then
Q= {r + i(a·, a·) : a E A, r E R} form a (not necessarily nondegenerate) quadric in
A X (R 0 C) anel the Heisenberg group of Cd is isomorphie to Auto,id Q. Thus, we
have

Theorem 2. (see [6]) For any nondegenerate quadric Q Auto,id Q is isomorphic to
the Heisenberg group of same CR quadric and therefore has a canonical CR structure.

It is still an open quest ion whether the dimension of Q can be estimated by 2n + k.
For strictly pseudoconvex quadrics, i.e., the Shilov boundaries of Siegel domains this
sharp estimate was proved by KauPl Matsushima and Ochiai [8] (see also [13]).

3. RESULTS

Let Q be a nondegenerate quadric and eP = (/,y) E Auto,id Q be the automorphism
which corresponds to the parameters (a, r). Furthermore, let J = L~o 11,9 = L~091

be the expansion ioto homogeneous polynomials then we prove

Theorem 3. The polynomials /1, YI are detcrrnined by the 7'ecursive 'relations

(19) (l- 1) (fl) = (a~;1 a~II:I) (A(Z, z~ + B(w, z) + A(aw,~) - ia(z, aw))
Yf a~;1 a~~~1 2z(z,a1V) +r(w,w) +z(aw,atJJ) l

for l > 1 and the initial conditions /0 = 0,90 = 0, /1 = Z + (LW, 91 = w.
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Consider the real k-plane ro = {z = 0, Im w = O} which is contained in Q_ The
orbit of r 0 under the action of Auto Q composes a biholomorphically invariant family
of real k-manifolds on Q pa.ssing through the origin_ These k-manifolds are called
chains as the analogons objects on hypersurfaces. The following theorem generalizes
the fact that the chains on hyperquadrics are the intersections of the hyperquadric
with complex lines passing through the origin and being transversal to the complex
tangent space_

Theorem 4. Any chain r c Q is the intersection of Q with the complex k-plane
{z = aw}, with a E A.

The main result of this paper is the following explicit description of the automor­
phisms from AutO,id Q_

Theorem 5. Let (z·, w·) = </>(z, w) be from Auto,id Q, then

(
z:) = (id-('l3P 'l3q))-1 (z-aW~A(z,:Z)-2B(W,z))
w ü p ü q w-l(z,aw)-r(w,w) '

where 'l3P' .QPJ 'l3q , .Qq are the following polynomial matrices:

qJp = 2A(z, -) + B(w, -) + A(aw,·) - ia(-, aw) - 2A(A(z, -), z) +

+A(A(z, z),·) + A(B(w, z),·) - A(B(w, -), z) - iB((·, aw), z) +
+iB((z, aüi) , -) - B(w, A(z,·)) + A(A(z, aw),.) - A(A(z, '), aw)­
- A (A(" aw ), z) - 2a (z , (l (a tU, .)) ,

. .

.Qp = i (" aUJ) + 2(z , a (aUI, .)) - ~ (B (w, -), atu) +i(-, ar (w, w)) -

-ir( (-, aw), w) + (aw, a(a'lu, -)),

qJq = 2a + 28(·, z) - 2A(a-, z) - 2ia(z, a-=-) - 2B(w, a·) - 2ia(aw, a-=-) ­

-4iB ((z, a-=-), z) + 2A(A (z, a-), z) - A (A(z, z), a -) - 8 (w, B (" z)) +
+B(-, 8(w, z)) - 28(1'(', tu), z) + B(w, A(a', z)) + i8((a', aii,), z) +

+i8 (" a (z , aw)) - i B (w, a(Z , a:-)) + B (-, A(aw, z)) - 2iB ((z, a-=-), aw) ­
-iB( (aw, a:), z) +4ia(z, B('w, a-=-)) - 2ia(z, ar( tlJ, -=-)) - A( B(w, z), a-) +
+A(B(w,a'),z) - A(B(-,z),aw) - A(B(-,aw),z) + ia(B(w,z),a:-}­

-ia(B(·, z), aw) + ia(z, A(aw, a-=-)) + A(A(aw, a·), z) - A(A(aw, z), (L') +
+A( A(a·, z), aw) + ia(A(z, aw), a:-} - ia(A(z, a-), alu) +a(aw, a(a-=-, z)) ­
- a (a " a (alU, z) ),
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Dq = 2i(z, a:) + 2r(., w) - i(a., aw) + i(aw, a:) - 2i(z, B(w, a:)) ­
-2(z,u(aw,u')) -2r(r(tv,·),w) +r(r(w,w),.) +i(B(w,a·),aw)-

-i(ar(w"), aw) + ir( (a·, uw), w) - ir( (aw, a:), w) + ir( (aw, aw), .) -
. .

- ~ (a " ar (ÜJ, iiJ)) + ~ (ar (w, w), a:) - i (a w, ar (w, 7)) - (aw, a (a tV, a· )) .

In ~p and Dp the do! stanM instead o[ a cOl1lplex n-dimensional veetor argument
and in ~q and Dq instead 0/ a complex k-dimensional vector argument.

4. RECURSIVE FORMULAS FOR THE AUTOMORPHISMS

For shortness of the notations we introduce the following abbreviations: in the
given fixed coordinates we will denote the vector field X = L~=l c v a~'" +L~=l D':' a~'"
by X = (C, D) as weIl. Ir I is an n-vector and E is an n x m Inatrix with columns
Eil then by (I, E) we denote the k x rn-matrix with columns (I, Eil)'

We consider the canonical action of Auto,id Q on the Lie algebra g: Let X E g and
r/J = (I, g) E Auto,id Q, then

4t (x)(z,w) = (dcP)-l(X(f,g))·

Hence, if X = (C, D) = Li=1 Ci 8~J + L~=l D k a~k' then cP·(C, D) = (P, Q) and

(20) (
P(Z, tu)) _ (~ ~) -1 (C(/, g))
Q(z,w) - ~ ~ D(f,g)

is also fronl g.
Since the polynomials P and Q are of second degree they are uniquely determinecl

by the values of their derivatives up to second order in the origin. Restricting (20)
and its derivatives to the origin and taking into account that

(~ ~)Io = eg i~)
one can obtain the values of (P, Q) and its derivatives in 0 for given X = (C, D) if

one knows the derivatives of 4> in 0 up to third order.
For any quadric Q Bo contains a vector field Xe = (z,2tv). This infinitesimal

automorphisnl corresponds to the I-parametric subgroup
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Let now ~ E Auto,id Q be the autonlorphism corresponding to (a, r). Then one can
compute <j>"'(Xe) :::: (Pe, Qe) using (18):

Pe :::: Z - aw - A(z, z) - 2B(w, z)

Qe = 2w - 2i(z, aw) - 2r(w, w).

Moreover, Olle obtains

(21) B(w,z) = B(w,z)+A(aw,z)+i(z,aw)
1 2 1 i

K(w,w) = '3B(w,aw) + '3 ar(w,w) + '3A(aw,aw) + '3a(aw,aw),

where Bis the tensor from (4) whieh is determined by r.
For (C, D) = (z, 2w) the identity (20) takes the form

(22) (I) _(~ ~) (z - aw - A(z,z) - 2B(W,Z))
2g - ~ ~ 2w - 2i(z, aw) - 2r(w, w) .

Before studying this system, we will consider the action of 4> on the vector field Xi =
(iz,O). This infinitesimal automorphism corresponds to the I-parametric subgroup

'"w = 1.LJ.

~ = iz + iaw - iA(z, z) - 2iA(aw, z) - 2a(z, a1.v}

Qi = 2(z, lUV) + 2(aw, aw).

It follows

(
f
O

) = (i:
a

z

z

F) (z+aw-A(z,z)-2A(aw,z)+2ia(z,aW))
(23) .;.,;j. ~ -2i(z, au,) - 2i(aw, au,) .

Combining (22) and (23) leads to

(24) (I) = (w i6) (z - A(z, z) - B(tv, z) - A(aw, z) + ia(z, lLli"J))
9 ~ ~ w - 2i(z, aUJ) - r(w, w) - i(aw, ai"i1) .

Let fl,91 be the homogeneous cOlnponents of 1 and 9 with respect to z allel w.

Then
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ßIl z + ßlt w _ ll,
ßz ßw
ßg, ß9t
-z+-w = 19ßz ßw t·

Isolating in (24) the component of degree l, one obtains a recursive formula which
determines 1" gt for l > 1:

(l-l) (It) = (a~;1 a~j~l) (A(Z,z) + B(1.ll,z) + A(a1.ll,z) - ia(z,aW))
9t a~;1 a~';,\ 2i(z,aw) +r(w,w) +i(aw,aiiJ) ,

with initial conditions 10 = 0, 90 = 0, 11 = Z + aw, 91 = w. Thus, we have proved
Theorem 3.

5. GEOMETRIC DESCRIPTION OF K-DIMENSIONAL CHAINS

The description of the chains formulated in Theorem 4 is a direct consequence of
the formula (19):

The image of ro under ljJ = (/,9) is {/(0,U),9(O,U) : u E IRk}. Fron} (19) follows

(l - 1)If(0, u)

lo(u)

(l - 1)gr(O, u)

90( tL)

8/t- 1(0, u) (( )'( ))= ßu l' U, tt + 1. lLU, au

= 0, /1(u)=au

ß91-dO,u)( ( )'( ))= 8 r U,1t + 1, au, au
u

= 0, 91 (u) = 1t.

For any solution g(O, 1L) = L:~o 91(0, u), evidently, /(0, 1L) = ag(O, tL) is the uniquely
determined solution for /(0, u). This finishes the proof.

Any automorphism <P E Auto,id Q with parameters (a,7') can be uniquely decom­
posed into cPa oljJr corresponding to (a, 1') = (Cl, 0) 0 (0,1'). Then cPa maps the standard
chain f o onto the chain {z = aw} n Q, <Pr Ieaves the standard chain invariant, hut
changes the parameter.

6. EXPLICIT FORMULA FOR THE AUTOMORPHISMS

We consider now the action of ljJ on the infinitesimal Heisenherg automorphisms:

Xp (p, 2i(z,p)) with pE cn
Xq = (O,q) with q E IRk

.



12 VLADIMIR V. EZOV AND GERD SCHMALZ

Let (Pp, Qp) and (Pq,Qq) the images of XP and Xq under cf;•. If p resp. q runs over
the standard basis in C" resp. IR k , one can collect the resulting equations (20) into a
matrix equation:

which is equivalent to

(25)

Before determining the matrix blocks np , 'lt p , nq , Wq we silnplify (25) and obtain
an expression for the Jacobian matrix of cf; which does not depend on f. Inserting
this expression into (22) one gets an explicit formula for cf;.

Let cf;a,r E Auto,id Q be the automorphism corresponding to (a, r). Furthermore,
set «I>c(z, w) = (cz,lcI 2w) with c E (."'. Then «I>;l 0 cf;a,r 0 ~c E Auto,id Q is the
automorphism corresponding to (clL,lcI 2r). Hence, if we substitute z, 'W, a, r, Z" w·
by cz, Jcl 2w, ~, W' cz·, Icl2w* in cf;a,r we obtain again <Pa,r' This can be formulated
as follows: Ifwe associate Z,W,ß,T with the weights (1,0),(1,1),(0,-1),(-1,-1),
respectively, then f is homogeneous with weight (1,0) and 9 is hOInogeneous with
weight (1, 1). It follows

Set

weight (:~)

weight (;~)

weight (~~)

. I (89 )we'lg"Lt 8w

= (0,0)

= (0, -1)

(0,1)

= (0,0).

(
!li. !l.L)-1 (H

H = ~ t. = Hf,l
oz ow 1I,I

H1,1I ))

HIl,lI '

where H1,l, Hl,lI, HlI,l, HlI,Il are blocks of dimensions (n, n), (n, k), (k, n) and (k, k).
Then we have



Lemma 1.

Proof. Set

Then
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weight(HI,I) = (0,0)

weight(HI,II ) = (0, -1)

weight(Hu,d = (0,1)

weight( HI I,II) - (0,0).

J = (if t).
8~ 8w

13

H .. = (-1 )((i,j) det Jji

I) det J '

where i ji is the (n + k -1) x (n + k -1)-matrix which is obtained by omitting the
j-th line and the i-th column in J and

(") {O,
(1,,] = 1,

if li - jl
if li - jl

even
odd

It is easy to see that weight(det J) = (0,0), since det J is a SUIll of products
containing as many factors froIn *6 as from ~. By the same reason, weight(det .Jji ) =
(0,0) for i,j ~ n and i,j > n.

In the products of det Jji with i ~ n, j > n there will be oue factor from ~
8 "more than factars from ~. Hence, det Jji has the weight (0, -1). Analogously, for

i < n, j ~ n weight(det Jji ) equals (0, 1). 0

Now we are going to compute the weights of IIp , Ilq , \l1 p, Wq: Let (Pp, Qp) be
the image of (p, 2i(z, p}). Ir p was associated with the weight (1,0), then Pp would
have the weight (1,0) and Qp would have the weight (1,1). Passing to IIp resp. Wp

we substitute p by constants of weight (0,0). Cousequently, the cOInponents which
clepend holomorphically on ]1 get the weight (0, 0), resp. (0, 1), at the sanle tin1e
those components which depend antiholoI110rphically on p get the weight (1, -1)
resp. (1,0).

Analogously one obtains weight(Ilq ) = (0, -1) and weight(\v q ) = (0,0). Finally,
the weight of (I, id) is (1,0).

From (25) follows HI,I = IIp -2iIlq (J,id). Since weight(Ilq(J,id)) = (1,-1) anel
weight(HI,I) = (0,0) then HI,I = (Ilp)(o,o), whel'e (Ilp)(o,Q) is the (0, O)-component of
IIp •

In the same manner frmn HlI,I = 'II p - 2i\IJq(J, id) follows HlI,I = (\Vp)(Q,l)'

Thus, the desired expression for the Jacobian matrix is
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where (IIp)(Q,o)l (\I1p )(Q,l) can be obtained from (Pp, Qp) by omitting the antiholo­
morphic terms with respect to p and by substituting p in the holomorphic terms by
a free argument. To get (IIq, \l1q) one inserts in (Pq, Qq) q by a free holomorphic
complex argument.

Now we go to compute (Pp, Qp) and (Pq, Qq). Therefore we need the derivatives
of <p in 0 up to third order. They can be easily obtained by means of the recursive
formula.

The recursive formula gives at once a silnpler expression for f2:

f2 = A(z, z) + B(w, z) + A(aw, z) + ia{z, aiü) +
+ar(w, w) + i a (aw, a7.1,) .

Comparing with (21) leads to the following identities:

(26)

(27)

B(1.0, az) = ar(w, 111)
A(aw, aw) = 2ia{aw, aw).

Identity (27) is evidently equivalent to

A(aw, aw) = ia{aw, aw) + ia{aw, aw).

Set now Ja = fzzz +!zzw + !zww + fwww, where the indices show the distribution of
z and w variables. By means of (19) one obtaines

fzzz

fzzw

= A(A(z,z),z)
1 ._

= A(B(w, z), z) + 2B(w, A(z, z)) + lB((z, (Lw), z) +

+A(A(aw, z), z) + ~A(A(z, z), llW) + ill(A(z, z), llW)



fzww
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111
= 2"B(w, B(w, z)) + 2"B(r(w, tU), z) + 2"B(w, A(aw, z))-

-iB(w, a(z, aw)) + ~A(B(w, z), aw) + 2iar( (z, aw), w) +
. . .
z z z

+2a(B(w,z),aw) + 2a (z,ar(w,w)) + 2B((aw,aw),z) +

1 1 i
+2A(ar(w, w), z) + 2A(A(aw, z), aw) + 2a(A(aw, z), alv) +

i 1 1
+2A(a(aw, lllV) , z) - 2a (z,a(aw,aw)) - "2 a(aw,a(aüJ,z)).

15

We do not need the expression for /www.

For 93 = 9zzz +9zzw +9zww + gww1IJ one gets

gzzz = 0

gzzw = 2i(A(z,z),aÜJ),z)
gzww i(B(w, z), aw) +2ir( (z, atv), w) + i(z, ar(w, tV)) +

+2i(A(aw, z), alTJ)
z

gwww = r(r(w, w), tu) + ir((aw, aül), w) + 2(aw, a'r(tIJ,llJ)) +
. .
z z

+2" (fL r (w, w ), aIV) + 2" (A (aw, atu), a1l)) ,

As in the case of (Pe, Qe) we can now determine the vector fielcls (Pp, Qp) as weIl
as (Pq, Qq). Let Pp = Pt +P: + Pl~ +Piz + P~u and Qp = Q~ +Q~+Q;u +Q~w +Q;uw
be the expansion into homogeneous components with respect to z and w. Then
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(28) p,p = l!.0

pp = -2A(z,p) - 2ia(z,p}z
pp = -B(w,p) - A(aw,p) + ia(p,aw) - 2ia(aw,p)w

P:z = 2A(A(z,p), z) - A(A(z, z), p) + 2iA(z, a(z, p)) +2a(z, a(p, z)) -

-2iB( (z, p), z)

P!w = A(B(w,p),z) - A(B(w,z),p) + iB((p,aw),z) - iB((z,atu),p) +

+B(w, A(z,p)) - A(A(z,lLW),p) + A(A(z, p),lLW)+

+A{A(p, aw), z) +2a(z, a(all1, p)) - 2iB( (aw, p), z) +

+2iA(a(aw,p),z) + 2i(z,A(aw,p)) - 2a(a(z,p),aiil)

Qb = 0

Q~ = 2i(z, p)

Q~ = -2i(p, aw) + 2i(aw, p)

Q:w = -4(z, a(aw,p)) - 2i(z, B(lU, p)) - 2i(z, A(aw, 1')) + 2(z, a(p, aw))

Q~uw = i(B(w,p),aiD) - i(p, ar(iv, tü)) + 2ir((p,(L1v),w)-

-2(aw, a(aw, p)) + 2i(ar(w, w), p) - 4ir( (aw, p), 1.0) -

-2(a(aw, alu), p) - 2(a(aw, p), aü;) +2(aw, a(p, aw))

The terms which depend holomorphically on p and, therefore, contribute to the
formula of the Jacobian are underlined.

The computation of (Pq, Qq) leads to

PJ = -aq

Pzq = -B(q, z) + A(aq, z) + ia(z, aq)

P:t = B(w, aq) + ia(lLw, aq)

?;z = 2iB((z,aq),z) - A(A(z,aq),z)+ iA(A(z,z),aq)
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111
Pzqw = "2B(w, B(q, z)) - "2B(q, B(w, z)) + B(r(q, w), z) - 2B(w, A(aq, z)) -

. . .
Z t t

-2B ((a q,aw),z} - 2B(q,a(z,aw)} + 2B (w,a(z,a q))-

-~B{q,A{aw, z» + iB«z,aq), aw) + ~B«aw, aq), z)-

-2ia{z, B{tü,aq)) + ia{z,ar(ÜJ,q» + ~A(B{w,Z),lLq)-
111

-2A(B(w, aq), z) + 2A(B(q, z}, aw) + 2"A(B(q, aw}, z)-
. . ,
Z t z

-2'a(B(w, z), aq) + 2a(B(q, z), alll) - 2a(z, A(aliJ, aq)) -

1 1 1
-2A(A(aw, aq}, z) + 2A(A(aw, z), aq) - 2A(A(aq, z}, (Lw)-

i i 1
-2"a(A(z, (Lw), aq) + 2"a(A(z, aq), afiJ) - 2a(aw, a(a<j, z)) +

1
+2u(aq, a(atl;, z)),

Qö q

Q~ - -2i(z, aq)
Q~ -2r(q, w) + i(aq, aiiJ) - i(aw, aq)

Qiw = 2i(z,B(iü,aq))+2(z,a(atv,aq))

Q~w = 2r(r(w, q), w) - 'r(r(w, w), q) - i(B(w, aq), (Lw) + i(al'(w, q}, aw) -
1

-i1'((aq,aw),w} + i1'((aw,aq),w) - ir((a1O,auJ),q) + 2"(aq,ar(tv,w))-

-':(ar(w, w}, aq) + i(aw, ar(iiJ, q)) + (aw, a(aw, aq)).
2

Hence, all ingredients of the autoiTIorphism fonnula

17

(29)

are completely described.

7. THE HEISENBERG SPHERE IN Cl

In this section we want to demonstrate the obtained fornlula in the sinlple case of
the sphere in Cl. Let Q = {(z,1o) E CZ : Im w = Izj2}. Then any rP E Auto,id Q can
be described by Poincare's formula (see [11])



18 VLADIMIR V. EZOV AND GERD SCHMALZ

(30) f
z+aw

=
1 - 2iaz - (r + ila[~)w

w
9 =

1 - 2iäz - (r + ilal~)w
,

where a E C and r ER.
We will now obtain 4J by means of the procedure developped above.
We have

'- 2
W - tazw - TW •

-2a + 6ilal2z - 2rz + 2u'rw + 2ia2äw + 4iä7'Z 2 + 4aä 2z2 +
+2r2 zw +21al4 zw

= 1 - 2iäz - 27"W + 2aä2zw + 2iiirzw + ,,.2 102 + lul4w2

= Z - aw - 2iiiz2
- 2TZW

(llp)(o,o)
1
2" ('lJp)(O,O)

2(llq) =

Since

(
/llp)(O.O) 211q) = (1-.2iäZ -2a-2TZ+2i 1aI2 z) N
2'('lJp)(o.O) Wq -ziiw 1 - 'rw +ilal 2w '

with N = 1 - 2iiiz - (r + ijaI2 )w, and

(Pe) = (1 - .2iiiz -2u - 2rz ~ 2i lal 2
z) (z + aw)

tQe -tii1O 1 - 1'10 + zla[2w 'W'

cancelling the corresponding matrices in t.he fonnula (29) we obtain the unique
automorphism (30) with parameters (a, r).

8. POINCARE AUTOMORPHISMS

As it was shown in [6] the automorphislns from 4J E Autu,id Q with parameters
(a, T, A, B) can be described by CL nluch simpler "matrix fractional linear" formula
which is similar to the Poincare fOfInula (30) if there exist a cn-valued bilinear form
A : cn €:l cn ~ C" and a Ck-valued hennitian fOrI'!1 r"- : (:k €:l & ~ Ck such that

(31)

(32)

(A(z,(),~) = 2i(z,a(C()),

(B(w,(),~) = r(w,(C())
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is satisfied for all z, ( , ~ E cn , wECk. Then </> takes the form

19

(33)

(34)

Al.. 1
z· = (id -A(z,.) - B(w,.) - 2"A(aw, .))- (z + aw),

w· = (id -2i(z, a7) - f( w, 7) - i(aw, a7) )-lW.

This formula can be obtained from (29), as in the case of the Heisenberg sphere
by cancelling appropriate matrices. We show in the Appendix that

(
(np)(Q,Q) 2nq) = (id -.4(" z) -2a - 2B(·, z) + A(a., z))

k(wp)(o,O) Wq -i(·, aw) id +i{a·, a'lv) - f(., w) x

(id-A(Z")-B(w,.)-~A(atv,.) 0 )
x 0 id -2i(z, (7) - r(w,7) - i(aw, a1 .

Furthermore,

( Pe) _ (id -.4(" z) -2a - 28(·, z) + A(a., Z)) (z + (LW)
tQe - -i(·,a'l.TJ) id+i(a·"at!i)-P(·,'l.TJ) '1.0'

The theory of Poincare automorphisms gives a complete descl'iption of the automor­
phisms of nondegenerate quadrics of codimension k = 1, 2, n 2 and of real associative
quadries (see [4] [5]). However, Palinchak [10] found a quadric in ce of codimension 3
with a 9-dimensional Auto,id group which does not contain Poincare automorphislus.

9. AUTOMORPHISMS OF DIFFERENT TYPES OF RIGID QUADRICS

We introduce the following terminology: A nondegenerate quadric Q will be called
s-rigid if from (X z, sw) E go follows that s = t . id with t E IR. (in particular, any
hyperquadric is s-rigid)j it will be called tl-rigid, resp., 'r-rigid if A = {O}, resp.,
R. = {O}.

Proposition 1. 11 a nondegenerate quadric Q is tl-rigid then it is also I-rigid.

Proof. Consider p~ in (28). For a = 0 follows that B(·, p) is contained in A for all
p E cn . Hence, if there was some B f:. 0 then would exist sOlue l' E cn such that
B(·,p)#O. 0

Proposition 2. 11 Q is a s.rigid llondegenerlLte qu(u[ric then Autu,id Q consists of
Iractional linear mlLppings. 11, moreover, k > 1 theu Q is 1·-1'igid.

Proof. Consider Q~u in (28). Then.5 ~ IR iIuplies

(35) (p, a'(D) = 1(]J)w,



20 VLADIMIR V. EZOV AND GERD SCHMALZ

where I is a complex linear functional on cn. Setting in (35) W = (z, () one
obtains a solution Aof (31) corresponding to a: (p, a(z, ()) == I(p)((, z} == (l(p)(, z},
i.e., A(p, () == 2il(p)(. But then

z· == (1 - 2il(z) - il(aw))-l(z + (Lw)
w· = (1 - 2i1(z) - i I((Lw) )-1 W

is the uniquely determined automorphism corresponding to ((L, 0).
Now we consider Q~ and set there a = O. It follows

(36) r(q,w) == ..\(q)w,

where ..\ is a real linear functional on IRk• Setting again w = (z, (), one obtains
B(u, z) == ..\(u)z and r(w,w) = ..\(w)w.

Hence,

z· == (1 - '\(W))-l z

w· = (1 - '\(to))-lw

is the automorphism corresponding to r.
From the symmetry of T follows r(u, v) == ..\(u)v = '\(v)u, i.e., if s ~ IR. and k > 1,

then R=={O}. D

10. CANONICAL PARAMETRIZATION OF CHAINS

Let r 0 = {z = 0, Inl w = O} be the standard chain on Q. Then there exists a
canailleal family of parametrizations of r 0 which can be abtained from the stan­
dard parametrization {z == 0, w == 1L : U E IR k

} by means of a "reparametrization"
automorphism corresponding to parameters (0, 'r).

From (29) and (23) we derive a simple equation for this reparametrization map:

Proposition 3. The automorphism cPr, corresponding to (0,1') has the form

z· == (id -B(1O, .))-lZ

w· == (id -21'(W,') + 2r(1'(w, .),1.0) - '1'(',.(w, w)· ))-1 (w - '1'(w, w)).

Proof. At first we set in (23) (l == O. It follows

öf
f(z,w) == ozz

Setting in
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8t
(np)(Q,O) = 8z

a = 0 one obtains immediately t(z,w) = (icl-B(w, .))-IZ.
The expression for 9 can be derived by setting a = 0 in (29). D

The expression for the g-component in tPr can be simplified if the following condition
is satisfied:

Proposition 4. Let tPr be as in Proposition 3 and .,.(.) be a linear map Ck -+ g[(C, k)
with

(37)

then

r(w)w = r('l.o, w)

r(w? - r(1'(w,W)),

Proof. From Proposition 3 follows that 9 does not depend on z. The recursive formula
for 9 therefore takes the simple form

891-1(I - 1)91(z, w) = --1'(W, w)
W

with 90 = 0 and 91 = w.
One easily verifies that 91 := 7';{w)I-I W is the solution of the recursive equations. 0

It follows

Proposition 5. Let Q be a nondegenenLle quadric and 'I' E R with the prope7'ly
r(w, tu) = (aw, aw) (resp. r(w, w) = -(aw, aÜJ)). Then i·lw) = (aw, ( 7) (resp.
r(w) = -(aw,a7)) satisfies (37).

Prao/. Set r(w,w) = (aw,atTJ) and r(w) = (flw,a-:). Becallse of (3) then

r(w)2 = ((lW, a(a7,aw)) = ~(A((Lw, (Lw), (7).
2't

On the other hand it follows from (27) that

1
,'; (r (W 1 w) = (a (a-:1 nw )a7) = :J7 (A ( (l1O, (l 'tU ), ( 7) .

...1-

D
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Remark. The representation r( tll, w) = (aw, nt11) is not unique. Moreover, there
can exist tensors;' satisfying (37) which cannot be obtained in the described manner.

For automorphisms corresponding to (a,O) one can derive the following simple
equation for the g-component:

Proposition 6. Let 4>(1 E Auto,id Q with r = O. Then

w· = (id -2i(Z, a7) - i(aw,a7) )-I W .

Proof. Set d := 2i(Z, a7 ) + i(aw, a7). We show by induction that 91 = dl-1 W . This
implies the assertion.

For 1= 1 we have 91 = w. By inductive assulnption then 91-1 = dl-2 w . Using the
recursive formula (19) we come to

1-3

(1-1)91 = Ed3 (2i(A(z , z),a7) +2i(A(aw , z),a7) +
3=1

+2(a(z, aw), a7))d'-3-3w +
1-3

+L d3( -2(a(z, aw), a7)) - (n(aw, aüi), fi:-) )fll - 3- 3 W +
3=1

+dl
-

2(2i(Z, au}) + i(aw, aüi))
1-3

= Ed3 (2i(A(z,z),a7) +2i(A(aw, z),u7)-

3=1

-(a(aw, atU), ( 7)i- 3
-

3 w +
+dl

-
2(2i(z, aw) + i(aw, alu))

The assertion follows if we show that

2i(A(z,z),a7 ) + 2i(A(aw,z),a7) - (a(aw, aUJ), ( 7)) = d2
•

For cl! we obtain

d'2 = -4(z, a(a', z)) - (aw, a(a7, (Lw)) ­

-2(z, a(a., aw)) - 2(aw, (a7 , z)).

Because of (3) then

-4(z,a(a"z)) = 2i(A(z,z),a7 )

ancl - 2(z, a(a·, (lw)) - 2(flW, ({l7, z) ) = 2i(A ((lW, z), ( 7 ).

Because of (27) and (3)
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1
-(aw, a(a:-, aw)) = 2(A(aw, aw), a:) = -(aw, (0:, (Lw)).

23

Proposition 6 and Theorem 4 give a description of the chains inc1uding the canOll­
ical parameter:

Corollary 1. The chains 0/ the nondegenerate qUlldric Q haue the /ollowing canon­
ical parametrization

f(u) = a(id-i(uu,a.))-I u
g( 'll) = (id -i(au, a.) )-lU

Proof. The expression for 9 can be obtained by setting z = 0 and lV = u in the
formula from Proposition 6. The expression fol' f follows then frOl11 Theorem 4. 0

11. ApPENDIX

For the proof of (34) we use the following facts:
Let 2t be the set of all pairs (D, ci) E pr (n, C) x p[ (k, C) with the property (Dz, z) =

d(z, z). Then 21 is an algebra with unit. It follows from (31) anel (32) that

Da = ad,

A( Dz, () = .4.(z, D() = DA(z, (),

A(Dz, () = A(z, D() = DA(z, (),

B(dw, z) = B(w, Dz) = DB(w, z),

r(ciw,w) = lH(w,w),

r(dw,w) = clr(w,w).

Moreover, (31) and (32) mean that

(38)

and

(39)

(A(z,·), 2i(z, a:)) E 2l

(Hew, '), r(w, :)) E 2L

The equality of the left upper blocks is a consequeuce of the equalities
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(40) id = id,

(41) -2A(z,·) - -A(z,.) - A(., z),

(42) -B(w,z) = -B(w, z),

(43)
1 " -A(aw,.) + ia(., aw),- 2A(aw,.) =

(44) A(A(z, .), z) = 2A(A(z,·),z) - A(A(z,z),·),

(45)
1" A

-A(A(z, aw),·) + A(A(z, .), aw) +2"A(A(aw, '), z) =
A(A(·, aw), z) + 2a{z, a{aw, .))

(46) A(B(w, .), z) = A(B(w, .), z) - A(B(w, z),·) + iB({·, aw), z)-

-iB({z, aw),·) + B(w, A(z, .)),

Equations (40) and (42) are tautologies, (41) follows by symmetrizat ion of (31).
To prove (43) we show that ~A(.,aw) = ia{·,aii1) and apply (41). The latter equality

follows from the fact that (A(p,.), 2i{p, a-=-)) E 2t and, that for any (D, cl) E Qt and
for any a E A holds Da = ad. (44) can be obtained by the following sequence of
equivalent transformat ions

2A(A(z, '), z) - A(A(z, z),·) = 2A(A(z, .), z) - A(·, A(z, z))

= 2A(A(z, .), z) - A(A(z, .), z)

= A(A(.,z),z)

= A(-,A(z,z))

= A(.,A(z,z))

= A(z, A(., z))

= A(A(z,.),z).

In (45) we use the identity

" 1 " A

2a{z,a(aw,·)) = -iA(z,a(.,aüJ)) = -2"A(A(z,.),uw).

The right hand side of (45) takes then the fornl
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1.. 1.. 1.. 1 ..
-2"A(A(z, aw),') - 2"A(A(aw, z),·) + +2"A(A(z,.), aw) + 2"A(A(., z), aw) +

1.. 1.. 1.. ..
+2"A(A(., aw), z) + 2"A(A(aw, '), z) - -2"A(A(z,.), aw)

1 .. 1 .. 1 .. 1 "
= -2"A(z, A(aw, .)) - 2"A(aw, A(z, .)) +2"A(z, A(·,aw)) +2"A(., A(z, aw)) +

1 .. 1 " 1 A ..

+2"A(., A(aw, z)) + 2"A(aw, A(·, z)) - 2"A(A(z,.), aw)

.. 1 A ..

= A(·, A(z, aw)) - 2"A(A(z, .), aw)

.. 1.. ..
= A(·,A(z,aw)) - 2"A(.,A(z,aw))

1.. ..
= iA(., A(aw, z))

1 .. "
= 2"A(A(aw,.), z).

It remains to prove (46). Using the symmetry of A anel (39) we see that A(B(w,·), z)­
A(B(w, z), .) = O. Therefore, the right hand siele of (46) takes the form

iB((-,aw),z) -iB((z,aw),·) + B(w,A(z,·))

= ~B(2i(.,aiil), z) - ~B(2i(z, (uv)),') + B(w, A(z, .))
2 2
1 " 1 ..

= 2B(w,A(.,z)) - iB(w,A(z,.)) + B(w,A(z,·))

= B(w,A(.,z))

= .4(8(1O,·),z).

The equality of the right llpper blocks is a consequence of the equalities
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(47) - 2a = -2a

(48) - 28(-, z) = -2B(·, z)

(49) 4ia(z, a-:-) + A(a., z) = 2A(ao, z) + 2ia(z, a1
(50) 2ar(w,-:-) = 2B(1O,ao)

(51) 2ia(a1O, a1 - 2ia(aw, a-:-)

(52) 4iB( (z, a-:-), z) = 4i B ((z , a-:-), z)

(53) - 2iA(a(z, ( 7), z) = -2A(A(z,a·), z) + A(A(z,z),ao)

(54) 2B(f(w,-:-),z) = B(w, B(·, z)) - B(o, B(w, z)) +
+2B (7' ( 0, 10), z)

(55) - A(ar(1O, -:-), z)+

+2iB( (aw, a7), z) = -B(1O,A(ao,z)) - iB((uo,aü)),z)-

- i B (0, a (z, iiJ)) +i B (w, a(z ,7)) -
- B (" A(a 10, z)) + 2i B ((Z, a7) , aw) +
+iB( (aw, a7), z) - 4ia(z, B( 7.11, a-:-)) +

+2ia(z,ar(üj,-:-)) + A(B(w,z),ao)-

-A( B(w, a·), z) + A(B(·, Z), (lW) +

+A(B(o,aw),z) - ia(B(w,z),a1 +
+ia(B(o, Z), U7.u)

(56) - iA(a(aw, a7), z) = -ia(z, A(aiL"J, ( 7) - A( A( (LW, , (l'), z) +

+A(A(aw, z), (lo) - A(A(a·, z), aw)-

-ia(A(z,aw),a7) + ia(A(z,a·),aw)-

-a(aw, a(u7, z)) + a(ao, a(uiiJ, z))o

The equalities (47), (48), (51), (52) are tautologies. Usillg (:38) anel (39), one easily
proves (49) and (50)0

The equality (53) is a consequence of
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-2A(A(z, ao), z) + A(A(z, z), ao) = -A(A(z, ao), z) - A(A(ao, z), z) + A(A(z, z), a-)

= -A(ao, A(z, z)) - A(A(ao, z), z) +

+A(A(z, Z), ao)

- -A(a o
, A(z, z))

= -.4.(.4.(z,a o ),z)

= -2iA(a(z, a:-, z)o

To prove (54) we notice that B(w, B(o, z)) = B(o, B(1.11, z))_ Then we obtain

2B(r(0, w), z) = B(r(w, :"), z) + B(i~(o, üi), z)
= B(i(w, :-), z) + B(w, B( 0, z))
= B(r(w,:-), z) + B(o, B(w, z))
= 28(r(w,:-),z)_

The left hand side of (55) equals A(B(w, u-), z) - A(aw, B(·, z))0 The right hand
side can be transformed in the following way

1.. 1" I.. 1"
-2B(w, A(ao, z)) - iB(w, A(z, a-)) - iA(ao, B(w, z)) - iA(z, B(o, aw)) +

1 " 1" 1" "
iA(z, B(w, ao)) - 2"B(., A(aw, z)) - 2"B(o, A(z, aw)) + A(z, B(-, aw)) +

1 " " 1 " 1 "
+2"A(aw, B(o, z)) - 2A(z, B(-, (Lw)) + iA(z, ar(·,1.l1)) + 2"A(z, af(w, :-)) +

1" 1" 1" 1 ..
+-A(B(w, z),ao) + -A(ao, B(w, z)) - -A(B(w, ao), z) - -A(z, B(w, ao)) +

2 2 2 2
1 " 1 " 1" 1 "

+-A(B(o, z),aw) + -A(aw, B(o, z)) - -B(w, A(z, ao)) + -A(B(o, a1O), z) +
2 2 2 2
1 " 1"

+2"A(z, B(-, aw)) + 2"B(o, A(z, (Lw))

This equals to
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1 " 1 " 1 .. 1 ..
-2"A(B(w, ao), z) - 2"A(B(w, z),ao) - "2A(B(w,ao), z) - 2"A(B(., z), aw) +

1 .. 1 " 1 .. .. .
+"2A(B(w,z),a.) - "2A(B(.,aw),z) - 2"A(B(o,z),aw) + A(B(o,z),aw) +

1 .. .. .. 1 "
+"2A(B(.,aw),z) - 2A(B(0,z),aw) + A(B(o,z),aw) + "2A(B(w,z),a.) +

1 " 1 .. 1 " 1 "
+"2A(B(w,ao), z) - "2A(B(w, ao), z) - "2A(B(w, z), (lo) + 2"A(B(., z),aw) +

1 " 1 " 1 " 1 "
+"2A(B(o,aw),z) - 2"A(B(w,z),ao) + 2"A(B(-;aw),z) + 2"A(B(o,z),aw) +

1 "
+2"A(B(-, z), aw)

CanceHing appropriate terms and using the identity

A(B(w,z),ao) = A(B(.,z),aw)

we obtain an expression which coincides with the left hand siele of (55)
It remains to prove (56). We transform the right hand siele:

i" i" 1" 1 "
-"2a(z, A(aw, a7 )) - "2a(z, A(a7 , aw)) - "2A(A(aw, ao), z) - "2A(A(a., aw), z) +

1" 1" 1 " 1 "
+"2A(A(aw,z),ao) + 2"A(A(z,aw),ao) - "2A(A(ao,z),aw) - "2 A(A(z,a o),aw)-

.. I • •

1 " 1 .. 1 " 'l "
- 2" a(A (z , aw ), a7) - "2 a(A (aw, z ), a7) + "2 a(A (z, a 0 ), (nT)) + 2(l ( A ((l', z ), aw) +

. .
t " t ..

+2"a(A(aw, z), a1 - "2a(A(a., z), aüi).

The terms ~a(A(aw,z), a:} as weH as ta(A(ao, z), alT') with positive and negative
sign cancel out.

Using the identities

1 " 1 " 1 .. 1 ..
"2A(A(aw, ao), z) = 2"A(aw, A(a., z)) = 2"A(aw, A(z, a·)) = 2"A(A(aw, z), ao

)

anel

1 .. 1 " 1 .. 1 ..
2"A(A(z, aw), a·) = "2A(z, A(aw, ao)) = "2A(z, A(a', aw)) = "2A(A(z, a'), aw)

two more pairs cancel out.
Thus, we obtain
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i.. i.. 1.. 1A
-2a(z,A(aw,a7)) - 2a(z,A(a7,aw)) - 2"A(a.,A(aw,z)) - 2 A(a.,A(z,aw))-

. .
% A % ..

-2a(A(z, aw), a7) + 2"a(A(z, a·), aw).

This can be transformed to

-a(z, a(aw, a·)) + a(z, a(a7, aw)) - a(z, a(a7, aw)) - a(z, a(aw, a·)) -
1 AAl A A

-2"A(a., A(aw, z)) - 2"A{a., A{z, aw))

1 A.. 1 A A
-2a(z, a(ati\ a.)) - 2"A(a., A(z, aw)) - 2"A(a., A(aw, z))

1 AAlAAl A ..
= 2"A(a.,A(z,aw)) - 2"A(a.,A(z,aw)) - 2A(a.,A(aw,z))

1 " A

2"A(a., A(aw, z))

The latter expression equals to the term at the left hand siele of (56).
The equality of the left lower blocks is a consequence of the equalities

-i(·,aw)

- 2(z, a (atlJ, .))
. .
% I

= 2" (B (w, .), atll) - 2" (" Clr ( llJ, üi)) +

+ir((·, aw), w)

-i(.,aw) ­

i(A(z, '), aUJ)

i(B(w, .), atu)

(57)

(58)

(59)

I A

(60) 2"(A(aw, .),atu) = -(aw,a(aul, .)).

(57) is a tautology, (58) a direct consequence of (38) anel (60) holels because of
(31). In order to prove (59) we have to show

(B(w, ·),atu) = -(·,ar(UJ,ul)) + 21'((-, (Hll),W).

We transform the right hand side as follows

-(·,ar(tu,tü)) +2r((·,auJ),w) = -(" (L,{"(lIJ, iv)) +2(·,a:r(w,w))
= (.,a·j':(1O,tv))
= r(10, ( " a-:) )

= (B(w,·),alv).
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The equality of the fight lower blocks is a consequence of the equalities

(61) id = id
(62) - 2i(z, a:-) = -2i(z, a:-)

(63) - f(w,:-) - f(·,w) = -21'(-,W)

(64) - i(aw, a:-) + i (a:-, aw) = -i(aw,lL:-) + i(a:-, a'iiJ)

(65) 2ir((z, a:-), w) = 2i(z,B(w,a:-))

(66) 2(a(z, a:-), aw) = 2(z, a(aw, a·))
(67) f(f(w,:-),w) = 2r(r(w,·),w)-,,.(r(w,w),·)

(68) - i(af(w, :-), alu) + if( (aw, a:-), tl1) = -i(B(10, a·), a'iiJ) + i (ar(w, '), aw) ­
-ir((a·,aw),w) + ir((aw,a:-),w)-

z
-ir( (aw, a'ii1) , .) + 2'(a., ar(w, w)) -

z- 2(al' ( 'W, 10), (L:-) + i ((LW, a,( tLi, :-) )

(69) (a(aw, ( 7 ), aw) = (aw,a(a'lL1,u7)).

The equalities (61), (62), (64) are tautologieal, (63) follows [roIn (4) and (32). (65)
is a consequence of (39), (66) follows from (38). (31) and (38) imply (69) (67) can
be obtained by the following transformations of the right hand side:

2,(r ( tu, . ), w) - r (r (w, w), .) = r ( f (w, :-), w) + r (t (" 'll' ), w) - l' ( f (w, üi), .)

= r(r(., w), w)

= f(·, r(w, w))
= f(·,T(W,W))

= f{f{w, :-), w).

It remains to prove (68). Since

-i(a;(w, 7), alli) = -i(B(w, (l'), (t'll)) ,

these terms cancel out imInediately. In the renlainding ternlS on the right hand
side we express r by r.
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. . . .
z Z t z
2"(ar(w, 7), alU) + 2(ar(., W), aw) - 2r( (a., aw), W) - 2r( tV, (aw, a.)) +

• • • t

t t t z
+2r((aw, a7), tV) + 2;(W, (a7, aw) - 2r((aw, (LW), 7) - 2r(., (aw, (LW)) +

t • • •

t t t t
+2(a., ar(lV, 111)) - 2(ar(w, tV), (L7) + 2(aw, ar(tV, .)) + 2(aw, arr, w))

Using the identities

31

~(ar(w,7),aw) = ~r(w,(aw,a.)

~(ar(., w), aw) = ~r(., (alU, (LW)

z ~

-2r ((a., aüi), w) = +2(a., ai';(w, 10))

~r( 'llJ, (a7,aw) = ~(a7'(w, w), a:)

z z
2"r((aw,aw),7) = 2(a'lO,ar(7,w))

~ (aw, ar( tV, ,)) = ~1~( ((LW, a:), 'Lv)

and cancelling out the corresponding terms in the right hand side of (68) we obtain

r((aw, a:"), w),

which coincides with the remaining term on the left hand side.

REFERENCES

1. V. K. Beloshapka. Finite-dimensionality of the automorphism group of a real-analytic surface(in
Russian). lzv. Akad. Nauk SSSR, Sero M(lila., 52(2) :4:n-442, 1988. Engl ish trans!. in Math.
USSR Izv. 32(1989).

2. V. K. Beloshapka. A uniqueness theorem for automorphisms of a Iloudegenerate surface in the
complex space (in Russian). Mai. Zamelki, 47(3): 17-22, 1990. Ellglish t.ranst. in Math. Notes
47(1990).

~t V. K. Beloshapka. On hololllorphic transformations of a quadric (in R.ussian). Math. USSR
Sbo rn ik, 72(1):189-205, 1992.

4. V. V. Eiov and G. Schmalz. Holomorph ic antomorph isms of qlIadrics. MlJtla. Zeitschrift,
216(3):453-470, 1994.

5. V. V. Eiov and G. Sch malz. A matrix Poincare form lila. for 11OIolllorphic antomorphisms of
quadrics of higher codimension. Real associative quadrics. J. G'eum. Auu/.,,,,.is, to appear, 1994.

6. V.V. Eiov and G. Schmalz. Poincare aut.omorphisms for nondegenerate CR quadrics. l\1atl1.
Annalen, 298:79-87, 1994.



32 VLADIMIR V. EZOV AND GERD SCHMALZ

7. G.M. Henkin and A.E. Tumanov. Local characterization of holomorphic automorphisms of Siegel
domains. Funkt. Analysis, 17(4):49-61, 1983.

8. W. Kaup, Y. Matsushima, and T. Ochiai. On the automorph isms and equ ivalences of generalized
Siegel domains. Amer. J. Math., 92(2):475-497, 1970.

9. V.P. Palamodov. Linear differential opemtor~ with constant coejJicients (in Russian). Nauka
Moscow, 1967. Engl. transt. in Grundl. d. Math. Wiss. 168, Springer Berlin etc., 1970.

10. N. Palinchak. Infinitesimal automorphisms 0/ Levi-nondegenerote quadric.'t 0/ codimension :1 in
Cl (in Russian). PhD thesis, Moscow State University, 1994.

11. H. Poincare. Les fonetions analytiques de deux variables et la representation couforme. Rend.
eire. Math. Palermo, pages 185-220, 1907.

12. Pyatetskii-Shapiro. Automorphic Funetions and Geometry 0/ ClassiclJl Domains. Gordon and
Breach, New York, 1969.

13. O. Rothaus. Automorphisms of Siegel domains. Amer. J. Math., 101(5):1167-1179, 1979.
14. A. E. Tumanov. Finite dimensionali ty of the group of CR-automorphisms of a standard CR man­

ifold aod characteristic holomorphic mappings of Siegel domains (in Russian). USSR lzvestiyu,
32(3):655-662, 1989.

(V.V. Ezov) OKLAHOMA STATE UNIVERSITY, DEPARTMENT OF MATHEMATICS, COLLEGE OF

ARTS AND SCIENCES, STILLWATER, OKLAHOMA 74078-0613
E-mail address: ezhov@math.okstate.edu

(G. Schmalz) MATHEMATISCHES INSTITUT DER UNIVERSITÄT BONN, WEGELERSTRASSE 10,
D-53115 BONN

E-mailaddress:schmalz@mpim-bonn.mpg.de


