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Abstract. In this paper we construct new Beauville surfaces with
group either PSL(2, pe), or belonging to some other families of finite
simple groups of Lie type of low Lie rank, or an alternating group,
or a symmetric group, proving a conjecture of Bauer, Catanese and
Grunewald. The proofs rely on probabilistic group theoretical results
of Liebeck and Shalev, on classical results of Macbeath and on recent
results of Marion. In addition, we give the asymptotic growth of the
number of connected components of the moduli space of surfaces of gen-
eral type corresponding to certain families of Beauville surfaces. We
extend some of these results to the case of surfaces isogenous to a higher
product.

1. Introduction

A Beauville surface S (over C) is a particular kind of surface isogenous to
a higher product of curves, i.e., S = (C1 ×C2)/G is a quotient of a product
of two smooth curves C1, C2 of genera at least two, modulo a free action of a
finite groupG, which acts faithfully on each curve. For Beauville surfaces the
quotients Ci/G are isomorphic to P1 and both projections Ci → Ci/G ∼= P1

are coverings branched over three points. A Beauville surface is in particular
a minimal surface of general type.

Beauville surfaces were introduced by F. Catanese in [Cat00], inspired by
a construction of A. Beauville (see [B]). The two authors were interested in
finding new examples of surfaces with pg = q = 0 and of general type, which
provide an interesting class of surfaces (see e.g. [BCG08]). As a matter of
fact a Beauville surface has q = 0, but pg can attain any non negative value.
Since [Cat00] had appeared, many authors have been studying Beauville
surfaces, see [BC, BCG05, BCG06, BCG08, FG, FGJ, FJ].

Nevertheless, many questions are still open in the study of such surfaces.
For example, it is interesting to know which finite groups G can occur for
some Beauville surfaces. Moreover, these surfaces are rigid, i.e., they have
no nontrivial deformations. Hence they represent points in the moduli space
of surfaces of general type. A natural question is whether we are able to
estimate the number of these points. In this article we shall give partial
answers to these questions using a group theoretical approach.

In the following subsections we shall present the notations, the known
results and our main theorems. In Section 2 we shall present the geometrical
background, and explain the link between geometry and group theory. In
Section 3 one can find the proofs of the main results using group theory.
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1.1. Groups of Beauville Surfaces. Working out the definition of Beauville
surfaces one sees that there is a pure group theoretical condition which char-
acterizes the groups of Beauville surfaces: the existence of what in [BCG05]
and [BCG06] is called a “Beauville structure”.

Definition 1.1. An unmixed Beauville structure for a finite group G is
a quadruple (x1, y1;x2, y2) of elements of G, which determines two triples
Ti := (xi, yi, zi) (i = 1, 2) of elements of G such that :

(i) xiyizi = 1,
(ii) 〈xi, yi〉 = G,
(iii) Σ(T1) ∩ Σ(T2) = {1}, where

Σ(Ti) :=
⋃
g∈G

∞⋃
j=1

{gxjig
−1, gyji g

−1, gzji g
−1}.

Moreover, τi := (ord(xi), ord(yi), ord(zi)) is called the type of Ti, and a
type which satisfies the condition:

1
ord(xi)

+
1

ord(yi)
+

1
ord(zi)

< 1

is called hyperbolic.
A detailed explanation of this link between surfaces and finite groups will

be given in Section 2.1, where we shall present a more general definition
related to surfaces isogenous to a higher product.

Therefore, the question of which finite groupsG admit an unmixed Beauville
structure was raised. The following Theorem summarizes the known results.

Theorem 1.2. The following groups admit an unmixed Beauville structure:
(1) The alternating groups An admit unmixed Beauville structures if and

only if n ≥ 6;
(2) The symmetric groups Sn admit unmixed Beauville structures if and

only if n ≥ 5;
(3) The groups SL(2, p) and PSL(2, p) for every prime p 6= 2, 3, 5;
(4) The Suzuki groups Sz(2p), where p is an odd prime;
(5) A finite abelian group G admits an unmixed Beauville structure if

and only if G = (Z/nZ)2 with (n, 6) = 1;
(6) For every prime p, there exists a p−group which admits an unmixed

Beauville structure.

Proof. Part (1) was proven in [BCG05], [BCG06] for n large enough, and it
was later generalized in [FG]. Part (2) was proven for n ≥ 7 in [BCG06], and
it was later improved in [FG]. Parts (3), (4) and (5) appeared in [BCG05]
(for part (5) see also [Cat00]). Part (6) is a consequence of (5) for p ≥ 5,
and the proof for p = 2, 3 appeared in [FGJ]. �

The question of which finite groups admit an unmixed Beauville structure
is deeply related to the question of which finite groups are quotients of cer-
tain triangle groups, which was widely investigated (see [Co90] for a survey).
Indeed, conditions (i) and (ii) of Definition 1.1 clearly imply that two cer-
tain triangle groups surject onto the finite group G. However, the question
about Beauville structures is somewhat more delicate, due to condition (iii)
of Definition 1.1.
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The following Theorem regarding alternating groups, generalizing part
(1) of Theorem 1.2, was conjectured by Bauer, Catanese and Grunewald in
[BCG05, BCG06], who were inspired by the proof of Everitt [Ev] to Higman’s
Conjecture that every hyperbolic triangle group surjects to all but finitely
many alternating groups.

Theorem 1.3. Let (r1, s1, t1), (r2, s2, t2) be two hyperbolic types. Then al-
most all alternating groups An admit an unmixed Beauville structure (x1, y1;x2, y2)
where (x1, y1, (x1y1)−1) has type (r1, s1, t1) and (x2, y2, (x2y2)−1) has type
(r2, s2, t2).

A similar Theorem also applies for symmetric groups.

Theorem 1.4. Let (r1, s1, t1), (r2, s2, t2) be two hyperbolic types, and assume
that at least two of (r1, s1, t1) are even and at least two of (r2, s2, t2) are even.
Then almost all symmetric groups Sn admit an unmixed Beauville structure
(x1, y1;x2, y2) where (x1, y1, (x1y1)−1) has type (r1, s1, t1) and (x2, y2, (x2y2)−1)
has type (r2, s2, t2).

The proofs of both Theorems are presented in Section 3.2, and are based
on results of Liebeck and Shalev [LS04], who gave an alternative proof, based
on probabilistic group theory, to Higman’s Conjecture. We also provide
similar Theorems for surfaces isogenous to a higher product not necessarily
Beauville.

The following Theorem generalizes part (3) of Theorem 1.2.

Theorem 1.5. Let p be a prime number, and assume that q = pe is at least
7. Then the group PSL(2, q) admits an unmixed Beauville structure.

This Theorem is proved in Section 3.3. The proof is based on properties
of the groups PSL(2, q) and on results of Macbeath [Ma].

Moreover, one can generalize the previous Theorem, as well as part (4)
of Theorem 1.2, and prove similar results regarding some other families of
finite simple groups of Lie type of low Lie rank, provided that their defining
field is large enough.

Theorem 1.6. The following finite simple groups of Lie type G = G(q)
admit an unmixed Beauville structure, provided that q is large enough.

(1) Suzuki groups, G = Sz(q) =2B2(q), where q = 22e+1;
(2) Ree groups, G =2G2(q), where q = 32e+1;
(3) G = G2(q), where q = pe for some prime number p > 3;
(4) G =3D4(q), where q = pe for some prime number p > 3;
(5) G = PSL(3, q), where q = pe for some prime p;
(6) G = PSU(3, q), where q = pe for some prime p.

This Theorem is proved in Section 3.4, and the proof is based on recent
probabilistic group theoretical results of Marion [Mar3.09, Mar9.09], who
investigated the possible surjection of certain triangle groups onto finite
simple groups of Lie type of low Lie rank.

Another Conjecture of Bauer, Catanese and Grunewald [BCG05, BCG06]
is that all finite simple non-abelian groups, except A5, admit an unmixed
Beauville structure. Indeed, Theorems 1.5 and 1.6 are a first step towards
a possible proof of this Conjecture for all finite simple groups of Lie type
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(assuming that their defining field is large enough). Moreover, in the same
direction of Theorems 1.3 and 1.4, and inspired by conjectures of Liebeck and
Shalev [LS05] (see also Section 3.4.2), we propose the following Conjecture.

Conjecture 1.7. Let (r1, s1, t1), (r2, s2, t2) be two hyperbolic types. If G is
a finite simple classical group of Lie type of Lie rank large enough, then it ad-
mits an unmixed Beauville structure (x1, y1;x2, y2), where (x1, y1, (x1y1)−1)
has type (r1, s1, t1) and (x2, y2, (x2y2)−1) has type (r2, s2, t2).

Considering finite abelian groups, in Section 3.5, we generalize part (5)
of Theorem 1.2 for surfaces isogenous to a higher product not necessarily
Beauville having irregularity q = 0.

1.2. Moduli Spaces. By a celebrated Theorem of Gieseker (see [G]), once
the two invariants of a minimal surface S of general type, K2

S and χ(S), are
fixed, then there exists a quasiprojective moduli space MK2

S ,χ(S) of minimal
smooth complex surfaces of general type with those invariants, and this
space consists of a finite number of connected components. The union M
over all admissible pairs of invariants (K2, χ) of these spaces is called the
moduli space of surfaces of general type.

In [Cat00], Catanese studied the moduli space of surfaces isogenous to a
higher product of curves (see Theorem 4.14). As a result, one obtains that
the moduli space of surfaces isogenous to a higher product with fixed invari-
ants: a finite groupG and types (τ1, τ2) (where the types τi := (g′i|mi,1, ...,mi,ri),
for i = 1, 2, are defined in 2.4 and in 2.5 for the special case of surfaces with
irregularity q = 0), consists of a finite number of connected components
of M. We remark here that since Beauville surfaces are rigid, a Beauville
surface yields an isolated point in the moduli space. A group theoretical
method to count the number of these components was given in [BC], and
it was used, for example, in [BC, BCG08, Po, P], to count the connected
components of the moduli space of surfaces isogenous to a higher product
with χ(S) = 1. Using this method, that will be presented in Section 2.2,
we deduce the following Theorems, in which we use the following standard
notations.

Notation 1.8. Denote:
• h(n) = O(g(n)), if h(n) ≤ cg(n) for some positive constant c, as
n→∞.

• h(n) = Ω(g(n)), if h(n) ≥ cg(n) for some positive constant c, as
n→∞.

• h(n) = Θ(g(n)), if c1g(n) ≤ h(n) ≤ c2g(n) for some positive con-
stants c1, c2, as n→∞.

Theorem 1.9. Let τ1 = (r1, s1, t1) and τ2 = (r2, s2, t2) be two hyperbolic
types and let h(An, τ1, τ2) be the number of Beauville surfaces with group An
and with types (τ1, τ2). Then

h(An, τ1, τ2) = Ω(n6).

Theorem 1.10. Let τ1 = (r1, s1, t1) and τ2 = (r2, s2, t2) be two hyperbolic
types, and assume that at least two of (r1, s1, t1) are even and at least two of
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(r2, s2, t2) are even, and let h(Sn, τ1, τ2) be the number of Beauville surfaces
with group Sn and with types (τ1, τ2). Then

h(Sn, τ1, τ2) = Ω(n6).

The proofs of both theorems are presented in Section 3.2, and are based on
results of Liebeck and Shalev [LS04]. We also provide similar Theorems for
surfaces isogenous to a higher product which are not necessarily Beauville.

Theorem 1.11. Let τ1 and τ2 be two hyperbolic types, let p be an odd prime,
and consider the group PSL(2, p). Let h(PSL(2, p), τ1, τ2) be the number of
Beauville surfaces with group PSL(2, p) and with types (τ1, τ2). Then

h(PSL(2, p), τ1, τ2) = O(p3).

The proof of this Theorem appears in Section 3.3.

Theorem 1.12. Let n ∈ N s.t. (n, 6) = 1, let Gn = (Z/nZ)2, and let
τn = (n, n, n). Let h((Z/nZ)2, τn, τn) be the number of Beauville surfaces
with group (Z/nZ)2 and with types (τn, τn). Then

h((Z/nZ)2, τn, τn) = Θ(n4).

The proof of this Theorem appears in Section 3.5, where we also provide
similar Theorem for surfaces isogenous to a higher product not necessarily
Beauville.

In Section 2.3 we use the above Theorems to study the growth of the
number of connected components as a function of χ, showing that it has a
polynomial bound.

Remark 1.13. After completing this manuscript, it was brought to our
attention that Fuertes and Jones [FJ], have independently and simultane-
ously constructed unmixed Beauville structures for the groups PSL(2, q),
the Suzuki groups G = Sz(q) =2B2(q) and the Ree groups G =2G2(q), thus
proving some of our results appearing in Theorems 1.5 and 1.6. However,
their constructions are of different type.

Acknowledgement. The authors would like to thank Ingrid Bauer,
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many useful discussions. We are grateful to Bob Guralnick, Martin Liebeck,
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first author acknowledges the support of the European Post-Doctoral Insti-
tute and the Max-Planck-Institute for Mathematics in Bonn.

2. From Geometry to Group Theory and Back

We shall denote by S a smooth irreducible complex projective surface
of general type. We shall also use the standard notation in surface theory,
hence we denote by pg := h0(S,Ω2

S) the geometric genus of S, q := h0(S,Ω1
S)

the irregularity of S, χ(S) = 1+pg−q the holomorphic Euler-Poincaré char-
acteristic, e(S) the topological Euler number, and K2

S the self-intersection
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of the canonical divisor. In this Section, C will always denote a smooth
compact complex curve and g(C) will be its genus (see e.g. [BHPV]).

2.1. Ramification Structures.

Definition 2.1. A surface S is said to be isogenous to a higher product of
curves if and only if, equivalently, either:

(i) S admits a finite unramified covering, which is isomorphic to a prod-
uct of curves of genera at least two;

(ii) S is a quotient (C1 × C2)/G, where C1 and C2 are curves of genus
at least two, and G is a finite group acting freely on C1 × C2.

By Proposition 3.11 of [Cat00] the two properties (i) and (ii) are equiva-
lent. In [Cat00] is also proven that any surface isogenous to a higher product
has a unique minimal realization as a quotient (C1 × C2)/G, where G is a
finite group acting freely and with the property that no element acts triv-
ially on one of the two factors Ci. From now on we shall work only with
minimal realization.

We have two cases: the mixed case where the action of G exchanges the
two factors (and then C1 and C2 are isomorphic), and the unmixed case
where G acts diagonally on their product.

A surface S isogenous to a higher product is in particular a minimal
surface of general type and it has

(1) K2
S = 8χ(S), or equivalently, 4χ(S) = e(S),

by Theorem 3.4 of [Cat00]. Moreover, by Serrano [S, Proposition 2.2],

(2) q(S) = g(C1/G) + g(C2/G),

see also [Cat00] paragraph 3. Since [Cat00] had appeared, several authors
studied surfaces isogenous to a higher product, and eventually they classified
all of them in case χ(S) = 1, see [BC, BCG08, CP, HP, Pi, Po, P, Z].

A special case of surfaces isogenous to a higher product is given by
Beauville surfaces, which were also defined in [Cat00].

Definition 2.2. A Beauville surface is a surface isogenous to a higher prod-
uct S = (C1 × C2)/G, which is rigid, i.e., it has no nontrivial deformation.

Remark 2.3. Every Beauville surface of mixed type has an unramified
double covering which is a Beauville surface of unmixed type.

The rigidity property of the Beauville surfaces is equivalent to the fact
that Ci/G ∼= P1 and that the projections Ci → Ci/G ∼= P1 are branched in
three points, for i = 1, 2. Moreover, by Equation (2) one has q(S) = 0.

In the following we shall consider only the unmixed case.
From the above Remark one can see that studying Beauville surfaces (as

well as surfaces isogenous to a higher product in general) is strictly linked to
the study of branched covering of complex curves. We shall recall Riemann’s
existence theorem which translates the geometric problem of constructing
branch covering into a group theoretical problem. We state it first in great
generality.
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Definition 2.4. Let g′,m1, . . . ,mr be positive integers. An orbifold surface
group of type (g′ | m1, . . . ,mr) is a group presented as follows:

Γ(g′ | m1, . . . ,mr) := 〈a1, b1, . . . , ag′ , bg′ , x1, . . . , xr|

xm1
1 = · · · = xmr

r =
g′∏
k=1

[ak, bk]x1 · . . . · xr = 1〉.

If g′ = 0 it is called a polygonal group, if g′ = 0 and r = 3 it is called a
triangle group.

We remark that an orbifold surface group is in particular a Fuchsian group
(see e.g. [Br] and [LS04]).

From the above definition, an orbifold surface group is the factor group
of the fundamental group of the complement, in a complex curve C ′ of
genus g′, of a set of r points {p1, . . . , pr}, obtained by dividing modulo the
normal subgroup generated by γm1

1 , . . . , γmr
r , where, for each i, γi is a simple

geometric loop winding once around pi counterclockwise.
By Riemann’s existence theorem, giving an action of a finite group G on

a curve C of genus g ≥ 2 is equivalent to giving:
(i) The quotient curve C ′ := C/G;
(ii) The branch points set {p1, . . . , pr} ⊂ C ′;
(iii) An isomorphism of the quotient of the fundamental group π1(C ′ −

{p1, . . . , pr}) with Γ := Γ(g′ | m1, . . . ,mr), such that the given
generators of Γ are image elements of a standard basis of π1(C ′ −
{p1, . . . , pr});

(iv) A surjective homomorphism:

(3) θ : Γ −→ G;

(v) For 1 ≤ i ≤ r, θ(xi) is an element of order mi;
(vi) The Riemann-Hurwitz formula holds:

(4) 2g − 2 = |G|

(
2g′ − 2 +

r∑
i=1

(
1− 1

mi

))
.

Now we restrict ourselves to the case where the quotient curve is isomor-
phic to P1. Conditions (iv) and (v) suggest the following definition.

Definition 2.5. Let G be a finite group and r ∈ N with r ≥ 2.
• An r−tuple T = (x1, . . . , xr) of elements of G is called a spherical
r−system of generators of G if 〈x1, . . . , xr〉 = G and x1 · . . . ·xr = 1.

• We say that T is of type τ := (m1, . . . ,mr) if the orders of (x1, . . . , xr)
are respectively (m1, . . . ,mr).

• We say that T has an unordered type τ if the orders of (x1, . . . , xr)
are (m1, . . . ,mr) up to a permutation, namely, if there is a permu-
tation π ∈ Sr such that

ord(x1) = mπ(1), . . . , ord(xr) = mπ(r).

• We shall denote:

S(G, τ) := {spherical r−systems for G of type τ}.
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• Moreover, two spherical r−systems T1 = (x1, . . . , xr1) and T2 =
(x1, . . . , xr2) are said to be disjoint, if:

(5) Σ(T1)
⋂

Σ(T2) = {1},

where

Σ(Ti) :=
⋃
g∈G

∞⋃
j=0

ri⋃
k=1

g · xji,k · g
−1.

We obtain that the datum of a surface isogenous to a higher product of
unmixed type S = (C1 × C2)/G with q = 0 is determined, once we look at
the monodromy of each covering of P1, by the datum of a finite group G
together with two respective disjoint spherical r−systems of generators T1 :=
(x1, . . . , xr1) and T2 := (x1, . . . , xr2), such that the types of the systems
satisfy (4) with g′ = 0 and respectively g = g(Ci). The condition of being
disjoint ensures that the action of G on the product of the two curves C1×C2

is free. We remark here that this can be specialized to ri = 3, and therefore
can be used to construct Beauville surfaces. This description suggests the
following definition.

Definition 2.6. An unmixed ramification structure of size (r1, r2) for a fi-
nite group G, is a pair (T1, T2) of tuples T1 := (x1, . . . xr1), T2 := (x1, . . . xr2)
of elements of G, such that (T1, T2) is a disjoint pair of spherical ri−system
of generators of G.

The definition of an unmixed Beauville structure given in the introduction
is a special case of the above definition for r1 = r2 = 3. Therefore, the
problem of finding Beauville surfaces of unmixed type is now translated into
the problem of finding finite groups G which admit an unmixed Beauville
structure.

Remark 2.7. Note that a group G and an unmixed ramification structure
(or equivalently a Beauville structure) for it determine the main invariants
of the surface S. Indeed, as a consequence of the Segre-Zeuthen formula one
has:

(6) e(S) = 4
(g(C1)− 1)(g(C2)− 1)

|G|
.

Hence, by (1) and (4) we obtain:
(7)

4χ(S) = 4(1+pg) = |G| ·

(
−2 +

r1∑
k=1

(1− 1
m1,k

))

)
·

(
−2 +

r2∑
k=1

(1− 1
m2,k

))

)
,

and so, in the Beauville case,

4χ(S) = 4(1 + pg) = |G|(1− µ1)(1− µ2),

where

(8) µi :=
1
m1,i

+
1
m2,i

+
1
m3,i

, (i = 1, 2).

Now, it is left to verify that indeed g(C1) ≥ 2 and g(C2) ≥ 2. This follows
from Equation (4) and from the following Lemma.
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Lemma 2.8. Let G be a finite, non trivial group with an unmixed ramifi-
cation structure (T1, T2) of size (r1, r2), then

(9) Z 3
|G|
(
−2 +

∑ri
k=1(1−

1
mi,k

)
)

2
+ 1 ≥ 2, for i = 1, 2.

The fact that the number in (9) is an integer follows from Riemann’s
existence theorem. We need to prove that this integer is at least 2, namely
that

∑ri
k=1(1−

1
mi,k

) > 2 for i = 1, 2. We shall give two proofs for this fact, a
geometric one and a group theoretic one, both are based on results of Bauer,
Catanese and Grunewald.

Geometrical proof. Let S = (C1×C2)/G be a surface isogenous to a product
with q(S) = 0, notice first that without loss of generality g(C1) 6= 1.

Indeed, suppose that g(C1) = 1, then S → C2/G ∼= P1 is an elliptic
fibration with fibre isomorphic to C1 or to a multiple of C1. Since C1 is an
elliptic curve, the Segre-Zeuthen Theorem holds in the following form:

e(S) = 4
(
g(C1)− 1

)(
g(C2/G)− 1

)
= 0.

Since S is isogenous to a product 4χ(S) = e(S) = 0, but we have χ(S) =
1 + pg − q = 1 + pg > 0. Hence g(C1) 6= 1.

Second, suppose that S is a P1-bundle. Then S cannot be non-rational,
because non-rational ruled surfaces have q > 0. Hence S must be rational.
If S is rational then pg = 0, and surfaces with pg = q = 0 isogenous to a
product were classified by Bauer-Catanese-Grunewald in [BCG08], and the
only rational one is S = P1 × P1, hence G is trivial and this case is also
excluded. �

Group theoretical proof. If either r1 = 3 or r2 = 3, then the result follows
from [BCG05, Proposition 3.2]. Indeed, if ri = 3 (for i = 1 or 2) then the
above inequality is equivalent to the condition that µi < 1.

If µ > 1 then the possible unordered types are

(2, 2, n)(n ∈ N), (2, 3, 3), (2, 3, 4), (2, 3, 5).

In the first case, G ∼= Dn is a dihedral group of order 2n, and thus cannot
admit an unmixed Beauville structure by [BCG05, Lemma 3.7]. Moreover,
G cannot admit an unmixed ramification structure (T1, T2), where T1 has an
unordered type (2, 2, n). Indeed, let Cn denote a maximal cyclic subgroup
of Dn, then Dn \Cn contains at most two conjugacy classes, more precisely,
it contains one if n is odd and two if n is even. If n is odd, since both T1

and T2 contain elements of Dn \ Cn, then Σ1 ∩ Σ2 6= {1}. If n is even, then
T1 necessarily contains two elements from two different conjugacy classes
of Dn \ Cn, and T2 always contains an element of Dn \ Cn, which again
contradicts Σ1 ∩ Σ2 = {1}.

In the other cases, one obtains the following isomorphisms of triangular
groups

∆(2, 3, 3) ∼= A4, ∆(2, 3, 4) ∼= S4, ∆(2, 3, 5) ∼= A5,

and it is easy to check that these groups do not admit an unmixed Beauville
structure (see also [BCG05, Proposition 3.6]). Moreover, these groups can-
not admit an unmixed ramification structure (T1, T2), where T1 has an un-
ordered type (2, 3, n) and n = 3, 4, 5. Indeed, in the groups A4 and A5, any
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two elements of the same order are either conjugate or one can be conjugated
to some power of the other, in contradiction to Σ1∩Σ2 = {1}. For the group
S4, T1 necessarily contains one 2-cycle, one 3-cycle and one 4-cycle, so the
condition Σ1 ∩ Σ2 = {1} implies that T2 can contain only elements which
have exactly two 2-cycles, and these elements cannot generate S4, yielding
a contradiction.

If µ = 1 then the possible unordered types are

(3, 3, 3), (2, 4, 4), (2, 3, 6),

and so G is a finite quotient of one of the wall-paper groups and cannot
admit an unmixed Beauville structure by [BCG05, §6]. Moreover, the ar-
guments in [BCG05, §6] show that, in fact, these groups cannot admit an
unmixed ramification structure (T1, T2), where T1 has an unordered type
either (3, 3, 3) or (2, 4, 4) or (2, 3, 6). For example, if G is a quotient of the
triangle group ∆(3, 3, 3), and we denote by A the maximal normal abelian
subgroup of G, then by [BCG05, Proposition 6.3], for any g ∈ G \ A there
exists some integer i s.t. gi belongs to one of two fixed conjugacy classes
C1 and C2. Moreover, T1 necessarily contains two elements g1, g2 ∈ G \ A
such that gi11 ∈ C1 and gi22 ∈ C2 for some i1, i2. Since T2 always contains an
element of G \A, this contradicts Σ1 ∩ Σ2 = {1}.

For r1, r2 ≥ 4 the above inequality holds, unless the type is (2, 2, 2, 2). In
the latter case, G is a finite quotient of the wall-paper group

Γ ∼= 〈t1, t2, t3, t4 : t21, t
2
2, t

2
3, t

2
4, t1t2t3t4〉 ∼= 〈t1, t2, t3 : t21, t

2
2, t

2
3, (t1t2t3)

2〉
∼= 〈t, r, s : [r, s], t2, trtr, tsts〉,

by setting t1 = rt, t2 = ts and t3 = t.
Hence, Γ ∼= Z/2Z n Z2, and so all its finite quotients are of the form G =

Z/2Zn(Z/mZ×Z/nZ) for some m,n ∈ N. We will show in Proposition 3.36
that these groups cannot admit an unmixed ramification structure of size
(4, 4). In fact, the same argument also shows that these groups cannot admit
an unmixed ramification structure (T1, T2), where T1 has an unordered type
(2, 2, 2, 2) (see Remark 3.37). �

2.2. Moduli Spaces. Let S be an unmixed Beauville surface with group
G and a pair of two disjoint spherical 3−systems of generators of types
(τ1, τ2). By (7) we have χ(S) = χ(G, (τ1, τ2)), and consequentially, by (1),
K2
S = K2(G, (τ1, τ2)) = 8χ(S). Moreover, by a theorem of Gieseker (see

[G]), once K2
S and χ(S) are fixed, there exists a quasiprojective moduli

space MK2
S ,χ(S) of minimal smooth complex surfaces of general type with

these invariants.
Let us fix a group G and a pair of unmixed ramification types (τ1, τ2), and

denote by M(G,(τ1,τ2)) the moduli space of isomorphism classes of Beauville
surfaces admitting these data, then obviously it is a subset of the moduli
space MK2(G,(τ1,τ2)),χ(G,(τ1,τ2)). Since the Beauville surfaces are rigid, by
[Cat00] the space M(G,(τ1,τ2)) consists of a finite number of isolated points.
Indeed, there is a group theoretical procedure to count these points, which
is described in [BC].

Let us note that the study of the moduli space of Beauville surfaces is
a particular case of the study of the moduli spaces of surfaces isogenous
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to a higher product. Indeed, we shall restrict here to the case of surfaces
isogenous to a higher product with q = 0, the Beauville case will follow then
clearly.

Definition 2.9. The braid group of the sphere Br := π0(Diff(P1−{p1, . . . , pr}))
operates on the epimorphism θ defined in (3):

π1(P1 − {p1, . . . , pr})/〈γm1 , . . . , γmr〉 ∼= Γ := Γ(0 | m1, . . . ,mr)
θ−→ G.

Indeed, if σ ∈ Br then the operation is given by θ ◦ σ. The orbits of this
action are called Hurwitz equivalence classes of the spherical systems of
generators.

Let (T1, T2) be a pair of disjoint spherical r−systems of generators of type
(τ1, τ2), we call the pair (T1, T2) unordered if T1 and T2 have unordered types
τ1 and τ2 respectively.

We shall denote by U(G; τ1, τ2) the set of all unordered pairs (T1, T2) of
disjoint spherical r−systems of generators of type (τ1, τ2).

Theorem 2.10. [BC, Theorem 1.3]. Let S be a surface isogenous to a higher
product of unmixed type and with q = 0. Then to S we attach its finite group
G (up to isomorphism) and the equivalence classes of an unordered pair of
disjoint spherical systems of generators (T1, T2) of G, under the equivalence
relation generated by:

(i) Hurwitz equivalence for T1;
(ii) Hurwitz equivalence for T2;
(iii) Simultaneous conjugation for T1 and T2, i.e., for φ ∈ Aut(G) we let(

T1 := (x1,1, . . . , xr1,1), T2 := (x1,2, . . . , xr2,2)
)

be equivalent to(
φ(T1) := (φ(x1,1), . . . , φ(xr1,1)), φ(T2) := (φ(x1,2), . . . , φ(xr2,2))

)
.

Then two surfaces S, S′ are deformation equivalent if and only if the cor-
responding equivalence classes of pairs of spherical generating systems of G
are the same.

Once we fix a finite group G and a pair of types (τ1, τ2) (of size (r1,r2))
of an unmixed ramification structure for G, counting the number of con-
nected components of M(G,(τ1,τ2)) is then equivalent to the group theoretical
problem of counting the number of classes of pairs of spherical systems of
generators of G of type (τ1, τ2) under the equivalence relation given by the
action of Br1 ×Br2 ×Aut(G). This leads to the following definition.

Definition 2.11. Denote by h(G; τ1, τ2) the number of Hurwitz compo-
nents, namely the number of orbits of U(G; τ1, τ2) under the action of Br1 ×
Br2 ×Aut(G), given by:

(γ1, γ2, φ) · (T1, T2) :=
(
φ(γ1(T1)), φ(γ2(T2))

)
,

where γ1 ∈ Br1, γ2 ∈ Br2, φ ∈ Aut(G) and (T1, T2) ∈ U(G; τ1, τ2).

In case of Beauville surfaces we define h as above substituting r1 and r2
with 3.
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2.3. Counting Points in the Moduli Space. In this Section we shall
make some remarks on the number of connected components of the moduli
space corresponding to Beauville surfaces.

Let S be a smooth minimal surface of general type with q(S) = 0, and
denote by M(S) the subvariety of MK2

S ,χ(S), corresponding to surfaces (ori-
entedly) homeomorphic to S. We shall denote by M0

K2
S ,χ(S)

the subspace of
the moduli space corresponding to surfaces with q = 0.

Let y := K2
S and x := χ(OS), it is known that the number of connected

components δ(y, x) of M0
y,x is bounded from above by a function in y, indeed

δ(y, x) ≤ cy77y2 , where c is a positive constant (see e.g. [Cat92]). Hence
we have that the number of components has an exponential upper bound in
K2.

There are also some results regarding the lower bound. In [Man], for
example, a sequence Xn of simply connected surfaces of general type was
constructed, such that a lower bound for the number of the connected com-
ponents of M(Xn) was given.

Theorem 2.12. [Man, Theorem A]. Denote by yn := K2
Xn

and by xn :=
χ(OXn), then there exists a sequence Xn of simply connected surfaces of
general type such that xn →∞ as n→∞, and if δ(Xn) denotes the number
of connected components of M(Xn), then

δ(Xn) ≥ y
1
5
logyn

n .

We investigate the number of connected components h(Gn; τ1, τ2) ofM(Gn,(τ1,τ2))

for certain families of finite groups {Gn}n.
If we restrict to the study of the moduli space of surfaces isogenous to a

higher product with q = 0, we can only expect a polynomial growth in χ
(and so in K2) of the number of connected components.

Proposition 2.13. Fix r1 and r2 in N. Let {Gn}∞n=1 be a family of finite
groups, which admit an unmixed ramification structure of size (r1, r2). Let
τn,1 = (mn,1,1, . . . ,mn,1,r1) and τn,2 = (mn,2,1, . . . ,mn,2,r2) be sequences of
types (τn,1, τn,2) of unmixed ramification structures for Gn, and {Xn}∞n=1 be
the family of surfaces isogenous to higher product with q = 0 admitting the
given data, then as |Gn|

n→∞−→ ∞ :
(i) χ(Xn) = Θ(|Gn|).
(ii) h(Gn; τn,1, τn,2) = O(χ(Xn)r1+r2−2).

Proof. (i) Note that, for i = 1, 2,

1
42

≤ −2 +
ri∑
j=1

(
1− 1

mn,i,j

)
≤ ri − 2.

Indeed, for ri = 3, the minimal value for (1−µi) is 1/42. For ri = 4,
the minimal value for

(
−2 +

∑ri
j=1

(
1 − 1

mn,i,j

))
is 1/6, and when

ri ≥ 5, this value is at least 1/2.
Now, by Equation (7),

4χ(Xn) = |Gn| ·

−2 +
r1∑
j=1

(
1− 1

mn,1,j

) ·

−2 +
r2∑
j=1

(
1− 1

mn,2,j

) ,
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hence
|Gn|

4 · 422
≤ χ(Xn) ≤

(r1 − 2)(r2 − 2)|Gn|
4

.

(ii) For i = 1, 2, any spherical ri−system of generators Tn,i contains at
most ri− 1 independent elements of Gn. Thus, the size of the set of
all unordered pairs of type (τn,1, τn,2) is bounded from above, by

|U(Gn; τn,1, τn,2)| ≤ |Gn|r1+r2−2,

and so, the number of connected components is bounded from above
by

h(Gn; τn,1, τn,2) ≤ |Gn|r1+r2−2.

Now, the result follows from (i).
�

By taking r1 = r3 = 3 we get the following Corollary.

Corollary 2.14. Let {Gn}∞n=1 be a family of finite groups, which admit an
unmixed Beauville structure. Let τn,1 = (mn,1,1,mn,1,2,mn,1,3) and τn,2 =
(mn,2,1,mn,2,2,mn,2,3) be sequences of types (τn,1, τn,2) of unmixed Beauville
structures for Gn, and let {Xn}∞n=1 be the family of Beauville surfaces ad-
mitting the given data, then as |Gn|

n→∞−→ ∞ :
(i) χ(Xn) = Θ(|Gn|).
(ii) h(Gn; τn,1, τn,2) = O(χ(Xn)4).

With the calculation done in this paper we can give a more accurate
description of the asymptotic growth of h in case of Beauville surfaces and
surfaces isogenous to a higher product with q = 0, for certain families of
finite groups.

Let us consider Beauville surfaces Xp with group PSL(2, p), where p is
prime, as in Theorem 1.5, then by Proposition 2.13, as p→∞:

χ(Xp) = Θ(p3),

while, by Theorem 1.11, if τ1 and τ2 are two hyperbolic types, we have

h(PSL(2, p), τ1, τ2) = O(p3).

We deduce the following Proposition, which improves the naive bound given
in Corollary 2.14, for the case of PSL(2, p).

Proposition 2.15. Let {Xp} be the family of Beauville surfaces with group
PSL(2, p), where p is prime. Then

h(PSL(2, p), τ1, τ2) = O(χ(Xp)).

Consider now the family of Beauville surfacesXp, where p is prime, admit-
ting type τp = (p, p, p) and group Gp := (Z/pZ)2, then by Proposition 2.13
we have as p→∞:

χ(Xp) = Θ(p2),
while by Theorem 1.12,

h(Gp; τp, τp) = Θ(p4).

We deduce the following Proposition.
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Proposition 2.16. Let {Xp} be the family of Beauville surfaces admitting
type τp = (p, p, p) and group Gp := (Z/pZ)2, where p is prime. Then

h(Gp; τp, τp) = Θ(χ2(Xp)).

A similar result applies for surfaces isogenous to a higher product not
necessarily Beauville with q = 0.

Consider the family of surfaces Xp, where p is prime, admitting type
τp = (p, . . . , p) (p appears (r + 1)−times) and group Gp := (Z/pZ)r, then
by Proposition 2.13 we have as p→∞:

χ(Xp) = Θ(pr),

while by Proposition 3.35,

h(Gp; τp, τp) = Θ(pr
2
).

We deduce the following Proposition.

Proposition 2.17. Let {Xp} be the family of surfaces admitting type τp =
(p, . . . , p) (p appears (r + 1)−times) and group Gp := (Z/pZ)r, where p is
prime. Then

h(Gp; τp, τp) = Θ(χr(Xp)).

Therefore, there exist families of surfaces, such that the degree of the
polynomial h(Gp; τp, τp), in χ, can be arbitrarily large.

3. Finite Groups, Ramification Structures and Hurwitz
Components

3.1. Braid Group Actions. Recall that the braid group Br on r strands
can be presented as

Br = 〈σ1, . . . , σr−1|σiσi+1σi = σi+1σiσi+1, σiσj = σjσi if |i− j| ≥ 2〉.
The action of Br on the set of spherical r−systems of generators for G of

unordered type τ = (m1, . . . ,mr), which was defined in 2.9, is given by

σi : (x1, . . . , xi, . . . , xr) → (x1, . . . , xi−1, xixi+1x
−1
i , xi, xi+2 . . . , xr),

for i = 1, . . . , r − 1.
There is also a natural action of Aut(G) given by

φ(x1, . . . , xr) = (φ(x1), . . . , φ(xr)), φ ∈ Aut(G).

Since the two actions of Br and Aut(G) commute, one gets a double
action of Br × Aut(G) on the set of spherical r−systems of generators for
G of an unordered type τ = (m1, . . . ,mr).

Let x ∈ G and denote by C = xAut(G) the Aut(G)−equivalence class of x.
Since all the elements in C have the same order, we may define ord(C) :=
ord(x).

Let C = (C1, . . . , Cr) be a set of Aut(G)-equivalence classes. We say that
C has type τ = (m1, . . . ,mr) if ord(Ci) = mi (for i = 1, . . . , r), and for every
1 ≤ i ≤ r there exists xi ∈ Ci such that x1 · . . . ·xr = 1 and 〈x1, . . . , xr〉 = G.
C has an unordered type τ if the orders of C1, . . . , Cr are m1, . . . ,mr up to
a permutation.

Observe that the action of Br preserves the conjugacy classes, and hence
the Aut(G)−equivalence classes, of the elements in a spherical r−system of
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generators of G. Thus, in fact, Br acts on C = (C1, . . . , Cr), where C has
an unordered type τ . The following Lemma easily follows.

Lemma 3.1. Let τ1 and τ2 be two types, then

h(G; τ1, τ2) ≥ #{Ci,Dj : Ci = (Ci,1, . . . , Ci,r1) and Dj = (Dj,1, . . . , Dj,r2),
where Ci and Dj are of unordered types τ1 and τ2 respectively, and

{Ci,k}i,k and {Dj,l}j,l all belong to different Aut(G)− classes}.

In the special case of B3, the braid group on 3 strands, one can deduce
a more accurate bound. Let T = (x, y, (xy)−1) be a spherical 3−system
of generators for G, and let C(T ) be the Aut(G)−equivalence class of T ,
namely

C(T ) := {(φ(x), φ(y), φ(xy)−1) : φ ∈ Aut(G)}.
Define the unordered Aut(G)−equivalence class of T by:

Cun(T ) := C(x, y, (xy)−1) ∪ C(y, x, (yx)−1) ∪ C(x, (yx)−1, y)

∪ C(y, (xy)−1, x) ∪ C((xy)−1, x, y) ∪ C((yx)−1, y, x).

Lemma 3.2. Let T = (x, y, (xy)−1) be a spherical 3−system of generators
for G, then the action of B3 preserves Cun(T ).

Proof. Let (x, y, (xy)−1) be a spherical 3−system for G, then the action of
B3 = 〈σ1, σ2〉 is given by:

σ1 : (x, y, y−1x−1) → (xyx−1, x, y−1x−1) = x(y, x, x−1y−1)x−1 ∈ C(y, x, (yx)−1),

and

σ2 : (x, y, y−1x−1) → (x, yy−1x−1y−1, y) = (x, x−1y−1, y) ∈ C(x, (yx)−1, y).

�

Denote by d = d(G; τ) the number of orbits in the set of spherical
3−systems of generators for G of unordered type τ , under the action of
B3 ×Aut(G). This number can be effectively computed using the following
Corollary, which follows immediately from Lemma 3.2.

Corollary 3.3.

d(G; τ) = #{Cun(T ) : T ∈ S(G, τ)}.

Now, one can use d(G; τ) in order to bound the number of Hurwitz com-
ponents.

Corollary 3.4. Let τ1 and τ2 be two types, then

max{d(G; τ1), d(G; τ2)} ≤ h(G; τ1, τ2) ≤ d(G; τ1) · d(G; τ2) · |Aut(G)|.

Proof. The left inequality is obvious. For the right inequality, let Oi (for
i = 1, 2) be an orbit in the set of spherical 3−systems of generators for G of
unordered type τi under the action of B3×Aut(G), and note that there are
d(G; τi) such orbits. Then, by the following Lemma 3.5, the product of O1

and O2 decomposes into at most |Aut(G)| orbits, under the diagonal action
of Aut(G). �



16 SHELLY GARION, MATTEO PENEGINI

The following is a well-known group theoretic Lemma. For the conve-
nience of the reader we present here a short proof.

Lemma 3.5. Let G be a finite group, and let H and K be two subgroups of
G. Consider the diagonal action of G on the set G/H ×G/K. Then

G/H ×G/K =
⋃

HgK∈H\G/K

G/(H ∩ gKg−1),

hence, G/H ×G/K decomposes into at most |G| orbits.

Proof. Let x ∈ G/H × G/K =: D, then x = (g1H, g2K). The stabilizer of
x is given by those g ∈ G such that gg1H = g1H and gg2K = g2K, hence
Stab(x) = g1Hg

−1
1 ∩ g2Hg−1

2 .
The orbit of x is given by G/Stab(x), choosing (H, g3K) as a represen-

tative for x in the orbit, we have that Gx = G/(H ∩ g3Kg−1
3 ) as a G−set.

Hence, if D = ∪i∈IDi is a decomposition of D into G−orbits, then for each
Di there is a gi ∈ G such that Di

∼= G/(H ∩giKg−1
i ) as a G−set. The index

set I is determined by the sets of double cosets H \G/K. Indeed the map
φ : H \ G/K → {Orbits in D} given by HgK 7→ G(H, gK) is well defined
and bijective. �

3.2. Ramification Structures and Hurwitz Components for An and
Sn. In this Section we prove Theorems 1.3, 1.4, 1.9 and 1.10 regarding al-
ternating and symmetric groups. The proofs are based on results of Liebeck
and Shalev [LS04].

3.2.1. Theoretical Background – Higman’s Conjecture and a Theorem of
Liebeck and Shalev on Fuchsian groups. Conder [Co80] (following Higman)
proved that sufficiently large alternating groups are in fact Hurwitz groups,
namely they are quotients of the Hurwitz triangle group ∆(2, 3, 7), using the
method of coset diagrams. In fact, Higman had already conjectured in the
late 1960s that every hyperbolic triangle group, and more generally – every
Fuchsian group, surjects to all but finitely many alternating groups.

This conjecture was proved by Everitt [Ev] using the method of coset
diagrams, and later Liebeck and Shalev [LS04] gave an alternative proof
based on probabilistic group theory. In fact, they proved a more explicit
and general result, which is presented below.

Note that the results of Liebeck and Shalev are applicable to any Fuchsian
group Γ, however, we shall use them only for the case of orbifold surface
groups Γ = Γ(g′ | m1, . . . ,mr) (see Definition 2.4) that satisfy the inequality

(10) 2g′ − 2 +
r∑
i=1

(
1− 1

mi

)
> 0.

Definition 3.6. Let Ci = gSn
i (1 ≤ i ≤ r) be conjugacy classes in Sn, and let

mi be the order of gi. Define sgn(Ci) = sgn(gi), and write C = (C1, . . . , Cr).
Define

HomC(Γ, Sn) = {φ ∈ Hom(Γ, Sn) : φ(xi) ∈ Ci for 1 ≤ i ≤ r}.

Definition 3.7. Conjugacy classes in Sn of cycle-shape (mk), where n =
mk, namely, containing k cycles of length m each, are called homogeneous.
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A conjugacy class having cycle-shape (mk, 1f ), namely, containing k cycles
of length m each and f fixed points, with f bounded, is called almost homo-
geneous.
Theorem 3.8. [LS04, Theorem 1.9]. Let Γ be a Fuchsian group, and let
Ci (1 ≤ i ≤ r) be conjugacy classes in Sn with cycle-shapes (mki

i , 1
fi), where

fi < f for some constant f and
∏r
i=1 sgn(Ci) = 1. Set C = (C1, . . . , Cr).

Then the probability that a random homomorphism in HomC(Γ, Sn) has im-
age containing An tends to 1 as n→∞.

Applying this when Γ is the triangle group ∆(m1,m2,m3) demonstrates
that three elements, with product 1, from almost homogeneous classes C1,
C2, C3 of orders m1, m2, m3, randomly generate An or Sn, provided 1/m1 +
1/m2 + 1/m3 < 1. In particular, when (m1,m2,m3) = (2, 3, 7), this gives
random (2, 3, 7) generation of An.

Using Theorem 3.8, Liebeck and Shalev deduced the following Corollary
regarding Sn.

Corollary 3.9. [LS04, Theorem 1.10]. Let Γ = Γ(−|m1, . . . ,mr) be a polyg-
onal group which satisfies the above inequality (10), and assume that at least
two of m1, . . . ,mr are even. Then Γ surjects to all but finitely many sym-
metric groups Sn.

3.2.2. Ramification Structures of An and Sn.

Proof of Theorem 1.3. Assume that (r1, s1, t1) and (r2, s2, t2) are two hyper-
bolic types and that n is large enough. By the following Algorithm 3.10, we
choose six almost homogeneous conjugacy classes in Sn, Cr1 , Cs1 , Ct1 , Cr2 ,
Cs2 , Ct2 , of orders r1, s1, t1, r2, s2, t2 respectively, such that they contain
only even permutations, and they all have different numbers of fixed points.

By Theorem 3.8, the probability that three random elements (x1, y1, z1)
(equivalently (x2, y2, z2)) whose product is 1, taken from the almost homo-
geneous conjugacy classes (Cr1 , Cs1 , Ct1) (equivalently (Cr2 , Cs2 , Ct2)) will
generate An, tends to 1 as n→∞.

This implies that if n is large enough, one can find six elements x1, y1, z1,
x2, y2, z2 in An of orders r1, s1, t1, r2, s2, t2 respectively satisfying the follow-
ing properties.

• x1 ∈ Cr1 , y1 ∈ Cs1 , z1 ∈ Ct1 , x2 ∈ Cr2 , y2 ∈ Cs2 , z2 ∈ Ct2 .
• x1y1z1 = x2y2z2 = 1 and 〈x1, y1〉 = 〈x2, y2〉 = An.
• For any choice of integers lx1 , ly1 , lz1 ,lx2 , ly2 , lz2 , if the six elements
x
lx1
1 , yly1

1 , zlz11 , xlx2
2 , yly2

2 , zlz22 are not trivial, then they all belong to
different conjugacy classes in Sn, and hence Σ(x1, y1, z1)

⋂
Σ(x2, y2, z2) =

{1An}.
Therefore, if n is large enough, the quadruple (x1, y1;x2, y2) is an un-

mixed Beauville structure for An, where (x1, y1, z1) has type (r1, s1, t1) and
(x2, y2, z2) has type (r2, s2, t2). �

Algorithm 3.10. Choosing six almost homogeneous conjugacy classes Cr1,
Cs1, Ct1, Cr2, Cs2, Ct2 in Sn, of orders r1, s1, t1, r2, s2, t2 respectively, such
that they contain only even permutations, and they all have different numbers
of fixed points.

Step 1: Sorting r1, s1, t1, r2, s2, t2.
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Let m6 ≤ · · · ≤ m1 be the sorted sequence whose elements are exactly
r1, s1, t1, r2, s2, t2. Since n can be as large as we want, we may assume that
n > 100m1.

Step 2: Choosing even integers k′i (1 ≤ i ≤ 6).
For 1 ≤ i ≤ 6, let

k′i =

{
bn/mic if it is even,
bn/mic − 1 otherwise.

Observe that for 1 ≤ i ≤ 6,

k′imi ≤ n ≤ (k′i + 2)mi.

Step 3: Choosing even integers ki (1 ≤ i ≤ 6) s.t. for every 1 ≤ i 6= j ≤ 6,
kimi 6= kjmj .

It may happen that for some i 6= j, k′imi = k′jmj . Therefore, for every i
we will choose from the set {k′i−2l : 0 ≤ l ≤ 5} a proper integer ki = k′i−2l
(for some l), s.t. for every 1 ≤ i 6= j ≤ 6, kimi 6= kjmj . Note that by our
assumption, the integers ki (1 ≤ i ≤ 6) are positive.

Step 4: Defining the conjugacy classes Ci (1 ≤ i ≤ 6).
Assume that n is large enough and let Ci (1 ≤ i ≤ 6) be conjugacy classes

in Sn with cycle shapes

(mki
i , 1

fi), where fi = n− kimi.

Observe that the conjugacy classes Ci (1 ≤ i ≤ 6) satisfy the following
properties:

(i) For every 1 ≤ i ≤ 6, sgn(Ci) = 1, since Ci contains an even number
of cycles (as the ki-s are even).

(ii) For every 1 ≤ i ≤ 6, fi = n − kimi ≤ (k′i + 2)mi − (k′i − 10)mi =
12mi ≤ 12m1, and hence it is bounded independently of n.

(iii) For every 1 ≤ i 6= j ≤ 6, fi 6= fj , since kimi 6= kjmj .
(iv) Let ci ∈ Ci be some element, then any non-trivial power clii has

exactly fi fixed points.
(v) By (iii) and (iv), for any 1 ≤ i 6= j ≤ 6 and any two integers li, lj ,

if the powers clii and cljj are not trivial, then they belong to different
conjugacy classes in Sn.

Step 5: Defining the conjugacy classes Cr1 , Cs1 , Ct1 , Cr2 , Cs2 , Ct2 .
Let kr1 , ks1 , kt1 , kr2 , ks2 , kt2 (respectively fr1 , fs1 , ft1 , fr2 , fs2 , ft2) be the

elements of the set {k1, . . . , k6} (respectively {f1, . . . , f6}), ordered by the
same correspondence between {r1, s1, t1, r2, s2, t2} and {m1, . . . ,m6}.

Now, Cr1 , Cs1 , Ct1 , Cr2 , Cs2 , Ct2 are the six conjugacy classes in Sn with
cycle-shapes (rkr1

1 , 1fr1 ), (sks1
1 , 1fs1 ), (tkt1

1 , 1ft1 ), (rkr2
2 , 1fr2 ), (sks2

2 , 1fs2 ), (tkt2
2 , 1ft2 )

respectively.

In a similar way, we prove Theorem 1.4 regarding the symmetric groups.

Proof of Theorem 1.4. Assume that (r1, s1, t1) and (r2, s2, t2) are two hy-
perbolic types, such that at least two of (r1, s1, t1) are even and at least two
of (r2, s2, t2) are even, and that n is large enough. By slightly modifying
Algorithm 3.10, we may choose six almost homogeneous conjugacy classes
Cr1 , Cs1 , Ct1 , Cr2 , Cs2 , Ct2 in Sn, of orders r1, s1, t1, r2, s2, t2 respectively,
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such that two classes of Cr1 , Cs1 , Ct1 and two classes of Cr2 , Cs2 , Ct2 contain
only odd permutations, and all these classes have different numbers of fixed
points.

By Theorem 3.8 and Corollary 3.9, the probability that three random
elements (x1, y1, z1) (equivalently (x2, y2, z2)) whose product is 1, taken
from the almost homogeneous conjugacy classes (Cr1 , Cs1 , Ct1) (equivalently
(Cr2 , Cs2 , Ct2)) will generate Sn, tends to 1 as n→∞.

Therefore, if n is large enough, there exists a quadruple (x1, y1;x2, y2)
which is an unmixed Beauville structure for Sn, where (x1, y1, z1) has type
(r1, s1, t1) and (x2, y2, z2) has type (r2, s2, t2). �

Moreover, since Theorem 3.8 and Corollary 3.9 apply to any polygonal
group, one can modify Algorithm 3.10 and deduce the following Corollaries.

Corollary 3.11. Let τ1 = (m1,1, . . . ,m1,r1) and τ2 = (m1,1, . . . ,m1,r2) be
two sets of natural numbers such that mk,i ≥ 2 and

∑rk
i=1(1 − 1/mk,i) > 2

for k = 1, 2. Then, almost all alternating groups An admit an unmixed
ramification structure of type (τ1, τ2).

Corollary 3.12. Let τ1 = (m1,1, . . . ,m1,r1) and τ2 = (m1,1, . . . ,m1,r2) be
two sets of natural numbers such that mk,i ≥ 2, at least two of (mk,1, . . . ,mk,rk)
are even and

∑rk
i=1(1−1/mk,i) > 2, for k = 1, 2. Then, almost all symmetric

groups Sn admit an unmixed ramification structure of type (τ1, τ2).

3.2.3. Hurwitz Components of An and Sn.

Proof of 1.9. Let τ1 = (r1, s1, t1) and τ2 = (r2, s2, t2) be two hyperbolic
types, let k ∈ N be an arbitrary integer, and assume that n is large enough.
By slightly modifying Algorithm 3.10, we may actually choose 6k almost
homogeneous conjugacy classes in Sn,

{Cr1,i, Cs1,i, Ct1,i, Cr2,i, Cs2,i, Ct2,i}ki=1,

which contain even permutations, such that every six classes have orders
r1, s1, t1, r2, s2, t2 respectively, and all the 6k conjugacy classes have different
numbers of fixed points.

Hence, if n is large enough, there are 6k different Sn-conjugacy classes in
An, and moreover, for each 1 ≤ i1, i2, i3, j1, j2, j3 ≤ k, (Cr1,i1 , Cs1,i2 , Ct1,i3)
has type τ1 and (Cr2,j1 , Cs2,j2 , Ct2,j3) has type τ2, by Theorem 1.3.

From Lemma 3.1, since Sn = Aut(An) (for n > 6), we deduce that if n
is large enough, then h(An; τ1, τ2) ≥ k6. Now, k can be arbitrarily large,
therefore,

h(An; τ1, τ2)
n→∞−→ ∞.

Moreover, as the number of different almost homogeneous conjugacy classes
in Sn of some certain order grows linearly in n, the proof actually shows that
h = Ω(n6). �

Similarly, we can show that if τ1 = (r1, s1, t1) and τ2 = (r2, s2, t2) are two
hyperbolic types, such that at least two of (r1, s1, t1) are even and at least
two of (r2, s2, t2) are even, then

h(Sn; τ1, τ2)
n→∞−→ ∞,

and moreover, h = Ω(n6), thus proving Theorem 1.10.
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In addition, using similar techniques, we can deduce the following Corol-
laries.

Corollary 3.13. Let τ1 = (m1,1, . . . ,m1,r1) and τ2 = (m1,1, . . . ,m1,r2) be
two sets of natural numbers such that mk,i ≥ 2 and

∑rk
i=1(1−1/mk,i) > 2 for

k = 1, 2. Then, h(An; τ1, τ2) grows at least polynomially (of degree r1 + r2)
in n.

Corollary 3.14. Let τ1 = (m1,1, . . . ,m1,r1) and τ2 = (m1,1, . . . ,m1,r2) be
two sets of natural numbers such that mk,i ≥ 2, at least two of (mk,1, . . . ,mk,rk)
are even and

∑rk
i=1(1− 1/mk,i) > 2, for k = 1, 2. Then, h(Sn; τ1, τ2) grows

at least polynomially (of degree r1 + r2) in n.

3.3. Beauville Structures and Hurwitz Components for PSL(2, pe).
In this section we prove Theorems 1.5 and 1.11. The proofs are based on
well-known properties of PSL(2, pe) (see for example [Di, Go, Su]) and on
results of Macbeath [Ma].

3.3.1. Theoretical Background I – Properties of PSL(2, pe). Let q = pe,
where p is a prime number and e ≥ 1. Recall that GL(2, q) is the group
of invertible 2 × 2 matrices over the finite field with q elements, which we
denote by Fq, and SL(2, q) is the subgroup of GL(2, q) comprising the ma-
trices with determinant 1. Then PGL(2, q) and PSL(2, q) are the quotients
of GL(2, q) and SL(2, q) by their respective centers.

When q is even, then one can identify PSL(2, q) with SL(2, q) and also
with PGL(2, q), and so its order is q(q − 1)(q + 1). When q is odd, the
orders of PGL(2, q) and PSL(2, q) are q(q − 1)(q + 1) and 1

2q(q − 1)(q + 1)
respectively, and therefore we can identify PSL(2, q) with a normal subgroup
of index 2 in PGL(2, q). Also recall that PSL(2, q) is simple for q 6= 2, 3.

One can classify the elements of PSL(2, q) according to the possible Jordan
forms of their pre-images in SL(2, q). The following table lists the three types
of elements, according to whether the characteristic polynomial P (λ) :=
λ2 − αλ+ 1 of the matrix A ∈ SL(2, q) (where α is the trace of A) has 0, 1
or 2 distinct roots in Fq.

element roots canonical form in order conjugacy classes
type of P (λ) SL(2,Fq)

two conjugacy classes

unipotent 1 root
(
±1 1
0 ±1

)
p in PSL(2, q), which

α = ±2 unite in PGL(2, q)

split 2 roots
(
a 0
0 a−1

)
divides 1

d(q − 1) for each α:

where a ∈ F∗q d = 1 for q even one conjugacy class
and a+ a−1 = α d = 2 for q odd in PSL(2, q)

non-split no roots
(
a 0
0 aq

)
divides 1

d(q + 1) for each α:

where a ∈ F∗q2 \ F∗q d = 1 for q even one conjugacy class
aq+1 = 1 d = 2 for q odd in PSL(2, q)

and a+ aq = α
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The subgroups of PSL(2, q) are well-known (see [Di, Su]), and fall into
the following three classes.

Class I: The small triangle subgroups.
These are the finite triangle groups ∆ = ∆(l,m, n), which can occur if

and only if 1/l + 1/m+ 1/n > 1.
This inequality holds only for the following triples:

• (2, 2, n) : ∆ is a dihedral subgroup of order 2n.
• (2, 3, 3) : ∆ ∼= A4.
• (2, 3, 4) : ∆ ∼= S4.
• (2, 3, 5) : ∆ ∼= A5.

Moreover, if at least two of l,m and n are equal to 2 or if 2 ≤ l,m, n ≤ 5,
then a subgroup of PSL(2, q) which is generated by three elements t, u and
v = (tu)−1, of orders l,m and n respectively, may be a small triangle group
(for a detailed list of such triples see [Ma, §8]).

Class II: Structural subgroups.
Let B be a subgroup of PSL(2, q) defined by the images of the matrices{(

a b
0 a−1

)
: a ∈ F∗q , b ∈ Fq

}
,

and let C be a subgroup of PSL(2,Fq) defined by the images of the matrices{(
t 0
0 tq

)
: t ∈ Fq2 \ Fq, tq+1 = 1

}
.

Any subgroup of PSL(2, q) which can be conjugated (in PSL(2,Fq)) to a
subgroup of either B or C is called a structural subgroup of PSL(2, q).

Class III: Subfield subgroups.
If Fpr is a subfield of Fq, then PSL(2, pr) is a subgroup of PSL(2, q).

If the quadratic extension Fp2r is also a subfield of Fq, then PGL(2, pr) is
a subgroup of PSL(2, q). These groups, as well as any other subgroup of
PSL(2, q) which is isomorphic to any one of them, will be referred to as
subfield subgroups of PSL(2, q).

We note that all subgroups isomorphic to PSL(2, pr) (or to PGL(2, pr))
are conjugate in PGL(2, q) and belong to at most two PSL(2, q)−conjugacy
classes.

3.3.2. Theoretical Background II – Generation Theorems of Macbeath. Let
(α, β, γ) ∈ F3

q , and denote

E(α, β, γ) := {A,B,C ∈ SL(2, q) : ABC = I, trA = α, trB = β, trC = γ}.
Since all elements in PSL(2, q) whose pre-images in SL(2, q) have the

same trace are conjugate in PGL(2, q), all of them have the same order in
PSL(2, q). Therefore, we may denote by Ord(α) the order in PSL(2, q) of
the image of a matrix A ∈ SL(2, q) whose trace equals α, and denote, for an
integer l,

Tl = {α ∈ Fq : Ord(α) = l}.
Note that if q is odd then α ∈ Tl if and only if −α ∈ Tl.
Now, one can easily compute the size of Tl for any integer l.

Lemma 3.15. Let q = 2e, then in PSL(2, q) = SL(2, q),
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(i) T2 = {0} and so |T2| = 1.
(ii) If r ≥ 3 and r | (q±1) then |Tr| = φ(r)

2 , where φ is the Euler function.
(iii) For other values of r, |Tr| = 0.

Lemma 3.16. Let p be an odd prime and let q = pe. Then in PSL(2, q),
(i) Tp = {±2} and so |Tp| = 2.
(ii) T2 = {0} and so |T2| = 1.
(iii) If r ≥ 3 and r | q±1

2 then |Tr| = φ(r), where φ is the Euler function.
(iv) For other values of r, |Tr| = 0.

Remark 3.17. For example, |T3| = 1 if q is even and 2 if q is odd. Moreover,
T3 = {1} if q = 2e, T3 = {±1} if p ≥ 5, and T3 = {±1} = {±2} for p = 3.

These two Lemmas are immediate, but for the convenience of the reader
we shall present a proof of part (iii) of Lemma 3.16.

Proof of Lemma 3.16 (iii). Let λ be a primitive root of unity of order 2r
in Fq (resp. in Fq2), then there are 2φ(r) diagonal split (resp. non-split)
matrices whose images in PSL(2, q) have exact order r, parameterized by
{±λi : 1 ≤ i ≤ 2r, (i, 2r) = 1}, if r is odd, or by {±λi : 1 ≤ i ≤ r, (i, 2r) = 1},
if r is even.

Hence, there are exactly φ(r) different traces of split (resp. non-split)
elements of order r, given as {±α1, . . . ,±αψ}, where ψ = φ(r)

2 . �

The importance of considering the sets of traces Tl and the set E(α, β, γ)
is due to the following Theorems of Macbeath [Ma].

Theorem 3.18. [Ma, Theorem 1]. E(α, β, γ) is not empty for any (α, β, γ) ∈
F3
q.

Definition 3.19. Let (α, β, γ) ∈ F3
q. We say that (α, β, γ) is singular if

α2 + β2 + γ2 − αβγ = 4.

Let l = Ord(α), m = Ord(β) and n = Ord(γ). We say that (α, β, γ) is
small if at least two of l,m, n are equal to 2 or if 2 ≤ l,m, n ≤ 5.

Theorem 3.20. [Ma, Theorem 2]. (α, β, γ) ∈ F3
q is singular if and only if

for (A,B,C) ∈ E(α, β, γ), the group generated by the images of A and B is
a structural subgroup of PSL(2, q).

Theorem 3.21. [Ma, Theorem 4]. If (α, β, γ) ∈ F3
q is neither singular nor

small, then for any (A,B,C) ∈ E(α, β, γ), the group generated by the images
of A and B is a subfield subgroup of PSL(2, q).

Theorem 3.22. [Ma, Theorem 3]. If q is odd and (α, β, γ) ∈ F3
q is non-

singular, then the image of E(α, β, γ) contains two PSL(2, q)−conjugacy
classes, and one PGL(2, q)−conjugacy class.

If q is even and (α, β, γ) ∈ F3
q is non-singular, then E(α, β, γ) contains

one PSL(2, q)−conjugacy class.

Recall that (A1, B1, C1) and (A2, B2, C2) are PSL(2, q)−conjugate if there
exists some G ∈ PSL(2, q) such that

GA1G
−1 = A2 and GB1G

−1 = B2.
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Note that this will immediately imply that GC1G
−1 = GB−1

1 A−1
1 G−1 =

B−1
2 A−1

2 = C2.
Macbeath [Ma] used these generation theorems of PSL(2, q) to prove that

PSL(2, q) can be generated by two elements one of which is an involution.
Moreover, he classified all the values of q for which PSL(2, q) is a Hurwitz
group, namely a quotient of the Hurwitz triangle group ∆(2, 3, 7).

3.3.3. Beauville Structures of PSL(2, pe).

Proof of 1.5. It is known by [BCG05, Proposition 3.6] (and can be easily
verified by computer calculations) that PSL(2, 2) ∼= S3, PSL(2, 3) ∼= A4 and
PSL(2, 4) ∼= PSL(2, 5) ∼= A5 do not admit an unmixed Beauville structure.

Case q = pe odd.
Let q ≥ 13 be an odd prime power, then we will construct an unmixed

Beauville structure for PSL(2, q), (A1, B1;A2, B2), of type (τ1, τ2), where

τ1 =
(
q − 1

2
,
q − 1

2
,
q − 1

2

)
and τ2 =

(
q + 1

2
,
q + 1

2
,
q + 1

2

)
.

Let r = q−1
2 (respectively r = q+1

2 ), and note that r > 5. Let α be a trace
of some diagonal split (respectively non-split) element A ∈ SL(2, q) whose
image in PSL(2, q) has exact order r, and note that α 6= 0,±1,±2, since A
is neither of orders 2 or 3 nor unipotent (see Lemma 3.16 and Remark 3.17).

Observe that (α, α, α) is a non-singular triple. Indeed, the equality 3α2−
α3 = 4 is equivalent to (α− 2)2(α+ 1) = 0, but the latter is not possible.

By Theorem 3.18, E(α, α, α) 6= ∅, and since (α, α, α) is not singular nor
small, for (A,B,C) ∈ E(α, α, α), one has A 6= ±B, and moreover, the image
of the subgroup 〈A,B〉 is a subfield subgroup of PSL(2, q), by Theorem 3.21.
However, since the order of A is exactly q−1

2 (respectively q+1
2 ) then the

image of the subgroup 〈A,B〉 is exactly PSL(2, q).
Observe that q−1

2 and q+1
2 are relatively prime. Hence, if A1, A2 ∈

PSL(2, q) have orders q−1
2 and q+1

2 respectively, then every two non-trivial
powers Ai1 and Aj2 have different orders, thus

{g1Ai1g−1
1 }g1,i ∩ {g2A

j
2g
−1
2 }g2,j = {1},

implying that Σ(A1, B1, C1) ∩ Σ(A2, B2, C2) = {1}, as needed.
For smaller values of q, a computer calculation (using MAGMA) shows

that PSL(2, 7) admits an unmixed Beauville structure of type ((4, 4, 4), (7, 7, 7)),
PSL(2, 9) ∼= A6 admits an unmixed Beauville structure of type ((4, 4, 4), (5, 5, 5)),
and PSL(2, 11) admits an unmixed Beauville structure of type ((5, 5, 5), (6, 6, 6)).

Case q = 2e even.
Let q ≥ 8 be an even prime power, then we will construct an unmixed

Beauville structure for PSL(2, q), (A1, B1;A2, B2), of type (τ1, τ2), where

τ1 = (q − 1, q − 1, q − 1) and τ2 = (q + 1, q + 1, q + 1).

Let r = q − 1 (respectively r = q + 1), and note that r > 5. Let α be a
trace of some diagonal split (respectively non-split) element A ∈ PSL(2, q) =
SL(2, q) of exact order r, and note that α 6= 0, 1, since A is neither unipotent
nor of order 3 (see Lemma 3.15 and Remark 3.17).
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Observe that (α, α, α) is a non-singular triple. Indeed, the equality α2 +
α2+α2−α3 = 4 is equivalent (in characteristic 2) to α2+α3 = α2(α+1) = 0,
but the latter is not possible.

By Theorem 3.18, E(α, α, α) 6= ∅, and since (α, α, α) is not singular
nor small, for (A,B,C) ∈ E(α, α, α), one has A 6= B, and moreover,
the subgroup 〈A,B〉 is a subfield subgroup of PSL(2, q), by Theorem 3.21.
However, since the order of A is exactly q − 1 (respectively q + 1), then
〈A,B〉 = PSL(2, q).

Observe that q− 1 and q+ 1 are relatively prime (since both of them are
odd). Hence, if A1, A2 ∈ PSL(2, q) have orders q − 1 and q + 1 respectively,
then every two non-trivial powers Ai1 and Aj2 have different orders, thus

{g1Ai1g−1
1 }g1,i ∩ {g2A

j
2g
−1
2 }g2,j = {1},

implying that Σ(A1, B1, C1) ∩ Σ(A2, B2, C2) = {1}, as needed. �

Remark 3.23. Note that in the case of PSL(2, q), unlike the case of alter-
nating and symmetric groups, the possible types of the Beauville structures
depend on q = pe. Namely, one cannot fix a hyperbolic type (r, s, t) and
hope that almost all groups G = PSL(2, q) with lcm(r, s, t) dividing |G|, will
be quotient of ∆(r, s, t).

Indeed, Macbeath [Ma, Theorem 8] proved that PSL(2, pe) is a Hurwitz
group, namely a quotient of ∆(2, 3, 7) if either e = 1 and p = 0,±1 (mod 7),
or e = 3 and p = ±2,±3 (mod 7).

Recently, Marion [Mar09] showed that this phenomenon occurs in general
for any prime hyperbolic type. Namely, he showed that if (p1, p2, p3) is a
hyperbolic triple of primes and p is a prime number, then there exists a
unique integer e such that PSL(2, pe) is a quotient of the triangle group
∆(p1, p2, p3).

Interestingly, this situation is different for other families of groups of Lie
type of low Lie rank (under the assumption that (p1, p2, p3) are not too
small), as was shown in recent results of Marion [Mar3.09, Mar9.09], which
are detailed in Theorem 3.26 below.

3.3.4. Hurwitz Components of PSL(2, p). In order to estimate the number
of Hurwitz components for PSL(2, p), we would first like to estimate the
number d(PSL(2, q); τ) for certain types τ , see Corollaries 3.3 and 3.4.

Recall that when p is an odd prime, the automorphisms of PSL(2, p)
are exactly conjugations by elements of PGL(2, p), thus by Corollary 3.3,
Theorem 3.21 and Theorem 3.22, we obtain the following.

Lemma 3.24. Let 2 ≤ l ≤ m ≤ n and assume that m > 2 and n > 5. Then

d(PSL(2, p); (l,m, n)) = #
{
(±α,±β,±γ) :

α ∈ Tl, β ∈ Tm, γ ∈ Tn, and α2 + β2 + γ2 − αβγ 6= 4
}
.

Corollary 3.25. Let p ≥ 5 be an odd prime, then in PSL(2, p),

(i) d(PSL(2, p); (2, 3, p)) = 1.
(ii) If r ≥ 7 and r | p±1

2 then d(PSL(2, p); (2, 3, r)) = φ(r)
2 .

(iii) d(PSL(2, p); (p, p, p)) = 1.
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(iv) If r ≥ 7 and r | p±1
2 then

d(PSL(2, p); (r, r, r)) =
ψ(ψ + 1)(ψ + 2)

6
,

where ψ = φ(r)
2 .

(v) If 2 < l < m < n such that n > 5 and l,m, n all divide p±1
2 , then

d(PSL(2, p); (l,m, n)) =
φ(l)φ(m)φ(n)

8
.

(vi) If 2 ≤ l ≤ m ≤ n such that m > 2 and n > 5 then

d(PSL(2, p); (l,m, n)) ≤ φ(l)φ(m)φ(n)
8

.

Proof. The proof is based on Lemma 3.16 and Lemma 3.24.
(i) The orders (2, 3, p) correspond to the traces (0,±1,±2).
(ii) The orders (2, 3, r) correspond to the traces (0,±1,±γ), withOrd(γ) =

r. We need to verify that this triple is non-singular. Indeed, 02 +
12 + γ2 − 0 = 4 is equivalent to γ2 = 3, and γ2 = 3 if and only if
Ord(γ) = 6, a contradiction.

Here is an explanation of the last statement. Let µ be a primitive
root of unity of order 12 (in Fp or in Fp2), and observe that there are
exactly four such roots: ±µ and ±µ−1. Hence the trace of a split (or
non-split) element of order 6 (in PSL(2, p)) equals ±γ = ±(µ+µ−1).
Now, γ2 = µ2 + µ−2 + 2 = −ρ− ρ2 + 2 = 1 + 2 = 3, as ρ is a third
root of unity.

(iii) The orders (p, p, p) correspond to the traces (−2,−2, 2) (see [Ma,
Theorem 7]).

(iv) The orders (r, r, r) correspond to the traces (±αi,±αj ,±αk) for 1 ≤
i ≤ j ≤ k ≤ ψ. If α2

i + α2
j + α2

k − αiαjαk = 4, then α2
i + α2

j +
α2
k − αiαjαk 6= 4, hence, if necessary, we may replace (αi, αj , αk) by

(−αi,−αj ,−αk), to get a non-singular triple. Therefore,

d(PSL(2, p); (r, r, r)) =
(
ψ

3

)
+ 2
(
ψ

2

)
+ ψ =

ψ(ψ + 1)(ψ + 2)
6

.

(v) The orders (l,m, n) correspond to the traces (α, β, γ) whereOrd(α) =
l, Ord(β) = m, Ord(γ) = n, and α, β, γ 6= 0. Now, we may replace
(α, β, γ) by (−α,−β,−γ), to get a non-singular triple, if necessary.

(vi) This follows from the previous calculations.
�

Proof of Theorem 1.11. Let p be an odd prime, and let τ1 = (l1,m1, n1) and
τ2 = (l2,m2, n2) be two hyperbolic types. By Corollary 3.25, for i = 1, 2,
d(PSL(2, p); (li,mi, ni)) is maximal when li,mi and ni are three different
integers dividing p±1

2 , and hence is at most φ(li)φ(mi)φ(ni)
8 .

Recall that the automorphism group of PSL(2, p) is isomorphic to PGL(2, p).
Define the following constant

c :=
φ(l1)φ(m1)φ(n1)φ(l2)φ(m2)φ(n2)

64
,
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then, by Corollary 3.4,

h(G; τ1, τ2) ≤ d(G; τ1) · d(G; τ2) · |Aut(G)| ≤ c · p(p− 1)(p+ 1) = O(p3).

�

3.4. Beauville Structures for Other Finite Simple Groups of Lie
Type. In this section we prove Theorem 1.6 regarding certain families of
finite simple groups of Lie type of low Lie rank. The proof is based on
recent results of Marion [Mar3.09, Mar9.09]. Moreover, we discuss some
Conjectures on finite simple groups of Lie type in general.

3.4.1. Beauville Structures for Finite Simple Groups of Low Lie Rank.
Theorem 3.26. [Mar3.09, Theorems 1,2,4] and [Mar9.09, Theorem 1]. Let
G be one of the finite simple groups of Lie type listed below, and let (p1, p2, p3)
be a hyperbolic tripe of primes p1 ≤ p2 ≤ p3, such that lcm(p1, p2, p3) divides
|G|, which, moreover, satisfy the conditions given bellow.

(1) Suzuki groups, G =2B2(q), where q = 22e+1;
(2) Ree groups, G =2G2(q), where q = 32e+1;
(3) G = G2(q), where q = pe for some prime number p > 3, and

(p1, p2, p3) /∈ {(2, 5, 5), (3, 3, 5), (3, 5, 5), (5, 5, 5)};
(4) G =3 D4(q), where q = pe for some prime number p > 3, and

(p1, p2, p3) are distinct primes, s.t. {p1, p2} 6= {2, 3};
(5) G = PSL(3, q), where q = pe for some prime p, and (p1, p2, p3) are

odd primes;
(6) G = PSU(3, q), where q = pe for some prime p, and (p1, p2, p3) are

odd primes.
Then, if φ ∈ Hom(∆, G) is a randomly chosen homomorphism from the

triangle group ∆ = ∆(p1, p2, p3) to G, then

lim
q→∞

Prob{φ is surjective } = 1.

Now we have all the ingredients needed for the proof of Theorem 1.6.

Proof of Theorem 1.6. (1) Let G =2B2(q), where q = 22e+1, then

|G| = q2(q2 + 1)(q − 1).

Since q2 + 1 ≡ 0 (mod 5), there are at least two prime numbers,
5 and some r > 5, which divide |G|. If q is large enough, then,
by Theorem 3.26, the two triangle groups, ∆(5, 5, 5) and ∆(r, r, r),
surject onto G, and hence G admits a Beauville structure of type
((5, 5, 5), (r, r, r)).

(2) Let G =2G2(q), where q = 32e+1, then

|G| = q3(q − 1)(q3 + 1).

Since q3 +1 ≡ 0 (mod 7), there are at least two odd prime numbers,
7 and some r (7 6= r > 3), which divide |G|. If q is large enough, then,
by Theorem 3.26, the two triangle groups, ∆(7, 7, 7) and ∆(r, r, r),
surject onto G, and hence G admits a Beauville structure of type
((7, 7, 7), (r, r, r)).
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(3) Let G = G2(q), where q = pe for some prime number p > 3, then

|G| = q6(q − 1)2(q + 1)2(q2 − q + 1)(q2 + q + 1),

(which is a factorization into irreducible polynomials), and so there
are at least two distinct prime numbers, r, s ≥ 7, which divide
|G|. If q is large enough, then, by Theorem 3.26, the two trian-
gle groups, ∆(r, r, r) and ∆(s, s, s), surject onto G, and hence G
admits a Beauville structure of type ((s, s, s), (r, r, r)).

(4) Let G =3D4(q), where q = pe for some prime number p > 3, then

|G| = q12(q − 1)2(q + 1)2(q2 − q + 1)2(q2 + q + 1)2(q4 − q2 + 1),

(which is a factorization into irreducible polynomials), and so there
are at least six distinct primes, p1 = 2, p2 = 3, p3, p4, p5, p6, which
divide |G|. If q is large enough, then, by Theorem 3.26, the two
triangle groups, ∆(2, p3, p5) and ∆(3, p4, p6), surject onto G, and
hence G admits a Beauville structure of type ((2, p3, p5), (3, p4, p6)).

(5) Let G = PSL(3, q) (resp. G = PSU(3, q)), where q = pe for some
prime p, then

|G| = 1
d
q3(q − 1)2(q + 1)(q2 + q + 1),

(resp. |G| = 1
dq

3(q − 1)(q + 1)2(q2 − q + 1) ), where d = 1 or 3.
Hence, there are at least two distinct odd prime numbers, greater

than 3, r and s, which divide |G|. If q is large enough, then,
by Theorem 3.26, the two triangle groups, ∆(r, r, r) and ∆(s, s, s),
surject onto G, and hence G admits a Beauville structure of type
((s, s, s), (r, r, r)).

�

3.4.2. Conjectures on Finite Simple Classical Groups of Lie Type. Liebeck
and Shalev raised the following Conjecture in [LS05] regarding finite simple
classical groups of Lie type.

Conjecture 3.27 (Liebeck-Shalev). For any Fuchsian group Γ there is an
integer f(Γ), such that if G is a finite simple classical group of Lie rank
at least f(Γ), then the probability that a randomly chosen homomorphism
from Γ to G is an epimorphism tends to 1 as |G| → ∞.

If this Conjecture holds, it immediately implies that any finite simple
classical group G of Lie rank large enough admits an unmixed Beauville
structure. Indeed, let s and t be two distinct primes greater than 3, then
the triangle groups ∆(s, s, s) and ∆(t, t, t) will surject onto G, if G is of Lie
rank large enough, yielding a Beauville structure of type ((s, s, s), (t, t, t))
for G.

Moreover, this Conjecture inspired us to formulate Conjecture 1.7.

3.5. Ramification Structures and Hurwitz Components for Abelian
groups and their extensions. In this Section we generalize previous re-
sults regarding abelian groups and their extensions, which appeared in [BCG05],
and prove Theorem 1.12.
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3.5.1. Ramification Structures of Abelian Groups. The following Theorem
generalizes [BCG05, Theorem 3.4] in case G abelian and S is isogeneous to
a higher product (not necessarily Beauville).

From now on we use the additive notation for abelian groups.

Theorem 3.28. Let G be an abelian group, given as

G ∼= Z/n1Z× · · · × Z/ntZ,

where n1 | · · · | nt. For a prime p, denote by li(p) the largest power of p
which divides ni (for 1 ≤ i ≤ t).

Let r1, r2 ≥ 3, then G admits an unmixed ramification structure of size
(r1, r2) if and only if the following conditions hold:

• r1, r2 ≥ t+ 1;
• nt = nt−1;
• If lt−1(3) > lt−2(3) then r1, r2 ≥ 4;
• lt−1(2) = lt−2(2);
• If lt−2(2) > lt−3(2) then r1, r2 ≥ 5 and r1, r2 are not both odd.

Proof. Let (x1, . . . , xr1 ; y1, . . . , yr2) be an unmixed ramification structure of
size (r1, r2). Set

Σ1 := Σ(x1, . . . , xr1) := {i1x1, . . . , ir1xr1 : i1, . . . ir1 ∈ Z},

and
Σ2 := Σ(y1, . . . , yr2) := {j1y1, . . . , jr2yr2 : j1, . . . jr2 ∈ Z},

and recall that Σ1 ∩ Σ2 = {0}.
Consider the primary decomposition of G,

G =
⊕

p∈{Primes}

Gp,

and observe that since G is generated by min{r1, r2}− 1 elements, so is any
Gp (which is a characteristic subgroup of G).

Therefore, Gp can be written as

Gp ∼= Z/pk1Z× · · · × Z/pkt−1Z× Z/pktZ,

where k1 ≤ · · · ≤ kt−1 ≤ kt and 1 ≤ t ≤ min{r1, r2} − 1.
Denote Hp := pkt−1Gp, and observe that Hp is an elementary abelian

group of rank at most t.
Step 1. Let x1 = (x1,p) ∈

⊕
p∈{Primes}Gp and let

Σ1,p := Σ(x1,p, . . . , xr1,p) := {l1x1,p, . . . , lr1xr1,p : l1, . . . lr1 ∈ Z},

be the set of multiples of (x1,p, . . . , xr1,p), then by the Chinese Remainder
Theorem, x1,p is a multiple of x1, and hence Σ1 ⊇ Σ1,p.

Step 2. Gp is not cyclic.
Otherwise, if Gp ∼= Z/pkZ, then Hp = pk−1Gp ∼= Z/pZ. Since Σ1,p

contains a generator of Gp, it also contains a non-trivial element of Hp and
so Σ1,p ⊇ Hp. Thus Σ1 ⊇ Hp, and similarly Σ2 ⊇ Hp, a contradiction to
Σ1 ∩ Σ2 = {0}.

Step 3. kt = kt−1, namely Gp ∼= Z/pk1Z × · · · × Z/pkt−1Z × Z/pkt−1Z,
where k1 ≤ · · · ≤ kt−1 and 2 ≤ t ≤ min{r1, r2} − 1.
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Otherwise, if kt 6= kt−1, then Hp = pkt−1Gp ∼= Z/pZ. As in Step 2, Σ1,p

contains a generator ofGp, and so it also contains a non-trivial element ofHp.
Thus Σ1,p ⊇ Hp, and similarly Σ2,p ⊇ Hp, a contradiction to Σ1 ∩Σ2 = {0}.

Step 4. p = 2 or 3.
The extra conditions for p = 2 and 3 are due to dimensional reasons.

• Let p = 2 and assume that kt−1 > kt−2. In this case, H2
∼= (Z/2Z)2

contains only three non-trivial vectors. However, |H2∩Σ1,2| ≥ 2 and
|H2 ∩ Σ2,2| ≥ 2, a contradiction to Σ1 ∩ Σ2 = {0}.

• Let p = 2 and assume that kt−1 = kt−2 > kt−3. In this case, H2
∼=

(Z/2Z)3 contains only seven non-trivial vectors.
If r1 = 4 then Σ1,2 contains four different vectors which generate

H2, whose sum is zero, say {e1, e2, e3, e1 + e2 + e3}. Now, the other
three vectors in H2 are necessarily {e1 + e2, e1 + e3, e2 + e3}, which
are linearly dependent, and so cannot generate H2

∼= (Z/2Z)3.
When r1 is odd, Σ1,2 contains four different vectors from H2.

Indeed, a sum x1 + · · ·+ xr1 of some vectors v, u, w over Z/2Z (i.e.
xi ∈ {v, u, w}), where r1 is odd, cannot be equal to 0, unless v, u
and w are linearly dependent, and so cannot generate H2

∼= (Z/2Z)3.
Thus, if r1 is odd, then |H2 ∩ Σ1,2| ≥ 4, and similarly, if r2 is odd,
then |H2 ∩ Σ2,2| ≥ 4, a contradiction to Σ1 ∩ Σ2 = {0}.

• Let p = 3 and assume that kt−1 > kt−2. In this case, H3
∼= (Z/3Z)2

contains only eight non-trivial vectors. If r1 = 3 then Σ1,3 contains
three different vectors, which generate H3, whose sum is zero, say
{e1, e2, 2e1 +2e2}, as well as their multiples {2e1, 2e2, e1 +e2}. Now,
the other two vectors in H2 are necessarily {e1+2e2, 2e1+e2}, which
are linearly dependent, and so cannot generate H3

∼= (Z/3Z)2.

Step 5. Now, let p ≥ 5 and assume that Gp = Z/pk1Z×· · ·×Z/pkt−1Z×
Z/pkt−1Z, where k1 ≤ · · · ≤ kt−1 and 2 ≤ t ≤ min{r1, r2} − 1. We will
choose appropriate vectors for Σ1,p and Σ2,p.

Assume that (a, b, c, d) satisfy the condition in Equation (11) below, and
let

x1,p = (1, 0, . . . , 0, 1, 0) y1,p = (1, 0, . . . , 0, a, b)

x2,p = (0, 1, 0, . . . , 0, 0, 1) y2,p = (0, 1, 0, . . . , 0, c, d)

x3,p = (0, 0, 1, 0, . . . , 0,−1, 0) y3,p = (0, 0, 1, 0, . . . , 0,−a,−b)
x4,p = (0, 0, 0, 1, 0 . . . , 0, 0,−1) y4,p = (0, 0, 0, 1, 0, . . . , 0,−c,−d)

...
...

xt−2,p = (0, . . . , 0, 1, ∗, ∗) yt−2,p = (0, . . . , 0, 1, ∗, ∗)
xt−1,p = (0, . . . , 0, 0, ∗, ∗) yt−1,p = (0, . . . , 0, 0, ∗, ∗)
xt,p = (0, . . . , 0, 0, ∗, ∗) yt,p = (0, . . . , 0, 0, ∗, ∗)

...
...

xr1,p = (−1, . . . ,−1,−1,−1) yr2,p = (−1, . . . ,−1,−a− c,−b− d)
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where the elements marked with (∗, ∗) in xt−2,p (and after) are chosen from
{(0,±1), (±1, 0),±(1, 1)} such that (x1,p, x2,p, . . . , xt,p) are independent and
the sum x1,p + · · · + xr1,p = 0. Similarly, the elements marked with (∗, ∗)
in yt−2,p (and after) are chosen from {±(a, b),±(c, d),±(a+ c, b+ d)}, such
that (y1,p, y2,p, . . . , yt,p) are independent and y1,p + · · ·+ yr1,p = 0.

Since 〈x1,p, . . . , xr1,p〉 = Gp = 〈y1,p, . . . , yr2,p〉, we deduce that (x1,p, . . . , xr1,p)
form a spherical r1−system of generators for Gp and that (y1,p, . . . , yr2,p)
form a spherical r2−system of generators for Gp. Moreover, for every
1 ≤ i ≤ r1, 1 ≤ j ≤ r2, and k, l ∈ Z, if the vectors kxi,p and lyj,p are
not trivial, then they are linearity independent. Hence, Σ1,p ∩ Σ2,p = {0},
as needed.

When p = 2 or 3 it suffices to construct unmixed ramification structures
for the elementary abelian groups in characteristic 2 and 3. These yield
an unmixed ramification structure for any choice of H2 (resp. H3), which
induces an appropriate structure for any G2 (resp. G3), by completing the
generating vectors of H2 (resp. H3) to generating vectors of G2 (resp. G3),
essentially in the same way of p ≥ 5. These constructions are described in
the following Lemmas 3.29 and 3.30.

Now, recall that by using the primary decomposition of G, it was enough
to check the conditions on each primary component Gp, thus G admits an
unmixed ramification structure of size (r1, r2) as needed. �

Lemma 3.29. Let G = (Z/2Z)t.
If t ≥ 4 then G always admits an unmixed ramification structure of size

(r1, r2), for any r1, r2 ≥ t+ 1.
If t = 3 then G admits an unmixed ramification structure of size (r1, r2),

if and only if r1, r2 ≥ 5 and r1, r2 are not both odd.

Proof. It is enough to show the existence of structures satisfying the above
conditions, as in Step 4 of Theorem 3.28 we proved that they are necessary.

Let t ≥ 4. It is enough to construct such a structure for the cases

r1 = t+ 1 = r2, r1 = t+ 2 = r2 and r1 = t+ 1, r2 = t+ 2.

Indeed, if for some value of r, {v1, . . . , vr} is a set of r vectors, that generate
G = (Z/2Z)t and whose sum is zero, then so is also the set of r + 2 vectors
{v1, . . . , vr, vr, vr}. In this way, one can construct any set of size r+ 2k (for
any k ∈ N).

Now, we can construct the following unmixed ramification structure,
where r1 = t+ 1 = r2:

x1 = (1, 0, . . . , 0) y1 = (1, 1, 0, . . . , 0)

x2 = (0, 1, 0, . . . , 0) y2 = (0, 1, 1, 0, . . . , 0)
...

...

xt−1 = (0, . . . , 1, 0) yt−1 = (0, . . . , 0, 1, 1)

xt = (0, . . . , 0, 1) yt = (1, 1, 1, 0 . . . , 0)

xt+1 = (1, 1, . . . , 1, 1) yt+1 = (0, 1, 1, 0 . . . , 0, 1)
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We can construct the following unmixed ramification structure, where
r1 = t+ 2 = r2:

x1 = (1, 0, . . . , 0) y1 = (1, 1, 0, . . . , 0)

x2 = (0, 1, 0, . . . , 0) y2 = (0, 1, 1, 0, . . . , 0)
...

...

xt−1 = (0, . . . , 0, 1, 0) yt−1 = (0, . . . , 0, 1, 1)

xt = (0, . . . , 0, 0, 1) yt = (1, 1, 1, 0 . . . , 0)

xt+1 = (0, . . . , 0, 1, 0) yt+1 = (1, 1, 1, 0 . . . , 0)

xt+2 = (1, . . . , 1, 0, 1) yt+2 = (1, 0, . . . , 0, 1)

By taking the t + 1 vectors {x1, . . . , xt+1} from the first structure, and
the t + 2 vectors {y1, . . . , yt+2} from the second structure, one obtains an
unmixed ramification structure with r1 = t+ 1 and r2 = t+ 2.

Where t = 3, we can construct the following structure with r1 = r2 = 6:

Σ1 = {(1, 0, 0), (1, 1, 0), (1, 1, 1), (1, 0, 0), (1, 1, 0), (1, 1, 1)},
Σ2 = {(0, 0, 1), (0, 1, 1), (1, 0, 1), (0, 0, 1), (0, 1, 1), (1, 0, 1)},

and so, we can construct any structure for which r1, r2 ≥ 6 are even.
We can also construct the following structure with r1 = 5 and r2 = 6:

Σ1 = {(1, 0, 0), (0, 1, 0), (1, 1, 0), (1, 0, 1), (1, 0, 1)},
Σ2 = {(0, 0, 1), (0, 1, 1), (1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 1)},

and so, we can construct any structure for which r1 ≥ 5 is odd and r2 ≥ 6
is even, and vice versa. �

Lemma 3.30. Let G = (Z/3Z)t.
If t ≥ 3 then G always admits an unmixed ramification structure of size

(r1, r2), for any r1, r2 ≥ t+ 1.
If t = 2 then G admits an unmixed ramification structure of size (r1, r2),

if and only if r1, r2 ≥ 4.

Proof. It is enough to show the existence of structures satisfying the above
conditions, as in Step 4 of Theorem 3.28 we proved that they are necessary.

Note that it is enough to construct such a structure for the minimal
possible values of r1 and r2. Indeed, if for some value of r, {v1, . . . , vr} is
a set of r vectors, that generate G = (Z/3Z)t and whose sum is zero, then
one can also construct the following sets, which have the same properties:

• {v1, . . . , vr−1, vr, vr, vr, vr} of size r+3 (and so any set of size r+3k).
• {v1, . . . , vr−1, 2vr, 2vr} of size r+1 (and so any set of size r+3k+1).
• {v1, . . . , vr−1, vr, vr, 2vr} of size r+2 (and so any set of size r+3k+2).
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Now, if t ≥ 3, we can construct the following unmixed ramification struc-
ture, where r1 = r2 = t+ 1:

x1 = (1, 0, . . . , 0) y1 = (1, 2, 0, . . . , 0)

x2 = (0, 1, 0, . . . , 0) y2 = (0, 1, 2, 0, . . . , 0)
...

...

xt−1 = (0, . . . , 1, 0) yt−1 = (0, . . . , 0, 1, 2)

xt = (0, . . . , 0, 1) yt = (1, . . . , 1, 1, 2)

xt+1 = (2, 2, . . . , 2, 2) yt+1 = (1, 2, . . . , 2, 2)

And when t = 2, we can construct the following structure, with r1, r2 = 4:

Σ1 = {(1, 0), (0, 1), (2, 0), (0, 2)},
Σ2 = {(1, 2), (1, 1), (2, 1), (2, 2)}.

�

Lemma 3.31. Let p ≥ 5 be a prime number and U := (Z/pZ)∗, the number
N of quadruples (a, b, c, d) ∈ U such that:

(11) a− b, a+ c, c− d, b+ d, a+ c− b− d, ad− bc ∈ U
is N = (p− 1)(p− 2)(p− 3)(p− 4).

Proof. The number N equals p − 1 times the number of solutions that we
get for a = 1. Now, b 6= 0, 1, so there are p − 2 possibilities for b. The
conditions c 6= 0,−1 and d 6= 0,−b imply (p − 2)2 possibilities for the pair
(c, d). From this number we need to subtract the number of solutions for
c = d, d = 1− b+ c and d = bc, which are p− 2, p− 2 and p− 4 respectively.
We deduce that there are (p−2)2− [(p−2)+(p−2)+(p−4)] = (p−3)(p−4)
possibilities for the pair (c, d). Hence N = (p− 1)(p− 2)(p− 3)(p− 4). �

We remark that this Lemma corrects the calculation given in [BCG05,
Theorem 3.4].

3.5.2. Hurwitz Components in Case (Z/nZ)2. Observe that forG = (Z/nZ)2

there is only one type of a spherical 3−system of generators, which is
τ = (n, n, n). Also note that Aut(G) ∼= GL(2, n).

The following Lemmas give a more precise estimation of the number of
Hurwitz components in case G = (Z/nZ)2, which generalizes Remark 3.5
in [BCG05].

Lemma 3.32. Let p ≥ 5 be a prime. The number h = h(G; τ, τ), where
τ = (p, p, p), of Hurwitz components for G = (Z/pZ)2 satisfies

Np/36 ≤ h ≤ Np/6,

where Np = (p− 1)(p− 2)(p− 3)(p− 4).

Proof. Let (x1, x2; y1, y2) be an unmixed Beauville structure for G. Since
x1, x2 are generators of G, they are a basis, and without loss of generality
x1, x2 are the standard basis x1 = (1, 0), x2 = (0, 1). Now, let y1 = (a, b),
y2 = (c, d), then the condition Σ1 ∩Σ2 = {0} means that any pair of the six
vectors yield a basis of G, implying that a, b, c, d must satisfy the conditions
given in Equation (11).
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Moreover, theNp pairs
(
(1, 0), (0, 1); (a, b), (c, d)

)
, where a, b, c, d satisfy (11),

are exactly the representatives for the Aut(G)−orbits in the set U(G; τ, τ).
Now, one should consider the action of B3 × B3 on U(G; τ, τ), which is

equivalent to the action of S3×S3, since G is abelian. The action of S3 on the
second component is obvious (there are 6 permutations), and the action of
S3 on the first component can be translated to an equivalent Aut(G)−action,
given by multiplication in one of the six matrices:(

1 0
0 1

)
,

(
0 1
1 0

)
,

(
−1 0
−1 1

)
,

(
1 −1
0 −1

)
,

(
−1 1
−1 0

)
,

(
0 −1
1 −1

)
,

yielding an equivalent representative.
Therefore, the action of S3 on the second component yields orbits of length

6, and the action of S3 on the first component connects them together, and
gives orbits of sizes from 6 to 36, which implies the desired result. �

Corollary 3.33. Let p ≥ 5 be a prime. The number h = h(G; τ, τ), where
τ = (pk, pk, pk), of Hurwitz components for G = (Z/pkZ)2 satisfies

Npk/36 ≤ h ≤ Npk/6,

where Npk = p4k−4(p− 1)(p− 2)(p− 3)(p− 4).

Proof. In this case, the number Npk of Aut(G)−orbits in the set U(G; τ, τ)
is exactly p4k−4 times Np, and the proof is the same as in the previous
Lemma 3.32. �

Corollary 3.34. Let n be an integer s.t. (n, 6) = 1. The number h =
h(G; τ, τ), where τ = (n, n, n), of Hurwitz components for G = (Z/nZ)2,
where n = pk11 · . . . · pkt

t , satisfies

Nn/36 ≤ h ≤ Nn/6,

where Nn =
∏t
i=1 p

4ki−4
i (pi − 1)(pi − 2)(pi − 3)(pi − 4).

Proof. By the Chinese Remainder Theorem, the numberNn of Aut(G)−orbits
in the set U(G; τ, τ) can be computed using Corollary 3.33, and the proof is
now the same as in Lemma 3.32. �

Since Nn = Θ(n4), this completes the proof of Theorem 1.12.

3.5.3. Hurwitz Components in Case G Abelian and S not Beauville. Fix an
integer r, let p > 5 be a prime number, and let G = (Z/pZ)r, then by
Theorem 3.28, G admits an unmixed ramification structure of type (τ1, τ2)
where τ1 = τ2 = τ = (p, . . . , p) (p appears (r+1)−times) and r1 = r2 = r+1.

Proposition 3.35. Fix an integer r ≥ 2, then the number h = h(G; τ, τ)
of Hurwitz components for G = (Z/pZ)r and τ = (p, . . . , p) (p appears
(r + 1)−times) satisfies, as p→∞,

h = Θ(pr
2
).

Proof. Let (x1, . . . , xr+1; y1, . . . , yr+1) be an unmixed ramification structure
for G. Since x1, . . . , xr+1 generate G, they are a basis, and without loss of
generality they are of the form given in Step 5 of Theorem 3.28. However,
for y1, . . . , yr+1 one can take any appropriate set of r+1 vectors in (Z/pZ)r,
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which admit an unmixed ramification structure, and so each proper choice of
(y1, . . . , yr+1) corresponds to exactly one Aut(G)−orbit in the set U(G; τ, τ).

Therefore, one can choose any invertible (r − 2)× (r − 2) matrix for y1,1 . . . y1,r−2
...

yr−2,1 . . . yr−2,r−2

 ,

choose any vector of length r− 2 for (yr−1,1, . . . , yr−1,r−2), and similarly for
(yr,1, . . . , yr,r−2). Moreover, for 1 ≤ i ≤ r−2, one can choose for (yi,r−1, yi,r)
any vector from the set S := {(a, b) ∈ F2

p : a 6= 0, b 6= 0, a 6= b}. Observe
that |S| = (p− 1)(p− 2).

Now, one has to make sure that yr−1 is not a linear combination of
y1, . . . , yr−2, by choosing (yr−1,r−1, yr−1,r) appropriately from S, and so
there are at least (p− 1)(p− 2)− 1 = p2 − 3p+ 1 possibilities for this pair.
Moreover, one should choose (yr,r−1, yr,r) appropriately from S, such that yr
is not some linear combination of y1, . . . , yr−1, and that (yr+1,r−1, yr+1,r) ∈
S, and so the number of possibilities to the pair (yr,r−1, yr,r) is at least
(p− 3)(p− 5) = p2 − 8p+ 15.

The condition that the pairs (yi,r−1, yi,r) ∈ S for 1 ≤ i ≤ r+1 is needed to
guarantee that for any k, l ∈ Z and 1 ≤ i, j ≤ r+1, if the vectors kxi and lyj
are not trivial, then they are linearity independent, and so Σ1 ∩ Σ2 = {0},
as needed.

Hence, the number of Aut(G)−orbits in the set U(G; τ, τ) is bounded from
below by

|GL((r − 2), p)|p2(r−2)
(
(p− 1)(p− 2)

)r−2(p2 − 3p+ 1)(p2 − 8p+ 15)

= Θ
(
p(r−2)2+2(r−2)+2(r−2)+2+2

)
= Θ

(
pr

2)
.

It is clear that the number of orbits is bounded from above by

|GL(r, p)| = Θ(pr
2
).

Now, the action of Br+1 × Br+1 on the Aut(G)−orbits of U(G; τ, τ), is
equivalent to the action of Sr+1 × Sr+1, since G is abelian, and so yields
orbits of sizes between (r + 1)! and ((r + 1)!)2. This has no effect on the
above asymptotic, however, since r is fixed. �

3.5.4. Extensions of Abelian Groups. The following Proposition generalizes
the result in [BCG05, Lemma 3.7], that dihedral groups do not admit un-
mixed Beauville structures, and is needed for the proof of Lemma 2.8.

Proposition 3.36. For any n,m ∈ N, the finite group

G = Z/2Z n (Z/mZ× Z/nZ)

does not admit an unmixed ramification structure of size (4, 4).

Proof. Observe that G can be presented by

G = 〈t, r, s : t2, rm, sn, [r, s], tsts, trtr〉,

and so any element in G can be written uniquely as tεrisj for ε ∈ {0, 1},
1 ≤ i ≤ m, 1 ≤ j ≤ n.
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Conjugation of some element trisj by r−1 yields r−1trisjr = ttr−1trisjr =
trrirsj = tri+2sj , and similarly conjugation by s−1 yields trisj+2. Hence,
trisj can be conjugated to tri+2ksj+2l for any k, l.

Let A ∼= Z/mZ × Z/nZ be the maximal normal abelian subgroup in
G, then G \ A contains at most four conjugacy classes, represented by
t, tr, ts, trs. In fact, it contains one conjugacy class if both m,n are odd,
two conjugacy classes if one of m,n is odd and the other is even, and four
if both m,n are even.

Since any spherical 4−system of generators of G must contain an element
of G \ A, the condition that Σ1 ∩ Σ2 = {1} immediately implies that m,n
cannot both be odd.

Assume now that m is even and n is odd, and consider the following map

G � (Z/2Z)2, defined by (tεrisj) 7→
(
ε, i(mod 2)

)
.

Note that for any j and any odd i, one has that

(risj)nm/2 = (rm/2)ni(sn)mj/2 = rm/2 =: u 6= 1.

If T = (tε1ri1sj1 , tε2ri2sj2 , tε3ri3sj3 , tε4ri4sj4) is a spherical 4−system of
generators of G, then ε1 + ε2 + ε3 + ε4 ≡ 0 (mod 2), i1 + i2 + i3 + i4 ≡ 0
(mod 2), and the images of the elements in T generate (Z/2Z)2. Hence, the
image in (Z/2Z)2 of such a spherical 4−system of generators can be (up to
a permutation) only one of

(i) {(1, 1), (1, 0), (0, 1), (0, 0)},
(ii) {(1, 1), (1, 1), (1, 0), (1, 0)},
(iii) {(1, 1), (1, 1), (0, 1), (0, 1)},
(iv) {(1, 0), (1, 0), (0, 1), (0, 1)}.
Therefore, for any two spherical 4-systems T1 and T2 one can find x ∈ T1

and y ∈ T2 such that either
• x, y ∈ G \A are conjugate; or
• x, y ∈ A and xmn/2 = u = ymn/2;

a contradiction to Σ1 ∩ Σ2 = {1}.
If both m and n are even, write m = 2µm′ and n = 2νn′, where m′, n′ are

odd. Without loss of generality, we may assume that µ ≥ ν.
Consider the following map

G � (Z/2Z)3, defined by (tεrisj) 7→
(
ε, i(mod 2), j(mod 2)

)
.

If µ > ν and if i is odd then

(risj)2
µ−1m′n′ = (r2

µ−1m′
)in

′
(s2

µ−1n′)jm
′
= rm/2 := u 6= 1,

and if µ = ν then

(risj)2
µ−1m′n′ =


rm/2 := u 6= 1, if i is odd and j is even;
sn/2 := v 6= 1, if i is even and j is odd;
rm/2sn/2 := w 6= 1, if i, j are odd.

If T = (tε1ri1sj1 , tε2ri2sj2 , tε3ri3sj3 , tε4ri4sj4) is a spherical 4−system of
generators of G, then ε1 + ε2 + ε3 + ε4 ≡ 0 (mod 2), i1 + i2 + i3 + i4 ≡ 0
(mod 2), j1 + j2 + j3 + j4 ≡ 0 (mod 2) and the images of the elements
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in T generate (Z/2Z)3. Hence, the image in (Z/2Z)3 of such a spherical
4−system of generators can be (up to a permutation) only one of

(i) {(1, 1, 1), (1, 0, 0), (0, 1, 0), (0, 0, 1)},
(ii) {(1, 1, 0), (1, 0, 1), (0, 1, 0), (0, 0, 1)},
(iii) {(1, 1, 0), (1, 0, 0), (0, 1, 1), (0, 0, 1)},
(iv) {(1, 1, 1), (1, 0, 1), (0, 1, 1), (0, 0, 1)},
(v) {(1, 0, 1), (1, 0, 0), (0, 1, 1), (0, 1, 0)},
(vi) {(1, 1, 1), (1, 1, 0), (0, 1, 1), (0, 1, 0)},
(vii) {(1, 1, 1), (1, 1, 0), (1, 0, 1), (1, 0, 0)}.
Therefore, for any two spherical 4-systems T1 and T2 one can find x ∈ T1

and y ∈ T2 such that either
• x, y ∈ G \A are conjugate; or
• x, y ∈ A and x2µ−1m′n′ = u = y2µ−1m′n′ ; or
• x, y ∈ A and x2µ−1m′n′ = v = y2µ−1m′n′ ;

a contradiction to Σ1 ∩ Σ2 = {1}. �

Remark 3.37. In fact, the same argument also shows that the finite group
G = Z/2Z n (Z/mZ × Z/nZ) (m,n ∈ Z) cannot admit an unmixed ramifi-
cation structure (T1, T2), where T1 has type (2, 2, 2, 2).

Indeed, G \ A contains at most four conjugacy classes, more precisely, it
contains one conjugacy class if both m,n are odd, two conjugacy classes if
one of m,n is odd and the other is even, and four if both m,n are even.

Since any spherical system of generators of G must contain an element
of G \ A, the condition that Σ1 ∩ Σ2 = {1} immediately implies that m,n
cannot both be odd.

If m is even and n is odd, then the above argument shows that the image
in (Z/2Z)2 of any spherical system of generators contains at least two of
(1, 1), (1, 0), (0, 1), and hence one can find x ∈ T1 and y ∈ T2 such that either
x, y ∈ G \ A are conjugate, or x, y ∈ A and xmn/2 = ymn/2, a contradiction
to Σ1 ∩ Σ2 = {1}.

If m is even and n is even, then the elements of order two in G are
exactly trisj (1 ≤ i ≤ m, 1 ≤ j ≤ n), u = rm/2, v = sn/2 and w = rm/2sn/2.
The above argument shows that T1 either contains four elements from four
different conjugacy classes of G \ A, or two elements from two different
conjugacy classes of G \ A and two different elements of {u, v, w}. Since
T2 is also a spherical system of generators, then one can find x ∈ T1 and
y ∈ T2 such that either x, y ∈ G \ A are conjugate, or yi = x ∈ {u, v, w}, a
contradiction to Σ1 ∩ Σ2 = {1}.
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