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This paper is devoted to a proof of the Theorem 1.1 formulated in [2]. In §1 we reformu­

late the theorem in more general form (Theorem 1.1 + Statement 1.2) and prove it in § 2.

The proof is based on lemmas from §§ 3 - 5.

We use the,notations from [1,2] and some new one. A list of them is given at the end of

the paper. Sometimes we refer the reader to the formulas from [2]. We write (2.2.3) for

the formula (2.3) from [2] 'and so on. We use the abbreviations r.h.s. (l.h.s) for "right­

hand-side" ("left-ha:nd-side") and write Co instead of k·. Hy rt Co << 1" ( ItK >> 1")

we mean "positive Co is small enough" (" K is large enough").

1. Preliminary transformations.

-z
In a symplectic Hilbert scale {Z,{Zs Is E R} , a(a) = < J (a) dz, dz > z} (see [1]) we

study a Hamiltonian equation with a hamiltonian

1 Zß(z;a,cO) = 2' < A (a) Z,z > Z + Co H(z;a,CO) ;

i. e. the equation

(1.1)

Here a E 2! ce Rn is a n-dimensional parameter, Co E [0,1] is a small parameter, H is

an analytical functioD, JZ(a) , AZ(a) are linear operators and for same Hilbert basis

{cpj± I j ~ I} of the space Z the following relations take place:
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Vj, Va, (1.2)

Vj, Va. (1.3)

For the exact assumptions on equation (1.1) see [2].

1.1. Change of the symplectic structure.

{Z, {Zs} ,a(a)} into solutions of a Hamiltonian equation with a

1
0\'1(z;a,cO) = 2' < Al(a) Z,z > Z + Co H1(zja,cO) in a symplectic Hilberthamiltonian

The numbers {~~ (a)} are nonzero Vj,a and are positive for all j large enough (see
J

(2.1.4), (2.1.18)). So after unessential exchange <p.± on <p.T for some finite number of
_ J J

indexes j we may suppose that ~~ (a) > 0 Vj,a. Let us consider a linear operator La
' J
which maps <p.± into (~~(a))1/2<p.± , j = 1, 2, .... By assumption (2.1.18) this opera-

J J J :,
tor defines an isomorphism of the scale {Zs} of order dJ/2, La : Zs ;;;-+ ZS-fl

J
/2 Va. It

is selfadjoint in Z with the domain of definition Zd
J
/2' By Corollary 2.3 from [1] the

mapping L;1 transforms solutions of the Hamiltonian equation (1.1) in the symplectic

Hilhert scale

By the definition of the operator La and by (1.2) one has

J
1
(a) <p.± = T <p.T

J J
Vj, Va. (1.4)
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So operator J 1(a) does not depend on the parameter a, J 1 =- (J1) -1 =J1 ' and a

Hamiltonian equation with the hamiltonian o'bJ. haB the form

(1.5)

and

(1.6)

Let us denote by .t(Zsi ZSl) the space of linear continuous operators from Zs to ZSl

with the operator norm 11· 11
8

S ,and by L: 21--+ Z{Zsi Zs-d /2) the mapping
, 1 J

Lemma 1.1. For every 8

(1.7)

For every s and every a

(1.8)

noor A oper OI L - L is dazoncl in th basis {;CL} wi eigenvclues

tJ. /.± = (~.J(al))1/2 - (~.J(~))1/2 . For the assumptions (2.1.18), (2.2.19)
J J J -~
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and inequality (1.7) results from (2.1.2). Inequaltiy (1.8) results horn (2.1.2) and

(2.1.18).•

I 1
Let us d.enote d = d + ~ dJ

c -1 c° I = La 0d . Then
d ,&

and

and by the assumption (2.1.13) and estimate (1.8)

Va E21. (1.9)

By the analyticity assumption (2.1.15), Lemma 1.1 and identity (1.6) one can see that the

mappings .

B
1

: OC I x 21 )( [0,1] --+ (]j
d ,a

(1.10)

VH1 : OC I x 21 )( [0,1] --+ ZC I

cl ,& d -dH - dJ

are complex-analytical with respect to the first variable and Lipschitz with respect to the

second one unifomly with respect to Co E [0,1] .
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The operator Al(a) is an isomorphism oI the scale {Zs} oI the order d1 = dA + dJ

and

± ±A1(a)<p. = A.(a)cp.
J J J

Vj, Va. (1.11)

I I

Equation (1.5) satisfies conditions 2) oI the theorem with dA = dA + dJI dJ = 0,
I

dH = dH + dJ . So it is sufficient to prove the theorem in a case dJ =0 .

1.2. A change oI parameter.

The statements oI the theorem are Iocal with respect to the parameter a. So one may

replace the set 2L oI parameters a by arbitrary 0a-neighbourhood 2L (aO'Oa) oI the

point aO in 21. If positive Da is sufficientIy smalI, then for the assumptions (2.1.7),

(2.1.8) the mapping

is a C1-differomorphism on some neighbourhood 00 oI the point Wo = wO(aO) and

L' L' -1 <K1Ip W + Ip W _ , (1.12)

(1.13)

(1.14)

So Lipschitz dependence on the parameter a E 21 (aO,6a) is equivalent to Lipschitz depen­

dence on the parameter wE00 .
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1.3. A transition to angle variables

In what follows we use the notation O(Q,o,B) for tbe o-neigbbourhood of a subset Q of

a metric space B ; for a Banach space Z we write O( erZ) instead of O(O,o,Z) .

Let us set .zO C Z be equal to 2n-dimensional linear span of the vectors {rt'j± Ij ~ n}

and Ys (Zs' s E R, be equal to the closure in Zs of a linear span of the vectors

{rt'j±lj~~+l} and Y=YO.Foravectorfrom ZO let {Xj±11~j~n} beitsco­

efficients for the basis {cpj± Ij ~ n} . In some small enough neighbourhood of a torus

Ta(I) let us change coordinates {Xj±} to (q,e), q ETn
, eE O(300'~) (00 « 1) :

(1.15)

Let us consider toroidal spaces J's = Tn
x Rn x Y

S
' s E R, with a natural metric dists and

tangent spaces Tu J's ~ Rn )( Rn x Ys = Es, u E J's . Let J be a restriction on Ys of the

operator J1, Le. J CPj± = T cpjT Vj ~ n + 1 (see (1.4)); let

and

Let UB introduce in !Is' s ~ 0 , a symplectic structure with the help of 2-fonn

Cl;p = < J !Id fl, d fl > E . The tripIe {!I0' {!Is}, Cl JI} is a toroidal symplectic Hilbert

scale. See [1] I § 4, for details.
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For the fixed s ER, I E ./, w Eno and 00 << 1 let us consider a map

n

L : T
n

x 0(300' ~) x Ys ---t Zs' (q,e,y) H l Xj±<Pj± + Y

j=l

(see (1.15)). It defines a complex-analytical diffeomorphism oI a domain

on a complex neighbourhood of Ta(!) in Zs' This diffeomorphism is Lipschitz on I and

on w (via the dependence a = a(w)) I i.e.

. for all s .

R c - c
L E A fl )( jQ (s); Zs )

o
(1.17)

The subspaces ZO C Z, Y ( Z are. skew-ortogonal with respect to the 2-form

01 = < J 1 dz, dz > Z . A restrietion of 01 on ZO is of the form dX- 1\ dX+ and, so, it

is equal to ct.e 1\ dq (see [A]). A restriction of the form ° jI on ZO is de 1\ dq , too.

Hence

and the mapLis canonical. So the equation (1.1) in the coordinates (q,e ,y) is Hamil­

tonian with, the hamiltonian
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(see [1], Proposition 4.1). Here we use the identity

n

V 1: ++ --0Zo = X' cp. + X· cp. E Z ,
J J J J

j=l

(1.18)

denote by .A( 41) a restrietion of the operator Al(w) on the space Y and denote by

< . , . > = < . I • >y a scalar product in Y induced from Z. The Hamiltonian equations

have a form

8 0
~ . = --E:O "JC'""" HJ uq.

J
(1.19)

Let us set 8 0 = nOx J. A Borel set J is the same as in (2.1.11), Le.

Yj = 1,... ,n} . (1.20)

It results !rom (1.9), (1.17) and !rom the analyticity of the mappings (1.10) that

YeOE [0,1]
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if in (1.16) °0 « 1 0

The operat,?r A("') has the double spectrum { ~j( w) Ij = n + 1,n + 2, 0' 0 } and the opera­

tor J A( w) has the spectrum {± i~} "') Ij ~ n + I} , Let us shirt the numeration:

± ±
<Pj := <Pj+n'

and redenote

Then by the condition (2.1.2) the set of vectors {cp1 >}-s) li ~ I} is a Hilbert basis of

Ysand for some new K

K-1JoS <~,(s) <KJoS ~ ,(-s) = (~o(s))-1 VJ' >1 Vs ER
- J - , J J -,

By this condition the scale {Ys} is interpolationalo See below appendix A,

(1.21)

For the shifted sequence {AjO = Aj( "'O)} relation (2,1.16) takes place with the same d!,

1 ~l 1 '>same new r, K2 "oo,K2 ' dl ,!''' o,dl ,r_1 and same new K. , For all J _ 1 , w E 00

± () ± ± TA(w) <p, = Ao W <p, t J <P 0 = T <po
J J J J J

(1.22)
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and

(1.22 1
)

Theorem 1.1 from [2] may be reformulated for equations (1.19). Here we formu1ate some

more general result. For to do it , we 8uppose that the operator A( w) depends on cO'

A = A(w,cO) j so Aj = Aiw,co)' and AjO = AjO(CO) . We suppose that

functions HO' H3 may be continued to complex-analytic functions on a domain QC(d),

d ~ ~ d1 . It is supposed that \lcO E [0,1]

QC(d),80 QC(d) ,80IHO{ . ; . ; cO) I + 11 VyHO{ . ; . j cO) 11 d-d 0 ~ K1 (1.23)
H

(1.24 1
)

(1.24)

Here
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(1.25)

In the terms of the decomposition Co HO = cO HO + H3 the results may be formulated in

more exact way, important for some applications (for example, to perturbed KdV

equation).

Theorem 1.1. Let the conmtions (1.20) - (1.25) hold together with

d d d d
I
A - K . 1 - K 1. 1,1 _ ..._ K

2
r- 1J' 1,r-1

1
<_ K1J' 1,r

ja . 2J 2 J (1.26)

dl > dl,l >... > dl,r-l > dl,r such that

moreover

(1.27)

if dH > 0 then it is required that for dc = d + dl - 1 - dH
0 weak in2) Pdc

solutions of (1.19) with initial conmtions in an arbitrary set O('['n x {O} x {O}, D, ~)

exist for some time T = T(D) > a and stay inside a set O('['n x {a} x {al, K4, J{)
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Then there exist integer jl' MI such that if a condition

(1.28)

is satisfied, then for sufficiently small EO> 0 there exist Da > 0 sufficiently small and

independen.t on EO (see (1.13), (1.14)), a Borel subset BE C8 0 and analytic embeddings
o

with the following properties:

a) mes BEo [I] ~ mes 00 (EO~ 0)

uniformly with respect to I E .7;

b) the mapping

is Lipschitz and is dose to the mapping

EO(q,w,I) H l (q) ,
(w,I)

(1.29)

(1.30)
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(q, w,I) H (q,0,0) E JId .
_ e

Ve< 1/3 ,

Vp< 1/3;

(1.31)

E

e) every torus L° (Tll) 1 (61,1) E BE 1 is invariant for the equatiollS (1.19) and is
(61,1) °

cO \ Co I
filled with weak in Pd solutions of the form z (t) = L (q + 61 t) 1 q ETn ,

I I (61,1)
61 = 61 (w,.I,Eo)E~ and

I 1/3
Iw-w I <Ce .- ° ' (1.32)

e
then all Liapunow exponents of the solutions z O(t) are equal to zero.

Statement 1.2. Under the assumptions of Theorem 1.1 a sharper form of estimates (1.31),

(1.32) is tnl:e:
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. [0 Co ]diS\ 1: (q; w,I), 1: (qjw,l) ~ C EO I (1.33)

(1.34)

Remarks.

1) For a rather general theorem applicable to verify the assumption 2) of Theorem 1.1

see [K].

2) For a discussion of a8sumptions (1.23) - (1.25) see § 7.1 below.
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2. Proof of Theorem 1.1

We extend the sealar product <',' > to abilinear over ce map yC x yC --+ CD and

denote by f(Ys c i Ys c) a subspace of operators L E..t(~ ; Ys c) symmetric with
1 2 1 2

respect to <.,. > , Le. < Ly1' Y2 > = < Y1' LY2> \/yl' Y2 EY~ . We denote

NO = N U{O} . We ahall use the following domains in cen
/ 2W" ll.n, PB and Psc :

U(0) = {{ E etn/ 211" Zn I IIm {I < o},

OC({O,{1'{2; Psc) = U(eO) x O(e l' cen) x O({2' YaC) .

Let us fix some

f* E (0,1],

( -2 -2 )and set 10 =2 1 +2 +... ,

1
PE (0, !) (2.1)

{
0 m = 0e - ,

m - (-2 -2) -1 >1 + ... + m 10 ,m _ 1 ,
(2.2)

(2.3)

We shall need some subdomains of U and 0 c. For trus end let UB setm m .
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1:j _~ 1: +i 1: O<_J'<_5um - 6 um 6 um+1 '

015
( SO 0 = 0 > 0 > ... > 0 ), and denotem m m m

.° jc = Oc( 0 j (2-jc )2/3 (2-jc )1/3. 71 c) U j = U( 0 j).
m m' m ' m J Td J m m

(2.4)

If cO« I then 2-
j
cm > cm+l' j = I , ... ,5, and so the domains 0m

jc
are neigh-

c c lc 5c c
bourhoods of 0m+l' 0m ) 0m ) ... ) 0m ) 0m+l .

We denote by C, Cl' C2' ... different positive constants independent of Co and m; by

C2C(m), Cl(m), ... different functions of m of the form C(m) = Clm ; by Ce(m),

Cle(m), ... different functions of the form exp C(m) . By C*, C*1' ... , C*(m) ,

C*l(m),... we denote fixed constants and functions of the form C(m). Let us mention

that V C(rri) , V Ce(m) and V (J > 0

C(m) ~ e:" Vm, if Co « I .

Let m E NO and 8m be a Borel subset of 80 = 00 )( J such that

VI E J. (2.5)

Here K6 = mes 00 and 7* aB in (2.1).

We shall denote a pair (w,I) E Sm by (j and shall omit dependence of functions and sets

on the parameter cO. All estimates will be uniform with respect to cO E [0,1] .
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At domain 0 c let ua consider a hamiltonian depending on the parameter B E 8 ;m m

Here the function H3 ia the same aa in (1.24) and

the operator Am(q;6) ia equal to A(B) + A~(q;B) and

(2.8)

1 ± ±A (q;B) <po = ß. (q;B) <po
m J JID. J

Vj , (2.9)

(2.10)

We suppose that Hm E .A~ (O~jCV) a.nd
m

oC·s
IH I m' m <C ( ) =K m+1m _*ID_ 7 , (2.11)

(2.12)

Far m = 0 the hamiltanian B 0 in (1.18) haa a form (2.6) with AO(w,I) == w , A5 == 0

and the assumptiOnB (2.11), (2.12) are fulfilled by the theorem's assumptians.
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Hamiltonian equations with the hamiltonian eNm have a form.

For m = 0, these equations coincide with the equations (1.19).

The theorem will be proved via KAM-procedure. For m = 0,1,2,... we shall construct

canonical transformation Sm: 0m+1 --+ 0m which is well-defined for 0 E Bm+ 1 and

transforms the equations (2.13) - (2.15) into Hamiltonian equations in 0m+l with a

ha.miltonian of form (2.6) with m:= m + 1 . For BE 8 = na the limit transfor-Co m

Co .
mation 1: :So 0 SI 0 ... transfarms equations (1.19) lnto an equation in a set

no = Tn )( {o} )( {o} . The last one has solutions (q + tA (8),0,0), A = lim A ,m (D m m

q E T n . So for BEB equation (1.19) has desired quasiperiodie solutions of a formCo

[O(lIo + tAro' °,0) .

Let us extract from H a linear on { and quadratic on y part:m

Hm(q,{,y;6) = hq(qjB) +{ .h1{(q;B) + < y,hY(qjB) > +

+ < y,hYY(q;O)y > + H3m(q,{,YjO) , (2.16)
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(2.17)

Here hq E ~, h1e E (n, hYEyC and hYY is an operator in the scale {Ys}' We may

vary Hm on a constant depending on {} and 80 may suppose that

Here and in what follows

Jf(q) dq/(2;~f = (27r)-n J f(q) dq

Tn

for an arbitrary vector-valued function integrable on T n . Let us define a function

hoe(O) = J h1e(q;O)dq/(27r)n and set

(2.18)

A = A + c hO~m+l m m (2.19)

and rearrange the terms of ß m in the following way:

Here

I . 1
HOrn = ~ . Am+1({}) + 2< Am(q;{})y,y > I H3m = Hm - H2m,

H2m = h
q + e.he+ < y,hY> + < y,hYYy > .

(2.20)
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Lemma 2.1. If Co « 1 then

a) (2.21)

b)

U 8
IIhYYl1 m' m ~ C (m) c-2/ 3 j

d d-d ° * m, H

c) if in (2.11) K7 » 1 then

(2.24)

d)

e) (2.26)

Proof.

a) The estimate (2.21) results from (2.11) because hq(qjB) = Hm(q,O,O;B) . To

estimate the mapping h1{ let us define a function of an argument z E(, Iz I < cm2/3 :
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For (2.11) its module is no greater than C*(m) and for the Cauchy estimate its derivative

at zero is no greater than cm2/3 C*(m) . So Ie. h1e(q;9) 1 ~ E:m2/3 C*(m) VI e1 ~ 1

and 1h1e
I" ~ crn2/3 C*(m) . Ey considering a function

z --+ Hm(q,ze,O;91) - Hm(q,ze,O;92) , one can get an analogous estimate for the Lipschitz

constant on O. So Ih1{ IUm,8m 5 Em
2/ 3 C*(m) . FlOm this estimates results (2.22).

The estimate (2.23) results from (2.12) with y =°.

b) Let us consider a map

Z H VyHm(q,O,zy;O) , (2.27)

( 11 y 11 d ~ 1)". Its derivative at zero is equal to hYY(q;9)y . So by (2.12) and Cauchy esti­

mate

The last estimate implies (2.24). The inclusion hYYE f(Yd;Yd-d~) resu1ts from the

general fact that Hessian of a function is a symmetric linear operator.

c) Let f) = (q,e,y) E0m~1 and v = cm
P/ 3 . Then (q,(z/v)2e ,(z/v)y) E 0rnc for

z E CV, 1z 1 ~ 1 . Let us consider a function z --+ Hm(q,(z/v)2e, (z/v)y;9) and its Taylor
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series at zero:

if K7 >> 1 . In a similar way one can estimate a Lipschitz constant of H3m .

To estimate V H3 let us consider a mapy m

z 2 z I I C
Z --+ V H (q,(-) e, (-)y;O) = hO + h1 z + ... EY O.

y m v v d-d
H

A similar estimate is true for the Lipschitz constant, so (2.25) is proved.

d) The analyticity of the functions is eviden1. Their real-valuedness for real (q,e ,y)

results !rom the real-valuedness of Jr(m .
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e) The estimate reaults from (2.8), (2.19), (2.22).

Let us consider an auxiliary hamiltonian €'mF,

F = ß(q;B) + e.t(q;B) + < Y, fY(q;O) > + < Y, rYY(q;B)y > ,

and the correaponding Hamiltonian equations

•

l:=-E VF
~ m q , y = E JV F.m y (2.28)

A ßow of these equations consists of canonical transformations {st} of the phase space

(see [1], Theorem 2.4). Let UB set S = SI and denote (q,e,y) = ~ . Then
m

Here {".} is a Poisson bracketj see [1], Proposition 4.3. So if ~,Sm(~) E Dm ' then by

(1.24'), (2.20) and (2.25)

, ,
Hm(Sm(~)) = HOm(~) + Em(H2m(~) + {F(~), HOm(~)}) +

(we omit the parmeter B) . As
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then we may denote

lJ 'lJ
---, = l w. 7J(J.
lJw J qj

(2.29)

and rewrite R m 0 Sm as folIows:

....1' I ,- e. ur' / lJw - < y, OfY/ 8w > - < y,( Ofyy/ 8w )y > +

(2.30)

We try to find a transformation Sm such that the contents of the square brackets is

O(€~) . For this end we have to find f q, f e, f Y, f YY solving homological equations:

(2.31)

,
Ofy/ 8w -Am((J)JfY= hY(q;B) J

,
Ofyy/ lJw + fYYJ Am - AmJ f!Y = hYY(q;B) -

- ~hYY(q;B) + !~ .VqAm(q;B) .

Here ~hYY is an admissible dispanty.

(2.32)

(2.33)
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Lemma 2.2. If Co «1 then there exists a Borel subset Bm+1 ( Bm such that

VI (2.34)

and for all () E Bm+1

a)

b)

U 1 8 U 1 8
Ifll m J m+l ~ C(m), I~ I m I m+l ~ c

m
2/ 3 C(m); (2.35)

equation (2.32) has an analytical solution fY E A~ (U 2; Y~--d 0 + d ) and
m+l m H 1

(2.36)

c) there 'exist ~hYY E ""': (U 2; .zB(Yd' Y 0)) such that
m+l m d-d

H

(2.37)

(2.38)

equation (2.33) has a solution fYY belonging to the same class as ~hYY ,
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U 2 8
Il fYY11 m' m+1 <Ce(m) (.-2/3

a ,a + L1d - m

(here ~d = d! - dH
0 - 1) and

Va E [- d - L1d,d] , (2.39)

A proof of the lemma is given below in § 3.

Let us denote

(2.40)

C 8 CIIJI:P)( O~p, (f),B) Hf),

(f),O) HO,

(2.41)

(2.42)

let TIq, TIe,' TIy be projectors of pC = (<cn/ 2r 7I.n) )( <cn )( yC on the first, second and

third term respectively and let Sm be a time one shift along the trajectories of the system

(2.28).

Let dc = d + d! - d~ -1 and 0 Cd = 0 c n JI~ with the norm dist d . 0 C d is
m, c m c c m, c

dense in O~ and is unbounded in jI~c'

We may identify the torus '['n with a measurable subset T(n) C~,
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(the map Tn
----t T(n) ia one-to-onet measurable and diseontinuous), and may identify

p with a subset T(n) )( ~ )( Y of E = R2n )( Y . The identifications depend on a ehoiee

of T(n) , but if dist p(f)1'f)2) < lr then the point in E corresponding to f)1 - f)2 does

not depend on T(n). We ahall use these identifieationa and treat a differenee of two elose

jI-valued (or '['n-valued) maps as a E-valued ( If'-valued) map.

Lemma 2.3. If c:o « 1 then

a) (2.43)

and

05e)( 8 Lip

IS - rr I m m+l' <c: P .
m !I E d - m

e

More precisely,

(2.44)

°Sc )( 8 Lip
ITI

q
0 (Sm - TI p) I m m+l' ~ C(m) c~/3 , (2.45)

OSe x 8 ,Lip
IIrr 0 (S - rr )11 m m+l <Ce(m) c: 2/3 . (2.47)

Y m p d e - m

b) A reatriction of Sm on 0m+l ia a eanonical transformation whieh transforms

equations (2.13) - (2.15) on the domain 0m into Hamiltonian equations with a hamil-
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tonian Jrm+ 1 of the form (2.6) with m:= m +1 on the domain 0m+1 .

The lemma is proved in § 5.

Let us set Beo = nBm . Then Beo is a Borel set. For the definition of iO and em (see

(2.2)) and for (2.5)

For () E Be and r, N E No let us set
o

VI E J. (2.48)

~r
and let us set L be equal to the identical map of 0rc .

r

Lemma 2.4. For all r, m ~ 0

r Oe)( 8 ,Lip

I ~ -II I r+m,dc m+1 <3eP
l 71 E - r 'r+m tT d c

(2.49)

(2.50)

Proof. Let us denote the l.h.s. in (2.50) by Dr~m' One may rewrite the identity

r r+ 1l (l)jB) = Sr( 1: (l)j8);8) in a form
r+m r+m
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r r+ 1 r+ 1
1: - n 71 = (Sr - n 71) 0 ( l x Ila) +-l -n 71 .

r+m;r ;r r+m r+m;r

So by (2.44) we get an estimate

D r <cl! (Dr+ 1 + 2) + Dr+ 1 .
r+m - r r+m r+m

As D~t: =0,then the lemma's assertion results by "the induction. _

(2.51)

Let us denote TOn = T n
x {O} )( {O} and "O~ = U( 0012) )( {O} )( {O} ( JI~ . Then

Ton ( 0 c and 0 c lies in 0 c for every m >1 aB 0 > ~ 00 Vm.m m m - m ~

m
Lemma 2.5. If Co « 1 then Vm E NO the maps 1: :"oC )( B --+ JI~

m+N m Co c

(N --> lD) converge to a map 1: m : Oc x 8 --> p~ such that
m m Co C

a)
m

for every B the map l (.; B) : 0 c --+ J'dc ia complex-analyticalj
m m c

b)
m "p m

1: (. j B) 0 1: (. j B) = 1: (.; B) j Va ~ m ~ p, VB EBcp m m 0
(2.52)

C) (2.53)

(2.54)
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(2.55)

m
Proof. Let {Ja E 0 c and for j ~ 1 let f). = l .(f)a;6) . Then by (2.44), (2.50)

CD J m+J

So the sequence {f).} is fundamental and converges to a point f) E Jldc . The r.h.s. of
J m c

m
the last estimate does not depend on Da' So the sequence {l (. j tJ)} converges

m+N
m m

uniformly in O~ to an analytical map l ('; 0) : O~ --+ JI~c' l (DOjtJ) = D(]) . The re-
m CD

lations (2.52) take place and the items a), b) are proved.

The estimate (2.53) results frOID (2.50) by going to a limit.

To prove (2'.54), (2.55) let us take f) E OC and set f)ID+N+l = D)
CD

rj \ j (m+N+l) c V' [ ] nlT = L f) ;tJ E O. J E ID , m + N [NO .
m+N+l J

Then ~ = S/~+lil.J) and by (2.47)

m~j~m+N.
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As IVJm+N+l = 0 ,then IIIVJmlld ~ E:!:..+l/3 . So
c

IIrr 0 1: m . (~;O)lld ~ E:mP+l/3 and by going to limit when m -+ m one gets
y m+N+1 c

(2.54).

Estimate (2.55) results from (2.46) because for the last
. '+1

Iß~rrl ~ Iß~rr I + Ce(j) Ej .•

As AO(""I) == '" then by (2.19) with m = 0 , 1, ... , r - 1

(2.56)

Here the vector-function h~{ corresponds to the hamiltonian Jrm with m = j . So

(2.57)

the maps Ar: BE --+ Rn (r --+ m) converge to a Lipschitz one
o

(2.58)

and by (2.57)

(2.59)

Let us fix ~o E 8
EO

and denote "'m = Am(Oo)' m ~ CD • Then by (2.56), (2.57)
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I"'m - "'m+p I ~ C(m) cm1/3 Vm, Vp ~ 1 .

I

Let us consider a curve t H fJoo(t) = (CIo + twoo'O,O) ,°~ t ~ 1 , on the torus
m

TOn = Tn
x {O} )( {O} . The map l (. j 80)' m ~ °,transforms it into a curve

00

ij (t) = (qm(t),em(t),y (t)) E 0 . Hy the estimates (2.53) - (2.55)m m m .

The cases dH > 0 and dH ~ °roust be considered separately.

(2.60)

(2.61)

(2.62)

(2.63)

A) dH > 0. For the assumption 2) of Theorem 1.1 system (2.13) - (2.15) with hamil­

tonian tR0 and initial condition ijO(O) E Pd has a weak in Pd solution
c c

fJO(t), °~ t ~ T , and IeO(t) I + l!yO(t)!Id ~ Cl' Let {fJN°= (q~(t), e~(t),
c

y~(t)) IN = 1,2,... } be a sequence of strong in Pd solutions which converge to ijO in
C

Pd . Then
c

(2.64)

for some C2 and for all 0 ~ t 5 TO= min {T,l} .
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o
The canonical transformation (I )-1 transfarms f)~ into a strang in JId solution

m

f)~ = (q~(t), e~(t), y~(t)) of a system wiih Hamiltonian tHm' N = 1 ,2 ...

o
The solution f)~(t) is well~efined while f)~(t) stays inside domain l m(Om) • i.e. for

t E [O,TmNJ with some TmN:S Ta . When N~ CD the solutions converge to a weak

solution ~m(t) . As d + dH ~ dc ' then by (2.64) and (2.50) with r = 0

As ~m(O) = ~m(O) , then by (2.61) - (2.63) with t = 0

Vm,N. (2.65)

(2.66)

for N ~ Nm » 1 . For 0 ~ t ~ TmN one gets from the equation (2.15) an identity

(2.67)

As the operator J Am(q) is antiselfadjoint in Yd then < J Am y~, Y~ > d =0 . So by

(2.12), (1.24) and (2.65) we have for y~(t) E Dm
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(2.68)

In a similar way by (2.13), (2.14), (2.14 ') and (2.66) we get es'timates on {(t), q(t) :

(2.69)

So the solution Q~ stays inside Dm nD~c for 0 ~ t ~ Cl 1 (Le. one may take

TmN = Cil ) and for such a "t" estimates (2.68), (2.69) are valid for Qm(t) , tao. For

the inequalities (2.61) - (2.63), (2.68), (2.69) and (2.60) distd (QID(t), Qm(t)) ~ C E!:t
o

Vo ~ t ~ Cl l . The mapping 1: (. i 0) : IId ---+ IId is Lipschitz by Lemma 2.4. So
m

distd (QO(t), QO(t)) ~ C' ef:t Vt E [O,Cl 1] for arbitrary m. Hence QO = QO and
ol (lJm(t);O) is a weak in JId solution of the initial Hamiltonian system.
m

B) dH ~ 0 . Let Q(t) be same strang solution of the system with hamiltonian eNm I

staying inside Dm nDm lc for 0 ~ t ~ T . Taking the inner product in Yd of equation

(2.15) by y,(t) we abtain
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Ur lIy(t)lI~ = Em < J VyHm, y > d + < J VyH
3
, y > d ~

~ EllYlld11vyHmll d + IIYlld K 1 (lIyll~+ IeI) ,

and lIy(t)lId ~ lIy(o)ll d + ~ t Ern1/3 for °~ t ~ T . Hy equations (2.13), (2.14) we have

So if

(2.70)

then the solution f)(t) stays inside Dm nDm1c for °~ t ~ 1 . If f)ID(t) is a weak

solution of equations with hamiltonian B m and f)m(O) = tJm(O) , then (2.70) is true by

(2.61) - (2.63) with t = 0 . So by Theorem 3.1 from [1] solution ~m(t) exists for

°~ t ~ 1 and for this solution estimates (2.68), (2.69) take place. So as in the case A) we

o
see that ~O(t):: tJ°(t) ,Le. 1: (~m(t)j(J) is a weak in JId solution.

m

Now the assertions b) - c) of the theorem are proved by settin"g

Co 01: (q;B) = 1: (q,O,O;B), because estimate (1.31) results from (2.53) and (1.32) results
m

from (2.59).

In order to prove the assertion a), we set in (2.1) ;* = ;*(M)~ 0 ,where M is a

natural parameter tending to infinity. Assertions b) - c) are valid for Co = cO(M) > 0 ,

and we mayassume that cO(M) ~°.Then by (2.48) for cO E (cO(M + 1), cO(M)]
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mes nO- mes Bc [I] ~ i*(M) '0 and the assertion is proved.
o

For to prove assertion d) let us mention that Liapunov exponents are stable under a change

of phase vanable. So exponents of a solution ~O(t) of equations (2.13) - (2.15) with

o -1
m = 0 are. equal to ones of the solution ~ (t) = ( \ ) ~O(t) of the equations withm . L m

m = m . Let 6T) = (oq, oe J oy)( t) be a strong solution oI the variational equations for

(2.13) - (2.15) along ~m(t):

oy = J [Am(qm(t))oy + (oq . Vq Am(qm(t)))y +

+ Vy(cmHm + H3)(~m(t))*( 61))] .

Taking the·inner product in Ed of these equations with 61)(t) we get an inequality:

The same is true after the change t --+ - t . So modules of the exponents of variational

equations do not exceed cm
P . As m ia arbitrary, they are equal to zero.
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3. Proof of Lemma 2.2 (solving of homological equations)

In § 3 - 5 we write c,6 instead of crn' 6rn and sometimes we omit the argument

B for functions and maps. In the deductions of estimates, we use systematically the

conditions ·co« 1, 6a « 1. We denote ll~ ="g8 \ {O}, llO = II \ {O}.

The assertions of the lemma will be proved for Sm+l = Sm \ (8
1 U8

2 U8 3) ,

where sP are Borel sets, and for p = 1,2,3

By (2.8) the map

1

Sm [I] 3 WH W = Am+1(w,I)

VI. (3.1)

(3.2)

for all I ·is a Lipschitz homeomorphism , changing the Lebesgue measure by a

factor no greater than two. I.e. for every Borel subset n( Sm [I]

12 mes n ~ mes Am+1(0,1) ~ 2 mes 0

(see Appendix C, Treorem CI). Besides,

(3.3 1
)

(3.3)
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SI = u{S/ Is E 71.0n} , S~ = {OE Sm I 1101 ' (li) . si ~

~ [(m+l)2 Isl n C]-1},

mes 8
1

[I] ~ l mes 8~ [I] ~
sEllg

~ 2 l mes {'" I 1'" I . si ~ (m + 1)-2 1s I-n C-1} ~
sEllg

(3.4)

and eondition (3.1) ia satisfied if C» 1 . For () E Sm \ 81 , q E Um1 , the

solutions of equations (2.31) are given by eonvergent trigonometrie series and satisfy

the estimates (2.35) (see [A, Sec. 4.2] and Lemmas BI, B2 in Appendix B below).

We turn to ,the equation (2.33) (a proof of the assertion b) on the equation (2.32) is

mueh simpler, a sketch of it ia given at the end of the section). For j E llO we set

wj = (rp 1j I + (sgn j)i rp 1j 1) / ..[2 .

Then {wj '\ ~ jj) I j E 71.0} is a Hilbert basis of aspace YsC , s EIR . For complex

numbers X,, j E llO ' we denote by diag (X·) an operator in yC whieh maps w· to
J J J
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x·w. Vj E 110 . In particular by (2.9)
J J

J Am(q;8) = diag (L\ j(qj8)) (3.5)

with ~j(q;(J) = ~j(w) + ßjm.(qj8) Vj E 110 . Here for j E IN )._j(w) = - ).j(w) ,

ß_jm(qj8) = - ßjm(q;8) . By (2.10) and (1.27) Vj E 710

(3.6)

(here ~jO =:= J.iwo) ) . Let us choose functions bj(qjB), j E [N (see (2.37), (2.38)),

aB folIows:

bj(q;{}) =! 1: < (!~ .Vq Am+l + hYY) lJ'j 'lJ'j >
u=±

and define an operator

(2.10), (2.35)

AhYY , ~hYY cp.± = b.(q) cp.± Vj E lN . By (2.24) and
J J J

Vj E lN . (3.7)

So operator AhYY satisfies (2.37), (2.38).

Let us denote h1YY(q;{}) = hYY +!~ .Vq Am -l1hYY . Then by (2.24), (2.35) and

(3.7)
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u 1 8
IIh1YYII m' m+1 ~ C(m} E -2/3

d I d-d~ m

As operators J and Am commute we may write equation (2.33) as follows:

(3.8)

(3.9)

Let us fix for a moment same functions W.(q;O), j E 710 ' such that W. == - W "
J J -J

and

U 1 8
W.E.A~ (Um

1 j(),IW
J
.1 m' m+1~C(m)

J m+1

(they will be chosen later) and denote W(q;O) = diag(exp i Wj(q;9)) . Then

-L- W±1(q;9) = ± diag (i -L- W.(q,O)) W±l(q;O) .
Ow Ow J

So if we substitute into (3.9)

fYY = WFYY W-1 , h1yy = WHYY W-1 ,

then by (3.5) we get for FYY an equation

(3.10)

(3.11)

-L- FYY + [FYY , diag (i (A ~ - -L- w.))] = HYY . (3.12)
Ow J 8w J

Let us take functions Wk be solutions of equations
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(3.13)

If BE 8m \ 81 then the equations (3.13) may be solved ~t aa equations (2.31)

and by (3.6) estimates (3.10) take place for the solutions W j , j E RO. By (3.10),

1

(3.11) 11'II~m~8m+l_norms of operators hIyy and HIT ,fYY and FYY differ,
by a factor no greater than Ce(m). Thus to get estimate (2.39) for a solution of

(2.33) is equivalent to get it for one of (3.12).

Let us mention that a matrix {Fjk} of operator FYY in the basis {Wj 1 j E RO}

is equal to .Fjk = < FYY Wk ' W_j > and the same is true for a matrix {Hjk} of

operator HYY. So we may· apply quadratic forms corresponding to the operators in

l.h.s. and r.h.s. of (3.12) to vectors Wk J W_j and get equations on the matrix

elements Fjk(qjB):

~

For a vector-function f(q) , q E Tn , we denote by f (s) , s E Rn , its Fourier
~ .

coefficients: f(q) = 1: f (8) e1q . s . By (3.8) and Lemma BI

8 L'
IlliYY(s)1I m+1' 0Ip ~ Ce(m) e -2/3e-5/6 01 si. (3.15)

d J d-dH m

For the diagonal elements {h~.} of the matrix of operator h1yy we have:
JJ
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1 ( lyy() + + hlyy() - - )
= ~ < h q 'PI j I ,'PI j I > + < q 'Pljl ,'Pljl > .

So by the definitions of the functions bj and opera.tor hlyy , hL(q) :: 0 'TIj a.nd

the same ia true for the operator HYY:

H..(q;B) :: 0
JJ

Vj (3.17)

By (3.17) equations (3.14) are equivalent to the following relations on Fourier co­

efficients:

H k=j,
Hkfj·

-""""
Let us choose F kk(s) :: 0 Vk E 710 and denote

I I I

. { i( tU • S - A . + Ak) , j *k ,
D(k,J,s;B) = . . _ k J

1 , J - .

Then

-"""" -"""" -1.
F k/s) = H kj(s;B) D (k,J,s;B). (3.18)

Lemma 3.1. There exists a Borel subset 82 (Sm with the property (3.1) and a

constant c > 0 such that if EO<< 1 and 6a << 1 then for an
BE Sm \ (Sl U82

) and for an j,k E 7/.0 ' j f k , 8 E Hn the following estimate

takes place:



-44-

-1. Sm \ S2,Lip
ID (k,j,s;,) I ~

~ C(m)(1 + IS 1)2C+1(1 + I~kO - ~jO I)~1 .

The proof is given in § 4 below.

For a map g(k,p) , g : 710 )( P ----t ( ,where P is an abstract set, we denote

Ig(k,p) I;r(k) = (1: Ig(k,p) Ir)l/r

kE1l0

and treat g as a map from P to ,r(71
0
).

(3.19)

We have to estimate the norm of operator FYY(q;O) . By Lemmas B 1, B 2 this is

equivalent to estimate the operator norms of Fourier coefficients FYY(s) . For this

end we:

(1) estimate matrix coefficients Hk'(S) of operator üYY(s) ,
/'." j

(2) estimate coefficients F k'(s) via the relation (3.18);
j /'."

(3) estimate the norm of a matrix FYY(s) via coefficients F k/s} .

Step (1) is rather simple. Indeed, the matrix of operator üYY(s): Y~ ----t Y~-d0
H

with respect to basises {~k(-d)Wk Ik E 1l0} CY~ ,

o 0
(-d+dH) c (-d+dH) /'." (-d)

{~k wk Ik E 1l0} CYd-d~ is equal to {~k H kj(s) ~j } . So

by Lemma B1 Vj E 110
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~ C(m) (.-2/3 e-5/6 01 8 1 .

Step (2) results from (3.18) and Lemma 3.1:

(3.20)

(3.21)

For Step (3) we have to glue the estimates (3.20), (3.21) in order to obtain esti­

mates on yYY(s) and FYY(q). The operator yYY(s) from the space Y~ with

the basis {A.(-d)w.} into the space y d
C ,d = d - d~ + d1 - 1 , with the basis

J J c C

(-d )
{A. c w.} has a matrix

J J

(3.22)

Let us denote by 'Kk,j (j,k E 110) a function 'Kk,j = 1 - 0k,j . Then for (3.21) we

have a trivial estimate for ,1-norm of the column number j and its Lipschitz

coefficient:

(3.23)
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For to estimate the r.h.s. we need the following statement:

Lemma 3.2. If jl in (1.28) is 1arge enough then Vj, kEIN

If j > k > 0 then

(3.25)

!:!:QQf. For j = k the inequalities (3.24) are evident. So we may suppose that

j > k . Then for the assumption (1.26)

r-l d d d d

I~(. k) I <C \ (. 1,1 - k 1,1) + K . l,r + K k l,r <
J, - L J IJ 1 -

1=1

d d d d d d
<C (.)(. l_ k 1)+K . l,r+ K k 1,r<C (.)(.1_ k 1)
- IJ J 1 J 1 - 2 J J

and Cl(j) , C2(j) --t 0 as j --+ CD (one has to mention that

d d d d d -1 d d--d
. 1 k 1 >. 1 (. 1) 1 >C . 1 d (' 1 k 1). 1,r (J. --->. In)J - _ J - J - _ J an so J - J --+ CD - ------, UoI

because d1,r < d1 - 1) . Now the estimate (3.24) is proved for j greater than some
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C* . For j, k ~ C* it is true with some Cl» 1 because

inf { 1~ jO - ~kO I 11 ~ k < j ~ C*} > 0 for the aBsumption (1.28) with s = 0 and

- t'k = ~ = 1 (one has to take j1 ~ C* ).

Inequality (3.25) results from (3.24) . •

For this lemma

After a substitution k = 1j 1y one can estimate the sums in the r.h.5. via integrals.

So

Ey (3.20), (3.23) and for the last estimate , / I-norm of the column number j of

the matrix (3.22) and its Lipschitz constant are no greater than

For / I-norm of the row number k of the matrix (3.22) and its Lipschitz constant

we have an estimate:

(dc) " (--<I) Bm+1,Lip
1 Ak F k'(5) ;\. 1 1 <

J J I (j) -
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d-dH
O-1 ...-... 1-d 8 ,Lip

~ C Tl I Ik I H .(s) Ij I I m
kJ / 2(j)

d1

I 1:k · Ik I I
~ /2(j)

(3.26)

c
As HYY(q) E f(Yd;Y 0) then by the interpolation theorem (Corollary A2)

d-dH

and for the conjugate operator (HYY)* one has an estimate

Thus Vs,k

(3.27)

and the first factor in the r.h.s. in (3.26) is estimated. For the second one the

following estimate is true:
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1-1 k 1-1

f
Ik l-1

For it and for (3.26), (3.27) ,I-norm of the row number k is bounded above by

the constant L2 = C2(m) Tl e-2/3exp - ~ 61 s 1.

~

So the matrix (3.22) of the operator F YY(s) : Yd--+ Yd has columns and rows
. c

bounded in, ,I-norm together with their Lipschitz constants by max(Ll'L2).

Hence the norm of the operator is bounded by the same constantj for thiB classical

result see [HLP, Chap. 8] or [HS]. We have got an estimate

~ 8 ,Lip / /
11 F JJ (s)ll

d
ID!l ~ C(m) Tl e-2 3e-5 6 15 Isl . By it and Lemma B2
, c

because the norm of fYY is equivalent to the norm of FYY up to a factor Ce(m).

So (2.39) is proved for a = d . The estimate (2.40) results from the equality (2.33)

and from estimate (3.28).

The symmetry of the operators FYY and fYY results from the one of the Fourier

coefficients' FYY(s) (formula (3.18)). For q E Tn the operator fYY(q) is real, i.e.

it maps Yd into Yd-d 0 because the operators hYY(q), q ET
n

, are real. So
H

fYY(q) E .zJ3(Y~ ; Yd) . Now the validity oI the estimate (2.39) Va E [- d ,d]
c c

results from the estimate for a = d , from the symmetry of operator fYY and inter-
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polation theorem (Corollary A2) . The aBsertion c) is proved.

We give now a sketch of a proof of tbe assertion b). Let UB substitute into (2.32)

fY = W FY , hY= WHY . Then

-.l, FY - [J A - diag [i -.l, w.]] FY = HY
8w m IJw J

or

(j",'. s) FY - diag(i ~ ~(9» FY = ßY .

Let

~ ...-... ~ ...-...
F (8) = \ F .(s)w., H (s) = \ H .(s)w.

l J J l J J
jE1l0 jEllO

Then by (3.29)

By (2.30), (3.10) and Lemma BI

(3.29)

(3.30)

For to estimate Di 1 we use an analog of Lemma 3.1 (it will be proved in § 4):
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Lemma 3.3. There exists a Borel subset 83 CSm with the property (3.1) and such

that

By equality (3.30) and estimates (3.31), (3.32)

So by Lemma B2

and the estimate (2.37) results !rom the equality (2.32).

(3.32)

•
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4. Proof of Lemmas 3.1,3.3 (estimation of small divisors)

The estimate (3.19) results easily if we prove the following one:

(4.1)

Indeed, Lip D-1 ~ (Lip D)(inf ID 1)-2 and by the estimates (3.6), (1.27)

d -1
Lip D(k,j,sj~) ~ C( Is I + 1 + max{ Ij I , Ik I} 1 ). So (4.1) and (3.25) imply

(3.19) .

We may suppose that Ij I ~ Ik I and j > 0 because

ID(k,j,s) I = ID(j,k,s) I = ID(-k,-j,--s) I . So in what follows

j>O, Ikl ~j,k:f;j.

By estimates (3.6)

(4.2)

Vj, VB (4.3)

By this estimate and (4.2), (3.25) we have for Ca' Co << 1 inequalities
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(4.4)

I I I 1 I I 1
If 21 W • si 5 I~k - ~ j I then by (4.4) ID I ~ 21~k - ~ j I ~ 41~kO - ~jO I and

the estimate (4.1) is obtained. So we may suppose below that

In particular, S f 0 . By (4.4), (4.5) and (3.24), (3.25)

d -1 I

j1 ~CIW'81,

(4.5)

(4.6)

(4.7)

(4.8)

Situations d1 = 1 and d1 > 1 have to be considered separately. We start with

more difficult one.

A) dl = l. Then in (1.25) d~ < - X and in (1.26) dl r ~ - X and,
dt,j ~ 1- X Vj for some 0 < X < t . Depending on the relation between k and

8 , we consider three cases.

(4.9)
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because Is-I ~ 1 , Ik I ~ 1 . By (4.8)

Let us take in the assumption 3) of the theorem ji ~ CI* and MI ~ 9 KI +! .
Then by (3.3), (4.3) and (1.28) with ~ = 1 , 'I k I = - sgn k (or 'j = 2 if

k = -j)

1 I

ID I ~ I Wo . S + AkO - AjO I - (9 K I + 2) Iw - Wo I -

I I

- I Ak - AkO I - I Aj - AjO I ~ KS - CIcb + 0aI .

Now the estimate (4.1) results !rom the last one because 0 5 j 5 CI* J

Ikl 5 (18 K1)I/X.

m
A2) Isi> 9 K1k-X + !, Ik I 5 C*3(m) Isl O. Here mo ~ X-l(n + 3) and a

function C*3(m) will be chosen later. By (3.6) and (1.27) Lip
I I

(Ak-Aj)53Kllkl-X if 60 «1.80

Let
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and

,
8 (k,j,s) = {() E 8m I ID(k,j,sj(}) I ~ T} ,

We shall construct a set 82 aa 82 = 82,1 U 82,2 (a set 82,2 will be defined

later). Therefore, if () i 82 then () ~ 82,1 and ID I ~ T . So (4.1) is true.

We have to estimate mes 82,1 [I] . For this end we estimate mes 8' (k,j,s) [I] .
" ,

By the estimate (3.3 ) mes 8 (k,j,s) [I] ~ 2 mes n (k,j,s) [I] . Here, ,
n (k,j,s) [I] is the image of the set 8 (k,j,s) [I] under the map (3.2). For to,
estimate mes n [I] it is enough to estimate one-dimensional Lebesque measure of, , ,
the intersection of n [I] wilh an arbitrary line of a form {w = w (1) =

11 + t s Is I~11 1 E IR} , 11 E IR
n

. The set of "1" corresponding to this intersection is

contained in a set

, , ,
{tl -T ~ r(t) ~ T}, r(t) = 1/' s + tlsl+ (~k -~j)(w (t)) (4.11)

By (3.3) Lip (w : w' H w) ~! if Co «1 VI E J. So by (4.10)

, " 1 1
Lip(tH(~k-~j)(w (t))~2Isl-4·Hencefor t1 >t2

, , ,
r(t1) - r(t2) ~ Ia I(tl - t2) - I(~k - ~ j )(w (t1))-

, , , 1 1
-(~k -~j)(w (t2)) I ~ It l - 12 1 (2 1s1 + 4)
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-1
and the measure of the set (4.11) is not greater than 2T(! Isl +~) . Since the set

I

n [I] is bounded and the vector Tl may be chosen orbitrarily, we have by Fatou

lemma: mes n' (k,j,s) [I] ~ CT( Is I + 1)-1 . So

2 1 I I

m~ 8 ' [I] ~ l mes 8 (k,j,s) [I] ~ 2l l mes n (k,j,s) [I] .
k, Ls sto j, k

m
As Ik I ~ C*3(m) Isl 0 and Ij - k I ~ C11s1 , then we have no more than

m +1
C C*3(m) Is I 0 admissible pairs (j,k). As I~kO - ~jO I ~ Cis I then

1-m
T ~ C Isl 1 C*~(m) and

Therefore, under a suitable choice of the function C*4(m), depending on a choice
. 2 1

of C*3(m) , mes 8 ' [I] is no greater than one-half of the r.h.s. of (3.1) .

mOA3) Ikl ~ C*3(m) Isl ,8 f O. Then by (4.2) and (4.7) j> k> O. Hy (1.26)

(with d1 =1, d1r~-X,d1J.~1-X 'v'j=l, ... ,r-l) , (4.3) (with, ,
d1,r < - X I d~ < - X) and (4.7) we have

(4.12)
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1-vm
< -x A~O
_ C C*3 (m) 18 1 .

Let us set

(a function .C*2(m) will be chosen later) and

2 2 I I I

B' = U {O E Bm Iw (0) E n (sIN)}.

I I

Here we take the union over all s E 1l~ and N E 1l . The set n (SIN) ia empty if
1 I I n+2 1 IINI ~Clsl K2" ;by(4.7) mesn (s,N)~C(C*2(m) Isl )- .Soby(3.3)

and mes B2,~ [1] is no greater than one-half oI r.h.s. oI (3.1) if the function

C*2(m) ia ~arge enough.

If 0 t B2~~ then by (3.25) and (4.12), by the definition of n I I (sJN) and by the

inequality mO~ (n +3)/X

I I I

ID I = 1('\ j -,\ k - K2(j - k)) + (K2(j - k) - w . 8) I ~
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if C*3(m) is large enough. The inequality (4.1) for () ESm\ 82,2 results from the

last one.

Now the lemma is proved for d = 1 with 82 = 82,1 U82,2 .

B) dl > I. Let üS find X E (0,1) such that d1 - 1 > X and dl r ~ d! - 1 - X .,

By the inequality (4.6)

Let üS denote

consider two cases.

(4.13)

and

BI) j ~ j* ' Is I ~ j** . In this case the estimate (4.1) results from (4.3) and

assumption 3) of the theorem if jl ~ j* ' MI ~ j** and cO« 1 , Da « I .

,
B2) j > j* or Isi> j**. Let the sets 8 (k,j,s) and 0' (k,j,s) [I] be the same

as in the item A2) and

Then for (} E8m\82 the estimate (4.1) is true. So we have to estimate mes 82 [I] .
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By (1.27) and (3.6)

By this estimate and (3.3) we have for the function r(t) (see (4.11)):

If j > j* then by (4.13) for t 1 > t 2

if j ~ j* then Isi> j** and

So mes n
l

(k,j,s) [1] 5 ClT and mes 82
[I] ~ C 1: 1: T(k,j,s).

sfO k ,j

By (4.13) there are no more than Cis 1
2X admissible pairs (j,k); by (4.7)

IAkO - AjO I 5 Cis I . So

2 -1 1+2X-m1 Cl
mes 8 [1] ~ C 1: C*4(m) lai ~ C . (m)'

sto *4

if m1 ~ n + 2 + 2X , and the estimate (3.1) is fulfilled if C*4(m) is large enough.
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The lemma is proved.

Proof of thc Lemma 3.3. Let us define a set 8 3 as follows:

•

, l/dlHy the assumption (1.26) the set 8 is empty if Ij I ~ c Isl . Hy (1.26) and

(1.28) with a = 0, 1'1 1+ ... + I ~11 = 1 and MI large enough ,

IA j(()) I ~ C-1 Vj, (). So by (4.3) this set ia empty if s = 0 provided that

Co « 1 , 0a «1 and C*(m»> 1 . Thus we may suppose that

1/d1Ijl ~ Cisl ,s 4= o. (4.14)

As in the proof of Lemma 3.1 we get that mes 8' (j,s) [I] ~ C C*;(m) Is l-n- 2
.

So by (4.14)

. c
wesß ] C< 1: 1: n + Isl) (m)

** s4=Oj~Clsl **

and (3.1) ia true if C**(m) is large enough. If () ~ 83 then

ID I ~ C**(m)-l(l + Is I)-n-l and (3.32) is proved.
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5. Proof of Lemma 2.3 (estimation of the change of variables)

Let U8 denote by EC

8

U
, 8 EIR , u = ± , the 8pace EC = (2n x yC endowed with a,e 8 8

norm lI'II(u,8,e)'

The following assertion results hom the definition.

Lemma 5.1. For all 8 E IR the 8paces E~,:; are dual with respect to the bilinear

c cpairing < ~ , . >E : E x E --+ (

We denote by dist(s,e) ametrie in JI~ induced by 11·II(-,8,e)·

Let U8 write down the system (2.28) in a form:

f) = e e51(f)) , f) = f)(t) = (q(t), e(t), y(t)) ,

(5.1)

If Co << 1 , then for j = 1 , ... , 5
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dist (0 j+1,c 0 c \ 0 je) >C-1(m) .
(s,c) m ' m m-

By Lemma 2.2 and the Cauchy estimate

(5.2)

o 3cx8 Lip
cll3'11 m m+l' ~ Ce(m)c1/ 3 ,&d = d1 - d~ - 1 . (5.3)

(-,d + äd,c)

By (5.2) and (5.3) for 0 ~ t ~ 1 and -cO «1 the solution of (5.1) depends analy­

ticallyon f)(0) E 0m4c and stays inside 0m3c . So (2.43) is proved.

For every . f) E0;C the following estimate on a tangent map !Y* results by

Lemma 2.2:

11 II Bm+l'LiP e 1/3
c !Y*(f);') (_, a,E) , (-ta + äd,c) ~ C (m) E

(5.4)

Va E D = [-d - &d,d] .

For t E [0,1] let us set 1](t) = st*(~)1J . Then "'t) is a solution of the Cauchy

problem

1](t) = c ~*(f)(t)) "'t) , "(0) = 1/ , f)(t) = st(f)) .

By (5.4) for f) E 0m4c and a ED we get estimates:

11
t II Bm+l'LiP e 1/3

S*(f)) - Id (_, a,E) , (-,a + &d,e) ~ tC (m) E (5.5)
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and

(5.6)

The first of them results from the identity

t

7](t) - I) = E: f .1"*(~(r» 1)(r) dr
o

and the second one results from the identity

t

7](t) - I) - E:t .1"*(~)I) = E: f (.1"*(~(r» 7](t) - .1"*(~) 1) dr.
o

Let Q(t) = (q(t) , {(tl ,y(t)) be a solution of (5.1) with f)(O) = f) = (q,e,y) . Then

q(T) = € ~(q(T)) .

So II 0 ST(f)) = ST( qjB) (Le. does not depend on e and y) and by (2.35)q q

(5.7)
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By the first estimate with r =1 we get an assertion (2.45).

For y(t) we have an equation

y(t) = 2E J {YY(q(r))y + € J {Y(q(r)) . (5.8)

Let z(t) = z(t) (qjB) be a solution o{ (5.8) with zero Cauchy data. Then by (2.36),

(2.39), (2.40) and (5.7)

Vt E [0,1] . (5.9)

Let us substitute into (5.8) y(t) = z(t) + u(t) . Then

u= 2€ J {YY(q(r))u I u(O) = Y .

So u(t) = Y+ U(t)y ,here U(t) is a linear operator and by (2.39), (5.7)

(5.10)

Vt E [0,1] . (5.11)

So Sm(q,{·,y) - y = z(l) (qjB) + U(l) (qjO)y and the estimate (2.47) results from

(5.9), (5.11).

The estimate (2.46) results !rom the equation on {(t) and the estimates on

q(t) , y(t) . Now (2.44) results from (2.45) - (2.47) .
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The transformation Sm = st It = 1 is canonica.l as a shift along the trajectories of

Hamiltonian flow (see [1]) Theorem 2.4). For to investigate the transformed hamil­

tonian eN'm 0 Sm we start with an analysis of the quadratic term

2l(t) = ~ < Am(q(t)) y(t) ) y(t) > with y(t) = z(t) + u(t) = z(t) (q;O) + y +
+ U(t) (q,O)y . 1t is equal to a sum of terms of zero orderI first order and second

order on y:

21(t) = 2!O(t) + < 2!Y(t),y > + < 2!YY(t)YIY > ,

2!Y(t) (qjB) = (I + U(t))*Am(q(t)) z(t) ,

2!YY(t) (q;B) =! (I + U(t))*Am(q(t)) (I + U(t)) .

Lemma 5.2. The following estimates are valid:

I121YY(I) -21YY(O) -~~(q). Vq Am(q)­

U 4 8
- [J Am(q) , c {YY(q)] 11 m) mt! ~ Ce(m) e2/ 3 ,

d ) d-d H

(5.12)

(5.13)

(5.14)

(5.15)
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Proof. By the definition of 21YY(t) we get an equality:

1

< (2IYY(1) - 2IYY(O)) Y,Y > = ~J~ < Am(q(t)) u(t) , u(t) > dt =

o
(5.16)

t

= J< B(t) u(t) I u( t) > + ~ < (E: ~(q(t)) . VAm(q(t))) u(t) I u(t) > dt
o

with B(t) = [J Am(q(t)) , E fYY(q(t))] . By (5.7) and (2.40)

By (5.7) and (2.9), (2.10)

Now we may replace the integrand in (5.16) by its value at t = 0 and get the esti­

mate (5.13) by (5.18), (5.19) and (5.11).

For to prove (5.14) we rewrite < (mY(l) - mY(O)) , y > as follows:
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1

< (21Y(l) -21Y(O)) ,Y > = J~ < Am(q(t)) z(t) • u(t) > dt =

o
1

= J(< (~Am(q(t))) + Am (q(t)) (2 E J {YY(q(t))z + E J {Y(q(t)) , u(t) > +
o

+ < Am (q(t)) z(t) ,2 c J fYY(q(t))u(t) > ) dt .

If IlylI-d + d0 ~ 1 then by (5.12), (5.8) and estimates on fYY, fY this integral
H

differs from < J Am(q) e fY(q) , Y> by Ce(m) c , as stated in (5.14).

The last estimate of the lemma results from (5.10). •

Hy (5.12) V(21(1) -21(0)) = (21Y(1) -21Y{O)) + 2(21YY{1) -21YY{O)) Y . So we have

the following consequence from this lemma:

Corollary 5.3. For ~ E0m~1

IIVy(2t(l) -2t(O) -! < E ~(q). Vq Am(q) Y, Y>-

U c 8
- < [J Am(q) , c fYY(q)] y , y > - < J Am(q) fY(q) , y > )11 m+6' m+1 ~ E •

. d-d H

Let Sm(~)"= Q+ cQl = (l,~,y) . We write the transformed hamiltonian as follows:
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1 N N N 1
+ [2 < Am(q) y,y > - ~ < Am(q) y,y > -

- < [J Am(q) ,dYY(q)] y,y > -i < c ~(q). VqAm y,y >-

- < J Am(q) fY(q) , Y> ] 1 + E [(e1
- ~) . Am+1] 2 +

+ E[hq-~fl]3 + E[(h~ -~~). (]4-
8w 8w

- E [ <~ fY - Am J fY - hY , Y> ] 5 ­
8w

+ ((EH2m + EH3m + H3)(f) + Ef)1) - (EH2m + EH3m + H3)(f))] 7 +

3+ E[H3m]8 + H (5.20)

We denote. by I:!jH the functional in the brackets [.] j (together with the pre­

ceding factor).

Lemma 5.4. For j = 1 , ... ,8 the following estimates hold:

o c 8 ~p+1)
IIV I:! .HII m+1' m+l ~ ! C (m + 1) E (5.22)

Y J d _ d~ 8 *

Proof. We prove more complicated estimates (5.22) only.
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j 1. The estimate is contained in Corollary 5.3.

j 2. For the natural projection TI : EC 0 ---+ Y 0 we have:
y (+ ,-d + dH,c) d-dH

Iin II{+ -d +d 0 c) d _ dO ~ c-
1
/
3

.
y, H" H

By (5.6) with a = - d + d~ ED , t = 1 and by Lemma 5.1

8 ,Lip
!I{Sm - Id - c jr)*{~)11 m+1 0 ~

( + , d1-d-1,c) , (+,--d+dH,c)

~ C~{m) c
2

/
3

.

Since

(5.23)

(5.24)

and II(O,Am+ 1,O)II(+,dC-d-l,e) ~ C e
2

/
3

, then the estimate (5.22) results from

(5.23), (5.2~).

j = 7 . For arbitrary function H we have an identity:

Vy(H(~ + cf)l) - H(~)) = (VyH(~) I 1 - VyH(~)) +
~=~+cl)

+ IIy(c~l)*(~) V~H(~ + c~l) .
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So we have to estimate two terms,

(5.25)

and

(5.26)

l'tJ

for H = e(H2m + eH3m) and for H = H3 . Let UB denote f) = Sm(f)) and

mention that n 0 (f)I*(f))) (O,O,y) :: °.So. q

N N l'tJ

IIy 0 (dh*(~) V~H(~) = IIy 0 (c~l)*(~) (O,veH( ~ ),VyH(~))

and by (5.23) and (5.5) with a = - d + d~

-1/311 1 *11 8m+1' L ip
~ e (ef)) (+ J --d+dl-l,e) , (+,-d+d~,e) )(

/

N 8 ,LiP / l'tJ 8 , L iP<Ce(m) (e2 3
1
V H(f)) I m+l + el 311V H(f))11 m+l )- e y d-dl+l

(5.27)
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Let H = &(H2m + H3m) . Then the estimate (5.22) for the term (5.25) results from

(2.12), (2.44) and the Cauchy estimate. The estimate for the term (5.26) results

from (5.27), (2.11), (2.12) .

Let H = H3 . The term (5.25) is equal to

& &

I~ VyH3(~ + rlhdr = I (VyH3)*(~ + rlh~ldr
o 0

8 +1,Lip
and its 11·11· mo-norm is estimated above by

d-dH

The first facta! is no greater than C &2/3 by (1.24), (1.24') and Cauchy estimate.

The second one ia no greater than E! by (2.44) as dH 5d1 -1 . So the term (5.25)

is estimated.

The eatimate far the term (5.26) results from (5.27), (1.24), (1.24') and Cauchy

estimate because d - d1 + 1 ~ d - dH .

j = 8 . The estimate contains in Lemma 2.1, item c) . •

By the equation (5.20) and Lemma 5.4 hamiltonian ~m(Sm(f);O)jO) has a



form (2.6) with

Lemma 2.4 is proved.
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(5.28)
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6. Proof of Statement 1.2.

o E
By the definitions of maps /: and./: 0, for f) = (q,O,O) ET~

o EO °l: (1);0) = TI p(q,O,O;O) = (q,O,O) E P and l: (q;O) = l: lD(q,O,OjO) . So we have

to prove that

(6.1)

°By the prcof of Theorem 1.1 the map l is equal to
CD

(6.2)

and

(6.3)

(Lemma 2.5). The r.h.s. in (6.3) is smaller than EO if m ~ m(p) . So for to prove

(6.1) it is enough to check that

Vj ~ m(p) (6.4)
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In a similar way J

(6.5)

(see (2.56)) and Ic.h~e + c'+l h.+
oe

1 + ... I <C(j) c.1/ 3 (see (2.60) with
J J J J - J

m = j , p = lD ) • So for to get (1.34) we have to prove that

(we increase m(p) if there is need in it).

Vj ~ m(p) (6.6)

For to prove (6.4), (6.6) we shall improve the constants in the r.h.s. of the estimates

of Lemmas 2.1, 2.2. For this end we define independent on Co domains Qmc I

Q je instead of 0 e 0 jc: Q jc = O(Tn )( {O} )( {o} 0 j 71 c)m m J m mim J rd J

Q c = Q oc (see (2.4)).
m m

We shall prove by induction the following statement. Hamiltonian eNm (see (2.6))

may be written down in the domain Qmc in the following way:

(6.7)

Here the function H
3

is the same as in (1.24), H(m) E "': (QmciG:) and
m



-75-

By (2.6) and (2.7) we see that cOH(m) = cmHm on GmC . So cOH(m) is an

analytical continuation of cmHm on the domain QmC •

For m = 0 the representation (6.7) coincides with the initial one (see (1.23),

(1.24)). Let us suppose that the statement ia true for some 0 ~ m ~ m(p) - 1 . We

denote the terms cmHm , cmhq , cmh1e etc. in the decomposition (2.16) by

E:OH(m) , E:Ohq(m) ,E:oh(i) ete. and denote the eoefficients E:mß, E:mr. ete. of the

hamiltonian E:mF by Eo1m) , E:01m) ete. By repeating the proof of Lemma 2.1

we have for h1m) , h(i) ete. the estimates of the items a), b) of Lemma 2.1 with

r.h.s. replaced by Cm (we don't controll the rate of increase on m).

In particular ,

(6.9)

For H(m) we have an estimate of the form (6.8) .

By repeating the proof of Lemma 2.2 we get for 1m)' 1m) ete. the estimates of

form (2.35) - (2.40) with the r.h.s. replaced by C~. So after the analytical con­

tinuation into domain Qm3c the vector-field of equation (2.28) is no larger than

C 2 Co . So S may be (analytically) continued to a map from Q 4c into Q 3c
m m m m

and for this continuation the estimates of the item a), Lemma 2.4, are true with

3 c
r.h.s. replaced by Cm cO (and with Qm+1 d in the notations of the norms). In

I c

particular .
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(6.10)

Bence the transformed hamiltonian eNm 0 Sm may be continued to domain

Q;+l,d
c

and has there a form (6.7) with m:= m + 1 .

Now the estimates (6.4) and (6.6) result from (6.9), (6.10) with

m = 0 , 1 , ... , m(p) .
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7. Final remarks.

The assumption d~ ~ 0 (see (1.25)) means that the quadratic on y term of the

perturbation cORO is determined by a bounded operator. Trus assumption may be

somewhat changed. Indeed, the only part of the proo~where we need the asaumption

ia § 4 because for to solve the homological equations (2.32), (2.33), we perform

non-autonomous change of varibable in the phase-space Y of a form

y(q) = W(q) y(q) , q E Tn (7.1)

The operator W(q) is diagonal, W(q) = diag (exp i W}q)) , Wj is an analytical

function, Wj N tJ. ~ j ,

, '

I f 1 ntJ. A.(q) = A .(q) - ~ .(q) dq/(21f)
J J J

(7.2)

dO
(see (3.13)). By our estimates (see (2.10)) d Aj(q) is oe order j H (j ---> aJ) . So if

d~ > 0 then the change of variable (7.1) is unbounded in any complex neighbor­

hood of Tn , and our proof is spoiled.

Let fl ~j(m)(q) be fl ~j(q) corresponding to the iteration number m. Then by

(5.27) and (3.7)

d Aj(m+1)(q) = d Aj(m) + ~ L < hYY CPt ' CPt > +
O'=±
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+ lIa term of order & ~j(m) n .

So what we need indeed is not the boundedness of the quadratic term, but the boun­

dedness of t.he eigenvalues of the operator J hYY :

ll: < hYY C(Jju , C(Jju > ~ C
U=±

Vj EIN. (7.3)

So it is enough to assume the assumption (7.3) for the quadratic part of HO (see

(1.23)) and to check that (7.3) holds for hamiltonian eNm+1. provided it holds for

drm ' m = 0 , 1 ,2, .... A not complicated analysis of the terms &kH in (5.20)

shows that the last statement is true if d~ ~ ~d1 - 1) . So we have aversion of the

theorem. We formulate it in a case d1 > 1 only:

Statement 7.1. The aBsertions of Theorem 1.1 are true if dH > 0 , d1 > 1 and

instead of (1.25) the following two assumptions hold for some 6 > 0 :

I ' (V ( . )) I U U IU( o),Lip <L < yHO ·,O,O,·,eo * y C(Jj ,C(Jj > - K1
q=±

Vj = 1 ,2,3 , ....

7.2 On the reducibility of variational equations.

In the statement of Theorem 1.1 we made no use of the estimates (2.9). (2.10),

(2.24) on the quadratic on y part of hamiltonian ß m . These estimates allow UB to
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C
prove that the variational equations for (1.19) along solutions z O(t) are reducible

to the constant coefficient ones (this reducibility is a typica1 by-product of KAM­

procedure; see [Al], § 5.5.10).

The variational equations for ozO = (0Clo ' oe0 ' 6y0) E Ed along the solution

Co
Z = Z (t) have a form:

(7.4)

n n ( ) _ Co (Tn)Let us denote by T = T lV,I =E( I) the invariant tori constructed inCo Co w,

Theorem 1.1.

Theorem 7.2. Let under the assumption of Theorem 1.1 dH ~ 0 . Then there exists

an analytical mapping cIi 1 : T~o --+ .f'(Ed • Ed) such that the substitution

ozO = q.1(z(t)) 6T), 6T) = (oq,oe,oy) E Ed ' transforms solutions of (7.4) into so­

lutions of equations

oe,. = 0 , oe = 0 , oy = J A (B) oy .
(D

The change of variables cI»1 is constructed in two steps:

(7.5)
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1. The substitution

transforms solutions of (7.4) into solutions of equations

oe. = 0 J oe = 0 ,oy = J A (0 (t )) oym m m oo"'tD 00
(7.5)

2. The equation for oy in (7.5) may be reduced to the constant--eoefficient one
00

via a substitution oYoo = .W(qoo) oy , W = diag (exp (iWj(Clm))) ; see § 3.

We omit the details.
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Appendix A. Interpolation theorem.

Let Xl be areal Hilbert space with a Hilbert basis {flj Ij E1l0} (i.e.

< 1/- , 1J}[ > X = 0- k) . Let X2 be adense subspace of Xl with the Hilbert basis
J I J,

{Xj-l 'lj} , Xj ~ C Vj - Then for 0 ~ ". ~ I the interpolation space [X2 , Xl] T is

a Hilbert space with the Hilbert basis {Xj-I+T1Jj Ij E 1l0} . In panicular if

Xl = Ya ' X2 = Yb ' b > a ,and Ya ' Yb are spaces from the scale {Ys} as in

§ 1, then for the conditions (1.21)

(one has to take 1Jj = (f'j+ for j > 0 and 1Jj = CP_j- for j < 0 ). The norms in the

spaces are equivalent:

For complexifications Xlc and X2c of the spaces Xl ,~ we set by definition

(i.e. an interpolation of complexifications is equal to the complexification of inter­

polation). So [Ybc , Yac] T = Y~+(l--T)b .

Theorem Al (interpolation theorem).

may be continued to continuous maps

Let a linear operator L: y C
--+ yC

CD --Q)

Y c ---+ Y c and Y c --+ Y C . ThenSo 10 sI 11
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it may be continued to the eontinuous map

For a general formulation of the theorem and for a proof see [LM, RS2].

Corollary A2. Let a linear continuous operator Yse --+ YIe be symmetrie with

respeet to the pairing <',' > (Le. L E f(Yse , y I
e) ). Then

"riTE [0,1] L E f(Ys
C

' y l
e) ,8 = 7{s + 1) -I, I = 7{s + I) -I, and

T T T T

Proor. We have equalities: II LII_I -8 = IIL*11-1-8 = IILlI s I . Here L* is the, , ,
operator, eonjugate to L with respeet to pairing <',' > . Now the assertion

results from Theorem Al with So = s ,51 = -l ,10 = I ,11 = -8 .•

Appendix B. Some estimates for Fourier series.

Let B be a Banaeh spaee with a norm 11·11, BC be the complexification of B ,

M = {J.'} ~e a metric space, e> 0 and

(BI)

Let U8 write a Fourier series for G:
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\,"-"'" is qG(q;p.) = L G (s;~) e . .
sEIn

Lemma Bl. For every sEIn

and

(B2)

(B3)

..-..... ..-.....
G (s,~) = G (-S,~)

. An "almost inverse" statement is true:

Vs,V~ (B4)

Lemma B2. If (B3), (B4) are true Vs E In and 0 < f! < ethen the series (B2)

converges Vq E U(e - f!) , the map G ia analytic and

•

Lemma B3. If (Bl) takes place, 0 < 2L1 < e< 1 and

..-..... ie q
G(s;~)e . ,

then
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The proove~ of the lemmas given in [A, § 4.2] for B = !Rn , are valid for arbitrary

Banach space B.

Appendix C. Lipschitz homeomorphisms of Borel sets:

Let n(!Rn be a bounded Borel subset and A: n---+!Rn be a Lipschitz map of a

form A(a) = a + Al(a) ,

So

Lip A1 ~ P, < 1 .

Lip A 5 1 + P, .

(Cl)

(C2)

Theorem Cl. H (Cl) takes place than the inverse map A-1 is well-defined and

. -1 <( )-1LlP A _ 1- P, .

I

For arbitrary Borel set n (n

(C3)

I I

(1 - p,)n mes n ~ mes A(n ) ~ (1 + p,)n mes n (C4)

Proof. The first statement is evident. Indeed, if A(xj) = Yj , j = 1 , 2, then
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(Xl -~) + (Alxl -Alx2) = Yl -Y2 and by (Cl) lXI - x2 1
2 ~ Jllxl - x2 1

2
+

+ IX1-~1 IY1-Y21 . So IXl-~1 ~ (l-Jl)-l IYl--"Y21 and (C3) ia

proved.

For to prove (C4) let us continue A to a Lipschitz map AC: !Rn --+ IRn with the
I

same Lipschitz constant (Kirszbraun's theorem, see [F]). Let mes n = a . Then
I I

the upper measure of n is equal to a, too. So Ve > 0 the set n may be

covered by a countable set of balls Bj ( iRn , radi UB of Bj is equal to rj , and

m

VI 1: rj
n
~ (1 + e) a

j=I

( VI ia the meaBUIe of I-ball in IRn ). As Lip AC = Lip A ~ (1 + Jl) ,then A(B j )
I

is contained in a ball of radius (1 + Jl) rj . As A(n ) ( UA(B j ) , then

The second inequality in. (C4) is proved because e > 0 may be chosen arbitrarily

small.

For to prove the first inequality we have to consider the map A-1 and to use (C3).
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List of notations

1. Constants.

C , Cl ' C2 ., ... - positive constants which arrive in estimates. They are indepen­

dent on c and m and are different in different parts of the text.

K , K 1 J ••• - constants which characterize initial data in theorems;

m - a number of iteration;

C2C(m) , Cl(m) ,... - functions of m of the form Clm

C*j' C*im) - fixed constants and fixed functions of the form C(m);

C~(m) , C~(m) ,... - functions of rn of the form exp C(m) ;

-2 -2 -2
() 1,+2 + ... +m

em= 2 2 '
2(1- + 2- + ... )

c = c (1+p)m 0 < p < 1/3 .
m 0' J

e(m) < ~ Vm'I
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2. Linear spaces and maps.

y ,Z - Hilbert spaces with norms 1I·lIy , 11·ll z and inner products <. J • >y ,

<',. >Z i

{Ysis E IR} - a scale of Hilbert spaces Ys ' 1·ly = 1I·ll s ' Ya= Y 'Ys (Ys
8 1 2

for s1 ~ 82 ' Ys and Y-s are conjugate with respect to the pairing

< . J • > = < . , . >y ;

a Hilbert basis of Y ,~.(-s) = (~.(8))-1 > Vj, Vs ;
s J J

yC J Ysc - complexifications of Y J Y8 J the scalar product <. I • > In Y is

continued to a complex-bilinear pairing YSC )( Y-sc --t ( , s E IR ;

with the operator norm

<',' >

3. Sets and domains

11.11 8 1 ;,

!No = IN U {a} , 710s = 718
\ {a} , 710 = 71\ {a} ;

O(Q,ö,M) o-neighborhood of a subset Q of a metric space M;
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O( O,Z) = O(O,o,Z) for a Banach space Z;

21 ( [Rn - a set of parameters a;

00 - a set cf frequencies vectors (w1 "'" wn) ;

J - a set of actions (11 , ... , In) ;

Bj = {O = (w,1)} ,j = 0, 1,... - subsets of 00 )( j i

8 [I] = {w Enl (w,I) E8} for a 8 ( n )( J and arbitrary I E J j

Ps = T
n

)( !Rn )( Ys ' JI = PO' tangent space to f) E P 8 is identified with

E =!Rn)(!Rn)( y .
s s '
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° je = Oc( 6 j (2-je )2/3 (2-je )1/3. 71 c) 0 <J' <5 .
m . m ' m ' m I Td ' - - ,

4. Maps and functions

For a map G : Q1 --+ Q2 (Qj is a metric space with a distanee distj , j = 1,2 )

Ql'Lip.
IG IQ = max {sup IG(q) IQ ,Lip G} if G: Q1 --+ Q2 and Q2 is a

2 qEQ1 2

Banach spacej

A R(Olcj02c) is the set of Frechet complex-analytical mappings from 01C ( B
1

C

to 02ce B2c which map 01C nB1 into B2 j

vtR
M(Ole;02c) is the set of mappings G: 01c )( M --+ 02e such that

G(· j m) E A R(01c;02c) Vm EM and
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<J dz,dz >z is a 2-form in a Hilbert space Z, <J dz,dz >Z [zl'z2] -

= <J dz,dz >Z .
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