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lIecke's integral formula

+:
Eduardo Friedman

Summary: Ve simplify the multiple integral appearing in lIecke's .

formula for the Dedekind zeta function by turning it into a single

integral. Hecke's expression then turns out to be but one of an

infinite family of formulas each of which is equivalent to the

functional equation and meromorphic continuation of the zeta

function. As a corollary we obtain a formula for'the regulator and

a lower bound for the number of integral ideals of norm at most

1

IDI 2 (loglogIDI)n/2 ,where D is the discriminant and n the

degree. Ve also give a practical formula for quick calculations

with any Dirichlet series that has a functional equation aJld an

analytic continuation.

§ 1. Introduction

Hecke [He] gave in 1917 the first formula for the (completed)

Dedekind zeta function {k(s) valid in the entire complex plane:

=

r
2 1hR

w(s-1)s +

a

+
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~e shall spare the reader for as long as we can from a detailed

description of Ilecke's formula (1.1), but we must at least point

out that g(x,s) is given by an (r1+r2 )-dimensional integral,

N = Normk/~ and that a. runs over all integral ideals of the
,I

number field k. Hecke, of course, was interested in (1.1) mainly

to prove the functional equation and meromorphic continuation o:f

{k(S) a In fact, he wrote (lal) in a slightly.different form using

theta functionsa This, while theoretically preferable, is even

more cumbersome than (lal). Vhen Siegel needed to use lIecke's

formula to prove his part of the Brauer-Siegel theorem, he

simplified it somewhat by replacing the theta functions by the

ideals [Si 1] a

The main problem with (1.1) is that g(x,s) is very hard to

compute if r 1+r2 is not tiny. In applications, this has led to

dis~arding the sum [Si 2J using only g(x,s) > 0 if S i8 real,

or to bounding g(x,s) from belov rather coarsely [Si 1J.
Sometimes one needs something more precise than this. Suppose we

try to compute hR using (1.1). Since all terms make sense for

s > 1 , we can isolate the residue to obtain

= s (s-1) 1: [a messJ·-;...,­

a

...... ~ - .":'i" ...... r...,.-... -~ ..-. ...
._~ .w ~ . s > 1. (1.2)

If you examine the term in hrackets more closely, you soon get the

feeling that the infinite sum (1.2) should be very weIl

approximated by the early terms (if s is chosen large) and that

the remaining terms should all be positive a To prove this, as \'"e 11

as to have a useful tool für computing hR, ODe needs a workable

lormula for g(x,s) .
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Theorea 1.

1
g(x,s) = 21ri

6'+ im

f
6-im

r r
r(z/2) l r (z) 2

z - s
dz , (1.3)

where 0 > 0, 6' > Re s , but other~ise the integral is

independent of 0, and g(x,s) is defined by (2.0) below.

If one writes the integral (1.3) as sum of residues by

shifting 6' to -CD , one finds that g(x,s) i8 given by a

rapidly convergent power series in x-1 and log x whose

coefficients depend on s in a straight-forward manner. From this

the behavior aa x ~ +CD can be read off as in [F]. The behavior

as x ~ 0+ follows directly from (1.3) and oId results about

integrals of this kind going back to Barnes (See [ßr] [F], the

references there and Proposition 2.3 c) below).

On substituting (1.3) into Hecke's (1.1), one finds that the

resuIting formula i8 actually a consequence of the functional

equation and meromorphie eontinuation of {k(s) (see Proof 2 of

Proposition 2.1 below). Thus Hecke's formula 1s equivalent to

these properties of {k(s) . One also finds that g(x,s) may be

replaced by many other'functions.

From Theorem 1 we ean obtain a cleaner version of (1.2).

Corollary 1.

(1.4)
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where

ll(x)
1 8+ i (I) Z

= 2~i f [ x r ] f(z/2)r1f(z)r2 (2Z-1)dz, 6 > 0
r_· n/22 2
0-1.(1) 1r ~

a runs over all integral ~of the number field. Also

(1.5)

lim
+x-+O

H() [
,-2/n] (3-rlr2) /n

x exp nw- x x (1.6)

lim
X-++(I)

(1.7)

Ve add that lI(x) is also given by a quiekly eonvergent power

series in x-1 and log x [F] .

It is well-known that one ean calculate hR to any desired

accuracy by computing the splitting of sufficiently many primes.

In this sense Corollary 1 is not new. However, our few experiments

seem to indicate that formula (1.4) provides a simple and

practical way to compute hR as lang as IDI i8 not immense

compared with the minimum discriminant for the given (r1 ,r2) ". a
course, if one knows that h = 1 , then (1.4) gives a formula for

R . For example, any totally real quintic field of discriminant

less than 368000 has h = 1 (This follows from Odlyzko's lower

bounds). Vhen h > 1 is possible, the calculation of R (and

therefore, of h) is trickier:
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Corollary 2 ..

(1.8)

where c (resp., b) runs over all integral ideals in the

principal class (resp., in the class of the different) and H(x)

i8 given by (1.5).

The problem with (1.8) i8 that one must be able to list all

1

principal integral ideals of norm less than IDI~8.

Nevertheless, in [F] we applied Corollary 2 to find the smallest

regulator of any number field.

Corollary 3 Let M(x) be the number of integral ideals in the

number field k(f ~) having norm 5 x · Then

M[( llDT(log IDI)n/2J > ChR where C > 0 depends only on

n = [k :~] . II k contains no guadratic extension of ~ (or if no

guadratic field contained in k has a Siegel zero) then

An old result due to Dedekind, as improved by Weber and Landau

[La 2], i8

1 n-l

IM(x)-JCXI < C1 (logIDI)ßIDl n+1 xn+l~ x > 0 (1.9)

r r
2 1(2,,-) 2hR

where K = and Cl (like all Ci below) depends o~ly

wllDT n+1

on n . nut (1.9) says almost nothing if x < C2v'fITT(logIDI)~

In fact, for such x (1.9) is ~mplied by the inequalities [La 1]

[La 2J
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(1.10)

1

Note that M[4föT(lOgIDI)n/2] > C6h(logIDI)~ is easy since any

ideal class has an integral ideal of norm less than VTDT and the
1

rational integers provide (logIDI)~ principal integral ideals of

norm less than (10gIDI)n/2. Corollary 3 is an improvement on

this if k is not a CM-field, since then R > C610giDI [Re].

So far we have dealt only with thc zeta function. Similar

methods yield the following, which we state somewhat vaguely here:

-Proposition 2.3. Suppose L(s) = l ann-s and

n~l

are two Dirichlet series. Let A(s) = B(s)L(s),

-
L(s) = 1: bnn-s

n~l-
A(s) = B(s)L(s)

M

B(s) = eS ~ r(ß.s+bo), ßJo > 0, M ~ 1, e > 0 . Assume A
J =1 J J _

A are entire functiona and satisfy A(k-s) = VA(s) for some

k > 0 and W E ( . Then, for any s ,

A(s) = 1: [anf(*,s) + libnf(*,k-S)]
n~i

(1.11)

where f(x,s) ia given by an integral analogons to (1.3) and

decreases exponentially as x ~ 0+ . Moreover, f(x,s) 1s also

given by a rapidly convergent power series in x-i and log x if-

ß· are rational.
J
It is a pleasure to acknowledge E. Calabi's help with

Theorem 1.
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§ 2. Proofs

Ve formalize our notation, which we suggest the reader skip for

nOll.

k = number field

n = [k:~]

D = discriminant

h = class number

R = regulator

(r1 ,r2) = number of (real, complex) places

Na = Normk/~(a) = norm of an (integral) ideal a

T ( Cl(k) = a subset of the ideal class group of k

'T(s) = l 2 (Na)-S (~l Na- S by abuse of
AET ilEA a,ET

notation) = the sum of the ideal-class zeta

functions corresponding to the ideal classes A

in T

o = ideal class of the different

if

if

For x > 0 define



g(x,s)
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II I m [ e.s/2
= . . . . .. P Y/ exp(-lre j Yj

m e.n y.J~l
J=l J

y.>O
J

dy.
x-2 / n ) _J] .

y.
J

(2.0)

Proof of Theorem 1.

For x > 0 and 0 as in Theorem 1, let

a. = e.jf x- 2 / n
J J

f. (t) = eot/2expr_a.exp(t/e.)] .
J L J J

Since 0 > 0, fj(t) has a Fourier transform and satisfies the

Fourier inversion formula. Yrite s = 0+0 ,so Re a < 0 . Ve

calculate DOW:

m

g(x,s) = J J n
J=lm e.n y.J~l

J=l J

y.>O
J

[
e.a/2 oe./2 d Y.]

y . J y. J exp (_ a . y .) -.-:..J
J J J J Yj

m m

= 2-r2J. .... .....J exp [~ l u
J
.] n f. (u . ) du.

J =1 J J J
-m < u. < m j=l

m J

l u j > 0
j=l
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u. e.
(1ie have put e J = y.J für 1 < j ~ m .)

J

-r2
a

r ~v r· ·····r f 1 [v= 2 e
v=o U2=-m U =-mm

m m

l u.J n f.(u.)du. dv
J J -2 J J J

j=2 -

m

(where v = l uj
j=l

and u. (for 2 < j < m ) are new variables)
J

0'

= 2-
r2 IW

e~V[fl* ... *fmJ(V) dv

v=O (convolution, Calabi's observation)

1 0' m (0. )
= 2

~ Im e~VICD' [ -e. ~ - 1 W ~ J
n e 1WV TI a. J r(e'(2-- iw))

Ji =i J J
V=O W=-m

(Fourier inversion)

2(~ - iw) m
-1 Im . [ X J 4:: 0= 2~ e

1WV
~ r(e.(~ - iw))

2r2trn/2 J =1 J
W=-m n

dw dv

clw

a .
~lW

(we reversed the integrals, whieh is possible since Re a < 0 )

o . 2 r 1 r 2-1 ~+1en X Z fez) f(2z)
=ri I [ r 2 / 2J+!

0.2 il" --z
~-1m . 2

dz

(put o
z = ~ - iw)

o+ien r r
= 1 I [ x JZ r{z/2) l r (z) 2 dz

2~i r 2 n/2 z- S
6-ien 2 1r
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Hence Theorem 1 i8 proved.

For Re 8 > 0 it is often convenient to shift the contour to the

left and 80 rewrite g(x,s) in the form

g(x,s) [ ]
s r r

= x r(s/2) 1r (s) 2
r 2 n/2

2 If

+

r+iCD

+ 2~i J
r-im

r r

[ X ]Z r(zj2) 1r (z) 2
---Jrr........L..-....J..-_......lo...-..I.-_ dz ,

r 2 n/2 z - 8
2 If

o < r < Re s . (2.1)

Proposition 2.1. Suppose T C Cl(k) satisfies 'res) = 'T'(s)

far all s. Then für Re s > 1 ,

= s(s-1) LG[~ ,s]
il

where ITI = number of ideal classes in T , a -ranges over all

integral ideals whose class i8 in T and

1 r+iCD

G(x , s) = 2 11"1 J
r-iCD

z

[
x ] r 1 r 2 [ 1 1 ]

r / r(z/2) r(z) s-z + l-s-z
2 2lfn 2

o < T < Re s

dz ,

Proof 1. Hecke's formula [L;p. 254 ,although ö-1A-1 must be

corrected to oA-1
] reads, when 'T = 'T' ,

r
2 l lTIR

= ws (s-1) + (2.2)
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where l is short-hand for l l
aET AET aEA

Substitute the definition

into (2.2) and use (2.1) and Theorem 1 to obtain tbe Proposition.

Proof 2. Proposition 2.1 follows from the functional equation

AT(1-s) = ATt(s) = Ar(s) (since 'T = 'r- )and tbe fact that

Ar(s) can be continued to ( except for simple poles at s = 0

and 1. Indeed, let

1 T+iCD

I = 2.,-i J
T-iCD

1 1
A(z)[- + JdzT s-z l-s-z ' (Re s > T > 1) . (2.4)

Standard estimates [L; p.266] show that we can sbift tbe integral

R 1 . k· ·d t 1to e z = ~ , p~c lng up a reSl ue a z = :

r
2 l 1T1R

I = ",(s-l)s +

1 .
~+lCD

1

2,,-i J
1 .
~lCD

1 1
A (z) [- + Jdz ·T s-z l-s~z

But the integral on the right of (2.5) vanishes .for the trivial

reason that the values of tbe integrand at z = ~ + it and

z = ~- it cancel. If we no", ",rite (2.4) aa a sum of integrals

and use (2.3), we obtain Proposition 2.1 except that T is

restricted to T > 1 . However the integral is independent of the

value of T as lang as 0 < T < Re s (but note that the surn and

integral in Proposition 2.1 can be reversed only if T > 1 ).
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Note that this second proof combined with Theorem 1 shows that

lIecke's formula (1.1) is a consequence of the functional equation

and meromorphic continuation of 'k(s) .

Proposition 2.2. Assume T (Cl(k) satisfies 'T(s) = 'T'(s)

for all s . Then

(2.6)

where 11 is defined by (1.5) and a runs over all integral

ideals whose class i8 in T .

Proof. Take 8 ~ +m in Proposition 2.1. Alternatively, adapt

proof 2 above or see [F].

Proof of Corollaries 1 and 2.

Take T = Cl(k) for Corollary 1 and

T = {principal class} U {class of different} for Corollary 2 and

apply Proposition "2.2. For the asymptotic behavior of H(x) , see

[F] and Proposition 2.4 below.

Froof of Corollary 3.

From Corollary 1 we have H(x) < C1exp(-3n x- 2/ n) for all

x > 0 ,where Cl > 0 depenrls only on n . From Corollary 1, for

any y ~ 1
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< LJf + ; err[ ~ ] .
Na>Jfy

Abel summation [Ap; p. 77] and (1.10) yield

; expr3n[~J2/nJ < C2Jf(logIDI)n-lexp~3n y2/n) .

N~l>Jfy

If y = (logIDI)n/2 , this last term tends to zero as IDI ~ +m .

This proves thc first claim in Corollary 3. If y.= (loglogIDI)nj2

l.'e get

If k has no quadratic subfield, Stark [St; p. 135] shol.'ed

hR/l.' > C4Jf(logIDI)-1 . The same holds if for any quadratic

subfield kO (k l.'e have !k (x) < 0 for
o

1- (CslogIDkl)-l < x < 1, cf. [St; p. 148]. Corollary 3 nol.'

follol.'s from (2.7).
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The trick used in the second proof of Proposition 2.1 can be

generalized to yield a practical method to compute with Dirichlet

series satisfying a functional equation of the usual kind. Ye

formalize this as follo~s. Suppose

i) L(a) = l Rnn-s

n~l

in some half-plane

-
and L(s) =

Re s > V ,

converge absolutely

ii) there ia an integer M ~ 1 , positive numbers ß· and
J

complex numbers b. (1 < · ~ M) , positive numbers C and k and
J

_ J

a complex number 1i such that if ~e set

M

A(s) = CSL(s) ~ r(ß·s+b.)
J=l J J

M-
CSL(s) ~ r(ß·s+b.)A(s) =

J=l J J

- -
then A(s) and A(s) have an analytic continuatiom to 0:: and

--satisfy tbe identity A(k-s) = 1/ A(s)

Proposition 2.3. Assume i) and ii) above. Then

A(s) = l [anf(~,S) + Vbnf(*,k-s)]
n~l

(2.8)

where f ~+ x ( ~ ( has the following properties:
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1 0+1(1) M

a) f(x,s) = 2".i I xz[n r(ß.z+b.)]
J=l J J

6-im

dz

z - s '
o > N(s), (2.9)

where N(s) = max [ max {Re (- b. / ß.)}, Re 8] and the integral
l~j ~M J J

(which conyerges very ranidly and ean easily be comnuted

numer1cally) 1s independent oi 0 ( > N(s) ) .

b) Assume ß· E Gl (1 ~ j ~ M) . Then
J

M (log x)j-l M

f(x,s) = l 1: Afs~ xl s n r(ß·s+b.)(j-l) 1 + x (2.10),J J=l J Jj=l I

holds for S f - bj/ßj (1 ~ j ~ M) . Here I ranges over all the

M b j + P
poles of n r(ß·z+b.) (i.e., I =--r--.~ for any 1 < j < AI

J=l J J Pj

and i or any integer . p ~ 0 )~ _~the A±~j are defined by

1 M Mn r(ß·z+b.) = l Ais~/(z - I)j +z- s J=l J J ,J
j=l

+ (a function analytic at z = I ) (2.11)

and ean be calculated recursively. For any pole 10 satisfying

Re 10 < Re(s- 1), Re 10 < 0 a finite form Qf (2.10) ~

M

I f(x,s) - xsn f(ß·s+b.)
J=l J J

. 1
(log x)J­

xl
-(~j---1--')!.....-

where

[
Cl JM Re (10-0)

< f7C""TII' x
1. \. ..... 2' ~O'),

Q, Cl' c 2 > 0 depend on the ßj and b. .
J

(2.12)
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c) 1im f(x,s) xR exp(Qx-1 /#) = S , (uniform1y for Isl bounded)
x~O+

where #,Q,R,S depend on the ß·J ~ b. (hut not on
J

s ) as

folIows:

Remark. This is one of those propositions ""hose statement is

longer than its proof (except for c) whieh is, fortunately, in the

literature). In most applications to number theory, ß·J
ean be

taken to be 1 for all j One can then change variables in"2 .
(2.9) to get- ß· = 1 , whieh simplifies everything. Although

J
f(x,s) ,""ould still look a bit ugly, it ,""ould be as nice as a

Bessel function (see [F] for a elosely related example).

Proof.

Let
-

A±(z) = A(z) ± WA(z)
1 1

p~(s,z) = --- :!: k ·= z-s -z-s
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Note that

A%(k-z) = % A%(z)

P%(s,k-~) = %f%(s,z)

Assume first Re s > ~ and take 6 > V ( = abscissa of

convergence), 0 > Re s . Let

1 6+im

I J+ = 211'"i
o-im

Note that

I
1

= 211'"i

O+iCD

J
8- im

A (z)p (z)dz .
- +

1 6+im

I± = L (an±Ybn) 2~i J
n~l 8-im

M

[.2n]Z [n rcpoz+bo)] [_1 + k 1 J- dz .
J=l J J z-s -s-z

\

[La; 266] ,Ey standard estimates p. we may shift the contour in

the integral defining 1% to Re s k By assumption, A and A=~.

are entire so tha~ we only pick up a residue at z := S :

k im'2 +
1

1% = A%{s) + 2~i [ A%{z)p_{s,z)dz = A%(s), (2.1t1)
+

2- im
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for the integral again vanishes (because the integrand at

~ + it =- integrand at ! - it ) . From (2.13) and (2.14):

This is (2.8) and (2.9), except that we have required Re s > ~

and 0 > max(V,Re s) instead of 6 > N(s) in (2.9). J(owever,

(2.9) is independent of 6 ( > N(s)) since there are no poles of

the integrand for Re z > N(s) . The restrietion Re s > ~ can be

dropped because both sides of (2.8) are entire functions af 5

(far the right-hand side of (2.8) this follows from c)).

To prove b), shift the line of integration in (2.9) leftward

to Re z = Re(IO~a) where a > 0 i8 chosen (independently

of 10 ) 50 that DO pole 1 lies in Re (IO-2a) < Re z < Re(IO)

Such an a exists because the ß· are rational. If
J

Re 10 < Re (s-1) and Re(IO) < 0 , then

z M M

f(x,s) = 1: Res I [~ n rcß· z+b · ) ] + X
S n r (ß.5+b.) +

Z= z-s -1 J J J=l J J1>1 J-
- 0

1 M dz
+ 21ri

Z=L(Io_O)X

z [n I'(ß·z+b.) ] (2.15)
J=l J J z-s

Re
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The integral

Re (10- a) [
x Cl

the ßj and

follows from

in (2.15) is readily estimated, to be at most

/ r(c2IIOI>]M. for some c1 ,c2 > 0 which depend on

bj (see [F] for a similar ealeulation). Now (2.12)

(2.15) and definition (2.11). Equation (2.10) follows

full detail

ßj E 11 (1 ~ j 5 M) •
fez)

using f(z-i) = z-i . This proves b).

The proof of e) is rather long but is given in

from (2.12) on taking Re (10 ) ... - m • Since all the ßj are

rational we may, after a change of variable in (2.9), assume

Then the Afs~ can be recursively calculated,J

in [Br] , espeeially §2.2 and §10.i. Thc uniformity in s is not

explicitly stated in [Br] , but it follows from tbe proof. To apply

Braaksma's results one must first change variables in (2.9) from

1 f(-z-s)
z to .. z and write -- = r(--z-s+i) Braaksma's equation-z-s .
(2.21) then shows that his funetion H(z) ineludes our f(x,s)

as special ease . ( n = 0, m = M+1, P = 1, q = M+1 in his

notation). Ve shall sketch his method of proof in a related ease

below.

Remarks.

a) One can write down infinitely many formulas similar to (2.8) by

replacing p~(s,z) by any funetion enjoying thc formal properties

of p± used in the proof of (2.8). Our ehoice, whieh agrees with

Hecke's by Theorem 1, is the simplest but not neeessarily the best

[F; §4]. In this sense, Heeke's is but one of an infinite family

of formulas.
-

b) If A(s) ia allowed to have finitely many poles, one may

proceed in two ways.
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1) Add the polar parts to (2.8) and give a quickly

convergent formula for each of tbe residues similar to

Proposition 2.1,

or

2) Multiply p%(s,z) by a polynomial pes) chosen so that

A(s)P(s) 1s analytic ~d P(k-s) = pes) . This will

slightly change f(x,s) , but not its essential properties.

For the practical application of Corollary 1 (or of formula

(lall» to the numerical calculation of hR (or of A(s) ) one

needs asymptotic formulas with all constants explicita These

constants ean be computed by following Braaksma's proofa ~e shall

sketch this below for the function H(x) appearing in Corollary

1 a

Proposition 2.4. Let H(x) be defined by (la5) and assume

r 1+r2 ~ 3 . Then

1+r1 1/2 (r1+r2-3)/n -2/n
o < H(x) < 8r(2 In) x exp(-n~ x )

(0 < x 5 xO) (2.16)

we must have Wo > 2,

where must satisf! the 1011owing: 11 we let

nwO 12

1 > -5 Arulr 1+r2+

'U = 2'7' x-2/ n
"'0 11 0 '

Wo 1 [ßWOJQJ(Q)
2 - "4 > 2G ( Q) -n- +

nwo J(a+l)

[2G(O+1)J
O

4G(o+1) ,



where

- 21 -

nwo
G(t) = -r - t ,

+

+

.r2
nwO j(r1 + ~)

Tj(t) = ~ [exp [ 6w
O

[
1 (t-1) [ 4(t-1)]]

L(t) = ( - ) t - 2 + 2 1 + 3(nwQi2t+2 .

Remarks.

1) The restrietion r 1+r2 ~ 3 «=> a ~ 1) is only to avoid even

messier expressions. If r 1 = 0 or r 2 = 0 and r 1+r2 ~ 2 , then

H(x) can he given in terms of Hessel or exponential functions

(see [F] for thc case (r1 ,r2) = (2,0». Thus Proposition 2.4

essentially excludes only (r1 ,r2 ) = (1,1) .

2) One could take a coarse hound of thc kind Wo > cn for some

absolute constant c, hut this would be very wasteful unless TI

is large.
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Sketch of Proof.

For a = 0 or 1, let

1 ",+im

Ga(y) = 2lri J
w-im

",=-->0.
n

-sy

Then H(x) = 2Gl(lrnj22r2x-l) _ Go(lrnj22r2x-l) .

The aim is to ",rite

Ga(y) = main term + explicitly bounded term = Ma(y)+ Ba(y) (2.17)

and ",ork out ",hen y ~ Yo => 2M1 (y) - IOCY) > 12B1 (y)I+IBO{y)1

(For then IH(x) - main term I < main term if

< n/22r2 -1 Th·· . 1 t t (2 16)) T d th·x _ x o = ~ yO. 1S 1S equ1va en 0 • . 0 0 15,

",rite

Ra(s)
/2 ns [ ]n-ns r(~ - a+a) 1 + ns

2-a+~1

(2.18)

•
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This is proved using an explicit form of Stirling's formula for

log fes) :

log fes)

where

1 1 Q(s)
= (s-~) log s - s + "2log (2w-) + 12s (2.19)

IQ(s)1 < 1 if Re s > 0 and 11m si < Re s [~-V; p. 252] ,

[N; p. 208, (1 7)] .

From (2.18) we find, say for a = 1 ,

Gl(Y2r2n-nj2) = 2rlj2(271")O[~]O-![2~i rilD

y-srt; -o+l)ds +

w-im

1 w+im

+ 271"i f
w-im

The first integral, being an inverse Mellin transform of a Mellin

f . 2 - 2 ( 0-1 ) (2/n) Tb . · M () .trans orm, lS n y exp -y · lS glves 1 y ln

(2.17). The second integral i8 bounded by integrating an upper

s ns
bound for Iy- r(2- a)R1 (s)1 . Abound for R1 (s) was given

ns
above while abound for Iy-sr(~_ a)1 follows from (2.19). The

resulting integral is then treated as in [Br; pp. 308-309J. This

gives the messy hut explicitly hounded term needed in (2.17).
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