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#### Abstract

We report on the Hopf algebraic description of renormalization theory of quantum electrodynamics. The Ward-Takahashi identities are implemented as linear relations on the (commutative) Hopf algebra of Feynman graphs of QED. Compatibility of these relations with the Hopf algebra structure is the mathematical formulation of the physical fact that WT-identities are compatible with renormalization. As a result, the counterterms and the renormalized Feynman amplitudes automatically satisfy the WT-identities, which leads in particular to the well-known identity $Z_{1}=Z_{2}$.


## 1 Introduction

The description of perturbative quantum field theory in terms of Hopf algebras [12, 5, 6] (cf. $[7,8,9]$ ) has led to a better understanding of the combinatorial structure of renormalization. At the same time, it provided a beautiful interaction of quantum field theory with several parts of mathematics.

Although the Hopf algebra was modelled on a scalar quantum field theory, it can be generalized to any quantum field theory. However, subtleties appear in the case of quantum gauge theories. Gauge theories are field theories that are invariant under a certain group, known as the gauge group. In the process of renormalization, one has to deal with the 'overcounting' due to the gauge degrees of freedom. Furthermore, one has to understand how the gauge symmetries manifest themselves in the quantum field theory. Important here are the so-called Ward-Takahashi (or Slavnov-Taylor) identities.

The first example of a gauge theory is quantum electrodynamics (QED), which has the abelian group $U(1)$ as a gauge group. The Hopf algebraic structure of Feynman graphs in QED was desrcibed in $[1,14]$ and more recently in [17]. A slightly different approach is taken in $[2,3]$, where Hopf algebras on planar binary trees were considered. The anatomy of a gauge theory with gauge group $S U(3)$ (known as quantum chromodynamics) has been discussed in the Hopf algebra setting in [13], with a central role played by the Dyson-Schwinger equations (see also [15]). However, a full understanding of renormalization of general gauge theories is still incomplete. This paper is a modest attempt towards understanding this by working out explicitly the Hopf algebraic structure underlying renormalization of quantum electrodynamics, thereby implementing the Ward-Takahashi identities in a compatible way.

We start in Section 2 by defining the commutative Hopf algebra $H$ of Feynman graphs for quantum electrodynamics. The approach we take differs from the one in [3] where a noncommutative Hopf algebra was considered. This was motivated by the fact that in QED, Feynman
amplitudes are (noncommuting) matrices. Instead, we work with a commutative Hopf algebra and encode the matricial form of the Feynman amplitudes into the distributions giving the external structure of the graph. Our approach has the advantage of still being able to use the duality between commutative Hopf algebras and affine group schemes in the formulation of the BPHZ-procedure.

In Section 3, we associate a Feynman amplitude to a Feynman graph, as dictated by the Feynman rules. The BPHZ-formula of renormalization is obtained as a special case of the Birkhoff decomposition for affine group schemes [5].

Then in Section 4, we incorporate the Ward-Takahashi (WT) identities as relations between graphs, much as was done by 't Hooft and Veltman in [11]. We show that these relations are compatible with the coproduct in the Hopf algebra $H$, so that they define a Hopf ideal. This reflects the physical fact that WT-identities are compatible with renormalization (in the dimensional regularization and minimal subtraction scheme).

The Feynman amplitudes can now be defined on the quotient Hopf algebra of $H$ by this ideal, and we conclude that the counterterms as well as the renormalized Feynman amplitudes satisfy the WT-identities in the physical sense (i.e., between Feynman amplitudes). In particular, we arrive at the well-known identity $Z_{1}=Z_{2}$ as derived by Ward in [18].

## 2 Hopf algebra structure of Feynman graphs in QED

Quantum electrodynamics in 4 dimensions is given by the following classical Lagrangian,

$$
\mathcal{L}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}\right)^{2}+\bar{\psi}\left(\gamma^{\mu}\left(\partial_{\mu}+e A_{\mu}\right)-m\right) \psi,
$$

where $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ is the field strength of the gauge potential $A_{\mu}, \psi$ is the spinor describing the electron with mass $m$ and electric charge $e$ and $\gamma^{\mu}, \mu=1, \ldots, 4$ are the $4 \times 4$ Dirac matrices. Finally, the real parameter $\xi$ is the gauge-fixing parameter.

The Lagrangian $\mathcal{L}$ describes the dynamics and the interaction as well as the gauge fixing: we can write $\mathcal{L}=\mathcal{L}_{0}+\mathcal{L}_{\text {int }}+\mathcal{L}_{\text {gf }}$, where the free, interaction and gauge fixing parts are

$$
\begin{aligned}
\mathcal{L}_{0} & =A_{\mu} D_{\mu \nu} A_{\nu}+\bar{\psi}\left(\gamma^{\mu} \partial_{\mu}-m\right) \psi, \\
\mathcal{L}_{\mathrm{int}} & =e \bar{\psi} A_{\mu} \psi . \\
\mathcal{L}_{\mathrm{gf}} & =-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}\right)^{2} .
\end{aligned}
$$

The adjective "quantum" for electrodynamics is justified when this Lagrangian is used in computing probability amplitudes. In perturbation theory, one expands such amplitudes in terms of Feynman diagrams which are the graphs constructed from the following vertices, as dictated by the form of the Lagrangian:


Remark 1. In fact, we will also need the 2-point vertex ———, associated to the electron mass term, similar to [2].

We will focus on the so-called one-particle irreducible (1PI) graphs, which are graphs that are not trees, and that cannot be disconnected by cutting a single internal edge. In QED, there are three
types of 1PI graphs that are of interest in renormalization theory: the vacuum polarization, the electron self-energy and the full vertex graphs:

$$
\Gamma(q, \mu, \nu)=q \underset{\mu}{\sim_{\nu}} q
$$

$$
\Gamma(p)=p \rightarrow p
$$



Here the blob stands for any 1PI graph of the type dictated by the external lines.
We now describe the external structure of a Feynman graph $\Gamma$, assigning (among other data) momenta to the external legs. In physics, the Feynman amplitude of $\Gamma$ (dictated by the Feynman rules, see below) is evaluated with respect to this external structure (see below). Mathematically, the external structure is a distribution on the space of Feynman amplitudes, understood as test functions on a suitable space.

More explicitly, in the case of QED the (Euclidean) Feynman amplitudes $U(\Gamma)$ are functions in $C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C})$ where

$$
E_{\Gamma}=\left\{\left(q_{1}, \ldots, q_{n}, \mu_{1}, \ldots, \mu_{n}, p_{n+1}, \ldots, p_{N}\right): \sum p_{i}+q_{j}=0,\right\}
$$

with $\{1, \ldots, n\}$ the set of indices labelling the external photon lines of $\Gamma$ with spatial index $\left\{\mu_{1}, \ldots, \mu_{n}\right\}$ respectively, and $\{n+1, \ldots, N\}$ is the set of its external electron lines. The factor $M_{4}(\mathbb{C})$ can be understood from the fact that in QED, Feynman amplitudes are matrix-valued functions on $E_{\Gamma}$.

For QED, the external structure is thus given by an element in the space of distributions on $C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C})$; we denote this space by $\left(C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C})\right)^{\prime}$. For example, for the above full vertex graph $\Gamma, E_{\Gamma}=\left\{\left(q, \mu, p, p^{\prime}\right): \sum q+p+p^{\prime}=0\right\}$ and a typical distribution is given by $\sigma^{k l}=\delta_{q, \mu, p,-p-q} \otimes e^{k l}$ in terms of a Dirac mass and the (standard) dual basis $\left\{e^{k l}\right\}$ of $M_{4}(\mathbb{C})^{\prime}$. Evaluation on the Feynman amplitude $U(\Gamma) \in C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C})$ is then given by the pairing

$$
\left\langle\sigma^{k l}, U(\Gamma)\right\rangle=U(\Gamma)(q, \mu ; p,-p-q)_{k l}
$$

Note that $p^{\prime}=-p-q$ is translated in the diagram by a reversal of the corresponding arrow with associated momentum $p+q$.

We will be interested in the following special external structures for the different graphs introduced above. A full vertex graph $\Gamma(q, \mu ; p)$ at zero momentum transfer (meaning $q=0$ ) can be written in terms of the two form factors $F_{1}, F_{2}$ (cf. [16, Section 6.2])

$$
\begin{equation*}
U(\Gamma)(q=0, \mu ; p)=\gamma_{\mu} F_{1}\left(p^{2}\right)+\frac{\not p \gamma_{\mu} \not p}{p^{2}} F_{2}\left(p^{2}\right) . \tag{1}
\end{equation*}
$$

where $/ p=\sum_{\mu} \gamma^{\mu} p_{\mu}$. Only the first form factor $F_{1}$ requires renormalization; therefore, we define the following external structure:

$$
\begin{equation*}
\left\langle\sigma_{(1)}, f\right\rangle=\frac{1}{16} \sum_{\mu} \operatorname{tr} \gamma_{\mu} f(q=0, \mu ; p=0), \quad \forall f \in C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C}) \tag{2}
\end{equation*}
$$

where the normalization comes from $\operatorname{tr} \gamma^{\mu} \gamma_{\mu}=16$. For the Ward-Takahashi identities, we will also need the following external structure,

$$
\begin{equation*}
\left\langle\sigma_{(0, \mu, p)}^{k l}, f\right\rangle=f(q=0, \mu ; p)_{k l}, \tag{3}
\end{equation*}
$$

which puts finite momentum $p$ on the ingoing and outgoing electron lines, but zero momentum on the external photon line (zero-momentum transfer). This external structure allows us to treat Ward-Takahashi identities in massless QED as well.
Remark 2. The form factors $F_{1}$ and $F_{2}$ can also be recovered separately by using the following two distributions [14],

$$
\begin{align*}
& \left\langle\sigma^{\prime}, f\right\rangle=\operatorname{tr} \sum_{\mu} \gamma^{\mu} f(q=0, \mu ; p),  \tag{4}\\
& \left\langle\sigma^{\prime \prime}, f\right\rangle=\operatorname{tr} \sum_{\mu} \not p p_{\mu} f(q=0, \mu ; p) . \tag{5}
\end{align*}
$$

For an electron self-energy graph $\Gamma(p)$, we have $E_{\Gamma}=\{(p)\}$ and the corresponding Feynman amplitude is written in terms of two form factors:

$$
\begin{equation*}
U(\Gamma)(p)=p p A\left(p^{2}\right)+m B\left(p^{2}\right) \tag{6}
\end{equation*}
$$

Correspondingly, there are two distributions, which we choose of the form,

$$
\begin{align*}
& \left\langle\sigma_{(0)}, f\right\rangle=\left.\frac{1}{16} \sum_{\mu} \operatorname{tr} \gamma_{\mu} \frac{\partial}{\partial p_{\mu}} f(p)\right|_{p=0}+m^{-1} \operatorname{tr} f(p=0),  \tag{7}\\
& \left\langle\sigma_{(2)}, f\right\rangle=\left.\frac{1}{16} \sum_{\mu} \operatorname{tr} \gamma_{\mu} \frac{\partial}{\partial p_{\mu}} f(p)\right|_{p=0} \tag{8}
\end{align*}
$$

for all $f \in C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C})$. Also, there is an external structure which puts finite momentum on the ingoing and outgoing electron lines,

$$
\begin{equation*}
\left\langle\sigma_{\left(p_{\mu}\right)}, f\right\rangle=\frac{\partial}{\partial p_{\mu}} f(p) \tag{9}
\end{equation*}
$$

Finally, for a vacuum polarization graph $\Gamma, E_{\Gamma}=\left\{\left(q, q^{\prime}, \mu, \nu\right): q+q^{\prime}=0\right\} \equiv\{(q, \mu, \nu)\}$, we let $\sigma_{(3)}$ be the external structure that satisfies

$$
\begin{equation*}
\left\langle\sigma_{(3)},\left(-\delta_{\mu \nu} q^{2}+q_{\mu} q_{\nu}\right) \otimes M\right\rangle=\operatorname{tr} M, \tag{10}
\end{equation*}
$$

for all $M \in M_{4}(\mathbb{C})$.
Remark 3. The labelling of the external structures by (0), (1), (2) and (3) differs from the one in [6], where they were labelled by (0) and (1). Here we follow [2], so that the labels correspond to the renormalization constants $m_{0}, Z_{1}, Z_{2}, Z_{3}$, as they appear in the Lagrangian,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} Z_{3} A_{\mu} D_{\mu \nu} A_{\nu}-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}\right)^{2}+Z_{2} \bar{\psi}\left(\gamma^{\mu} \partial_{\mu}-m_{0}\right) \psi+e Z_{1} \bar{\psi} \gamma^{\mu} A_{\mu} \psi . \tag{11}
\end{equation*}
$$

The precise correspondence will be given in equation (16) below.

Let $H$ be the free commutative algebra generated by pairs $(\Gamma, \sigma)$ with $\Gamma$ a 1PI graph and $\sigma \in\left(C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C})\right)^{\prime}$ a distribution encoding its external structure. The product in $H$ can be understood as the union of graphs, with induced external structure. More precisely, for two 1PI graphs $\Gamma_{\sigma}$ and $\Gamma_{\sigma^{\prime}}^{\prime}$, the product $\Gamma_{\sigma} \cdot \Gamma_{\sigma^{\prime}}^{\prime}$ is the graph $\Gamma \cup \Gamma^{\prime}$ with external structure given by $\sigma \otimes \sigma^{\prime} \in\left(C^{\infty}\left(E_{\Gamma} \times E_{\Gamma^{\prime}}\right) \otimes M_{4}(\mathbb{C})\right)^{\prime}$. The algebra $H$ is a (positively) graded algebra $H=\oplus_{n \in \mathbb{N}} H^{n}$, with the grading given by the loop number of the graph.

In the following, we will also write $\Gamma_{\sigma}$ for the pair $(\Gamma, \sigma)$, and sometimes even $\Gamma$. We will shorten the notation for graphs equipped with the special external structures defined above by writing $\Gamma_{(k)}=\left(\Gamma, \sigma_{(k)}\right)$.

We define a coproduct $\Delta: H \rightarrow H \otimes H$ as follows; if $\Gamma$ is a 1PI graph, then one sets

$$
\begin{equation*}
\Delta \Gamma=\Gamma \otimes 1+1 \otimes \Gamma+\sum_{\gamma \subset \Gamma} \gamma_{(k)} \otimes \Gamma / \gamma_{(k)} \tag{12}
\end{equation*}
$$

Here $\gamma$ is a proper subset of the graph $\widetilde{\Gamma}$ formed by the internal edges of $\Gamma$ (i.e. $0 \subsetneq \gamma \subsetneq \widetilde{\Gamma}$ ). The connected components $\gamma^{\prime}$ of $\gamma$ are 1PI graphs with the property that the set of edges of $\Gamma$ that meet $\gamma^{\prime}$ have two or three elements. The sum runs over all multi-indices $k$, one index for each 1PI connected component of $\gamma$, and one denotes by $\gamma_{(k)}^{\prime}$ the 1PI graph that has external structure as defined in equation (2)-(10), with $k=3$ in the case of a vacuum polarization, $k=1$ for a full vertex graph and $k=0$ or 2 in the case of an electron self-energy. In equation (12), $\gamma_{(k)}$ denotes the disjoint union of all graphs $\gamma_{(k)}^{\prime}$ associated to the connected components of $\gamma$ and the graph $\Gamma / \gamma_{(k)}$ is the graph $\Gamma$ (with the same external structure) with each $\gamma^{\prime}$ reduced to a vertex of type $(k)$. More explicitly, if $\gamma^{\prime}=$ - , then for $k=2$ one replaces this graph in $\Gamma$ by the line $\xrightarrow[\sim]{(2)} \equiv \_$, and for $k=0$ by $\xrightarrow[\sim]{(0)} \equiv \multimap$ (cf. Remark 1 ). In the case of the vacuum polarization and the full vertex graph, one replaces $\gamma^{\prime}$ by the corresponding vertex.

By complete analogy with [5], we find that with this coproduct, $H$ becomes a connected graded Hopf algebra, i.e. $H=\oplus_{n \in \mathbb{N}} H^{n}, H^{0}=\mathbb{C}$ and

$$
\Delta\left(H^{n}\right)=\sum_{k=0}^{n} H^{k} \otimes H^{n-k}
$$

Indeed, $H^{0}$ consists of complex multiples of the empty graph, which is the unit in $H$, so that $H^{0}=\mathbb{C} 1$. Moreover, from general results on graded Hopf algebras, we obtain the antipode inductively,

$$
\begin{equation*}
S(X)=-X-S\left(X^{\prime}\right) X^{\prime \prime}, \tag{13}
\end{equation*}
$$

where $\Delta(X)=X \otimes 1+1 \otimes X+\sum X^{\prime} \otimes X^{\prime \prime}$.
We give a few examples in order to clarify the coproduct.


## 3 Birkhoff decomposition and renormalization

In [5], Connes and Kreimer understood renormalization of perturbative quantum field theory in terms of a Birkhoff decomposition. In particular, using the dimensional regularization (dim-reg) and minimal subtraction scheme, they have proved that the BPHZ-formula is a special case of the Birkhoff decomposition of a loop on a small circle in the complex plane, centered at the dimension of the theory, and taking values in a pro-unipotent Lie group. Before applying this to the case of QED, we briefly recall the Birkhoff decomposition, while referring to [5] and [8] for more details.

The Birkhoff decomposition provides a procedure to extract a finite value from a singular expression. More precisely, let $C \in \mathbb{P}^{1}(\mathbb{C})$ be a smooth simple curve and let $C_{ \pm}$denote its two complements with $\infty \in C_{-}$. The Birkhoff decomposition of a loop $\gamma: C \rightarrow G$, taking values in a complex Lie group $G$, is a factorization of the form

$$
\gamma(z)=\gamma_{-}(z)^{-1} \gamma_{+}(z), \quad z \in \mathbb{C}
$$

where $\gamma_{ \pm}$are boundary values of holomorphic maps (denoted by the same symbol)

$$
\gamma_{ \pm}: C_{ \pm} \rightarrow G
$$

The normalization $\gamma_{-}(\infty)=1$ ensures uniqueness of the decomposition (if it exists).
The evaluation $\gamma \rightarrow \gamma_{+}\left(z_{0}\right) \in G$ is a natural principle to extract a finite value from the (possibly) singular expression $\gamma\left(z_{0}\right)$. This gives a multiplicative removal of the pole part for a meromorphic loop $\gamma$, when we let $C$ be an infinitesimal circle centered at $z_{0}$.

Existence of the Birkhoff decomposition has been established for prounipotent complex Lie groups in [5], and, more generally, in [8] in the setting of affine group schemes. Recall that affine group schemes are dual to commutative Hopf algebras in the following sense. For a commutative Hopf algebra $H$, we understand an affine group scheme as a functor $G: A \rightarrow G(A)$ from the category of commutative algebras to the category of groups in the following way. For a given algebra $A$, one defines the group $G(A)$ to be the set of all homomorphisms from $H$ to $A$, with product, inverse and unit given as the duals with respect to the coproduct, antipode and counit $\epsilon$ respectively, i.e.

$$
\begin{aligned}
\phi_{1} * \phi_{2}(X) & =\left\langle\phi_{1} \otimes \phi_{2}, \Delta(X)\right\rangle, \\
\phi^{-1}(X) & =\phi(S(X)), \\
e(X) & =\epsilon(X) .
\end{aligned}
$$

The following result is the algebraic translation of the Birkhoff decomposition to (pro-unipotent) affine group schemes, expressed in terms of the commutative (connected graded) Hopf algebra $H$ underlying this affine group scheme. Its proof can be found in [5] (see also [8]). We assume that $C$ is an infinitesimal circle centered at $0 \in \mathbb{C}$ and denote by $K$ the field of convergent Laurent series, with arbitrary radius of convergence and by $\mathcal{O}$ the ring of convergent power series. Furthermore, we set $\mathcal{Q}=z^{-1} \mathbb{C}\left(\left[z^{-1}\right]\right)$.

Theorem 4 (Connes-Kreimer). Let $\phi: H \rightarrow K$ be an algebra homomorphism from a commutative connected graded Hopf algebra $H$ to the field $K$ defined above. The Birkhoff decomposition of the corresponding loop is obtained recursively from the equalities,

$$
\phi_{-}(X)=-T\left(\phi(X)+\sum \phi_{-}\left(X^{\prime}\right) \phi\left(X^{\prime \prime}\right)\right),
$$

where we have written $\Delta(X)=X \otimes 1+1 \otimes X+\sum X^{\prime} \otimes X^{\prime \prime}$ for $X \in H$ and $T$ is the projection on the pole part in $z$, and $\phi_{+}=\phi_{-} * \phi$, or explicitly,

$$
\phi_{+}(X)=\phi(X)+\phi_{-}(X)+\sum \phi_{-}\left(X^{\prime}\right) \phi\left(X^{\prime \prime}\right)
$$

The maps $\phi_{-}$and $\phi_{+}$are homomorphisms from $H$ to $\mathcal{Q}$ and $\mathcal{O}$ respectively.
The loop $\gamma: C \rightarrow G$ defined in terms of $\phi: H \rightarrow K$ by $\gamma(z)(X):=\phi(X)(z)$ therefore factorizes as $\gamma=\gamma_{-}^{-1} \gamma_{+}$where $\gamma_{ \pm}: C_{ \pm} \rightarrow G$ are defined in like manner in terms of $\phi_{ \pm}$. The fact that they are holomorphic maps on $C_{+}$and $C_{-}$, respectively, follows from the properties that $\phi_{+}$maps to $\mathcal{O}$ whereas $\phi_{-}$maps to $\mathcal{Q}$.

Let us see how this applies in the case of quantum electrodynamics and in particular, how it gives the BPHZ procedure of renormalization of it. Let us start by giving the Feynman rules for the graphs in our Hopf algebra, allowing us to associate a Feynman amplitude to a graph $\Gamma$. We will use dim-reg (see [4, Ch.4]) and obtain the regularized (bare) Feynman amplitudes as integrals

$$
\begin{equation*}
U_{\Gamma}\left(q_{1}, \ldots, q_{n}, \mu_{1}, \ldots, \mu_{n}, p_{n+1}, \ldots, p_{N}\right)(z)=\int d^{4-z} k_{1} \cdots d^{4-z} k_{L} I_{\Gamma}\left(q, \mu, p, k_{1}, \ldots, k_{L}\right) \tag{14}
\end{equation*}
$$

If we work in the Euclidean setting, the integrand is given by the following Feynman rules:

1. Assign a factor $\left(-\frac{\delta_{\mu \nu}}{p^{2}+\mathrm{i} \epsilon}+\frac{p_{\mu} p_{\nu}}{\left(p^{2}+\mathrm{i} \epsilon\right)^{2}}(1-\xi)\right)$ to each internal photon line.
2. Assign a factor $\frac{1}{\gamma^{\mu} p_{\mu}+m}$ to each internal electron line.
3. Assign a factor $e \gamma^{\mu}$ to each 3-point vertex. The apparent dependence on the index $\mu$ is resolved by summing over $\mu$ in combination with the attached photon line (having also an index $\mu$ ).
4. Assign a factor $m$ to the 2 -point vertex.
5. Assign a momentum conservation rule to each vertex.

In rules 1. and 2., we have introduced the IR-regulators i $\epsilon$ in order to resolve divergences at small momenta.

Example 5. Consider the following electron self-energy graph


According to the Feynman rules, the integrand for this graph is

$$
I_{\Gamma}(p, k)=\left(e \gamma^{\mu}\right) \frac{1}{\gamma^{\kappa}\left(p_{\kappa}+k_{\kappa}\right)+m}\left(e \gamma^{\nu}\right)\left(-\frac{\delta_{\mu \nu}}{k^{2}+\mathrm{i} \epsilon}+\frac{k_{\mu} k_{\nu}}{\left(k^{2}+\mathrm{i} \epsilon\right)^{2}}(1-\xi)\right)
$$

with summation over repeated indices understood.

As can be seen from equation (14), a Feynman amplitude $U_{\Gamma}$ corresponding to a 1PI graph $\Gamma$ is an element in $C^{\infty}\left(E_{\Gamma}\right) \otimes M_{4}(\mathbb{C}) \otimes K$, and a map $U: H \rightarrow K$ can be defined by setting

$$
\begin{equation*}
U\left(\Gamma_{\sigma}\right)(z)=e^{2-N}\left\langle\sigma, U_{\Gamma}\right\rangle \tag{15}
\end{equation*}
$$

The factor $e^{2-N}$ is introduced in order to keep track of the loop number of the graph in terms of powers of $e^{2}$. Indeed, with $N$ the number of external edges of $\Gamma$, the power of $e^{2}$ appearing in the above expression is exactly the loop number $L$ of $\Gamma$.

The counterterm $C(\Gamma)$ for a graph $\Gamma$ is given as the negative part of the Birkhoff decomposition of $U$ applied to $\Gamma$ and the renormalized value $R(\Gamma)$ as the positive part. Indeed, in this case, the above formulæ give precisely the recursive BPHZ-procedure of subtracting divergences, dealing with possible subdivergences recursively, so that $C=U_{-}$and $R=U_{+}$. More explicitly,

$$
\begin{aligned}
& C(\Gamma)=-T\left(U(\Gamma)+\sum_{\gamma \subset \Gamma} C\left(\gamma_{(k)}\right) U\left(\Gamma / \gamma_{(k)}\right)\right) \\
& R(\Gamma)=U(\Gamma)+C(\Gamma)+\sum_{\gamma \subset \Gamma} C\left(\gamma_{(k)}\right) U\left(\Gamma / \gamma_{(k)}\right)
\end{aligned}
$$

Remark 6. The relation between the renormalization constants in the Lagrangian (see equation (11)) and the counterterms, was given by Dyson in [10]. In terms of an expansion of Feynman graphs of the specified type, they read (compare with equation (73)-(76) in [2])

$$
\begin{align*}
m_{0} & =Z_{2} m+\sum_{\Gamma=-\sigma-} C\left(\Gamma_{(0)}\right), \\
Z_{1} & =1+\sum_{\Gamma=\sim \sigma} C\left(\Gamma_{(1)}\right), \\
Z_{2} & =1-\sum_{\Gamma=-\varnothing-} C\left(\Gamma_{(2)}\right),  \tag{16}\\
Z_{3} & =1-\sum_{\Gamma=\text { non }} C\left(\Gamma_{(3)}\right) .
\end{align*}
$$

## 4 Ward-Takahashi identities

In quantum electrodynamics, the Ward-Takahashi identities give relations between Feynman amplitudes for full vertex graphs and electron self-energy graphs. Our goal is to translate these identities into relations on the Hopf algebra $H$, thus giving relations between Feynman graphs. More precisely, we consider a quotient of the Hopf algebra $H$ by a Hopf ideal generated by so-called Ward-Takahashi (WT) elements, thereby establishing the well-known fact (see for example $[4,16])$ that the WT-identities are compatible with renormalization.

First, we introduce the following notation. Let $\Gamma$ be an electron self-energy graph, and number the internal electron lines that are not part of an electron loop by $i$. We define $\Gamma(i)$ to be the graph $\Gamma$ with insertion of a photon line on the $i$ 'th electron line.

Definition 7. For every electron self-energy graph $\Gamma$, we define the Ward-Takahashi element $W(\Gamma) \in H$ associated to $\Gamma$ by

$$
W(\Gamma)(p, q)_{k l}:=\sum_{i} \sum_{\mu} q_{\mu} \Gamma(i)(q, \mu ; p)_{k l}+\Gamma(p+q)_{k l}-\Gamma(p)_{k l}
$$

The first term is understood as the pair $(\Gamma(i), \sigma) \in H$, with external structure given by the distribution $\sigma^{k l}=\sum q^{\mu} \delta_{q, \mu, p,-p-q} \otimes e^{k l}$. Moreover, we set $W_{\mu}^{\prime}(\Gamma)(p):=\left.\frac{\partial}{\partial q_{\mu}} W(\Gamma)(p, q)\right|_{q=0}$ and $W^{\prime \prime}(\Gamma):=\left.\frac{1}{16} \sum_{\mu} \operatorname{tr} \gamma_{\mu} \frac{\partial}{\partial q_{\mu}} W(\Gamma)(p, q)\right|_{p=q=0}$; in other words

$$
\begin{aligned}
W_{\mu}^{\prime}(\Gamma)(p) & =\sum_{i} \Gamma(i)_{(0, \mu, p)}+\Gamma_{\left(p_{\mu}\right)} \\
W^{\prime \prime}(\Gamma) & =\sum_{i} \Gamma(i)_{(1)}+\Gamma_{(2)}
\end{aligned}
$$

In what follows, we will suppress the matrix indices $k, l$ in $W(\Gamma)$ for notational convenience.
The following notation due to 't Hooft and Veltman of double headed photon lines provides a compact way to denote the above external structure in terms of diagrams:


In diagrams, this leads to the familiar expressions for the WT-identities (see for example [16, Ch. 7]),

$$
\begin{aligned}
W(\Gamma)(p, q) & =\sum_{\substack{\text { insertion } \\
\text { points }}} W_{\mu}^{\prime}(\Gamma)(p)=\sum_{\substack{\text { insertion } \\
\text { points }}}(0, \mu) \\
W^{\prime \prime}(\Gamma) & =\sum_{\substack{\text { insertion } \\
\text { points }}}
\end{aligned}
$$

for $\Gamma=$ - any electron self-energy graph.
Theorem 8. The ideal generated (in $H$ ) by $W(\Gamma), W_{\mu}^{\prime}(\Gamma)$ and $W^{\prime \prime}(\Gamma)$ for all 1PI electron self-energy graphs $\Gamma$ is a Hopf ideal.

Before stating the proof of this, we remark that it is thus possible to define the quotient Hopf algebra $\widetilde{H}$ of $H$, with the induced coproduct, counit and antipode.

Proof. Recall that an ideal $I$ in a Hopf algebra $H$ is called a Hopf ideal if

$$
\Delta(I) \subseteq I \otimes H+H \otimes I, \quad \epsilon(I)=0, \quad S(I) \subseteq I
$$

In our case of a connected graded Hopf algebra $H$, the last property follows from the first. Indeed, since $S$ is given inductively by equation (13), we find that $S(I) \subseteq I$.

We set $\Delta^{\prime}(X):=\Delta(X)-X \otimes 1+1 \otimes X=\sum X^{\prime} \otimes X^{\prime \prime}$ and denote the ideal generated by the WT-identities by $I$. Clearly, it is enough to establish $\Delta^{\prime}(I) \subseteq I \otimes H+H \otimes I$. Moreover, since $\Delta$ is an algebra map by definition, it is enough to establish $\Delta^{\prime}(W(\Gamma)) \in I \otimes H+H \otimes I$ and the analogous expressions for $W_{\mu}^{\prime}(\Gamma)$ and $W^{\prime \prime}(\Gamma)$ for any electron self-energy graph $\Gamma$.

Let us start by illustrating the general argument in the following special case of the selfenergy graph $\Gamma$ displayed in Figure 1. We label the internal electron lines from left to right,


Figure 1: An electron self-energy graph with blocks $\alpha=\alpha_{1} \cdot \alpha_{2}$ and $\alpha^{\prime}$.
from 1 to 9 . Let us consider the first term in $W(\Gamma)$, and split its image under $\Delta^{\prime}$ in a term in which $\gamma$ contains the electron line $i$ and a term in which it does not:

$$
\Delta^{\prime}\left(\sum_{i} \Gamma(i)\right)=\sum_{\gamma \subset \Gamma} C(\gamma)+D(\gamma)
$$

with $C(\gamma):=\sum_{i \in \gamma} \sum_{k} \gamma(i)_{(k)} \otimes \Gamma(i) / \gamma(i)_{(k)}$ and $D(\gamma):=\sum_{i \notin \gamma} \sum_{k} \gamma_{(k)} \otimes \Gamma(i) / \gamma_{(k)}$.
For example, if $\gamma=\alpha_{1} \cdot \alpha_{2}$ forms the 'block' of concatenated electron self-energy graphs inside $\Gamma$, we find,

$$
\begin{aligned}
C(\gamma) & =\sum_{i=2,4} \sum_{k_{1}, k_{2}} \gamma(i)_{\left(k_{1}, k_{2}\right)} \otimes \Gamma(i) / \gamma(i)_{\left(k_{1}, k_{2}\right)} \\
& =\sum_{k}\left(\widetilde{\alpha}_{1} \cdot \alpha_{2}\right)_{(1, k)} \otimes \Gamma / \gamma_{(1, k)}\left(e_{1}\right)+\left(\alpha_{1} \cdot \widetilde{\alpha}_{2}\right)_{(k, 1)} \otimes \Gamma / \gamma_{(k, 1)}\left(e_{2}\right),
\end{aligned}
$$

where for $m=1,2, \widetilde{\alpha}_{m}$ denotes the electron self-energy graph $\alpha_{m}$ with an external photon line attached to its internal electron line and $e_{m}$ is the electron line that corresponds to $\alpha_{m}$ in the quotient $\Gamma / \gamma$. On the other hand,

$$
\begin{aligned}
D(\gamma) & =\sum_{i=1,3,5, \ldots, 9} \sum_{k_{1}, k_{2}} \gamma_{\left(k_{1}, k_{2}\right)} \otimes \Gamma(i) / \gamma_{\left(k_{1}, k_{2}\right)} \\
& =\sum_{k}\left(\alpha_{1} \cdot \alpha_{2}\right)_{(2, k)} \otimes \Gamma / \gamma_{(2, k)}(1)+\left(\alpha_{1} \cdot \alpha_{2}\right)_{(k, 2)} \otimes \Gamma / \gamma_{(k, 2)}(3) \\
& +\sum_{k}\left(\alpha_{1} \cdot \alpha_{2}\right)_{(0, k)} \otimes \Gamma / \gamma_{(0, k)}(1)+\left(\alpha_{1} \cdot \alpha_{2}\right)_{(k, 0)} \otimes \Gamma / \gamma_{(k, 0)}(3) \\
& +\sum_{k_{1}, k_{2}} \gamma_{\left(k_{1}, k_{2}\right)} \otimes \sum_{i=5, \ldots, 9} \Gamma / \gamma_{\left(k_{1}, k_{2}\right)}(i) .
\end{aligned}
$$

Here we wrote explicitly the external structure $k=0,2$ for the electron self-energy graph in $\gamma$ for which an external photon line is attached to its incoming electron line (i.e. for $\alpha_{1}$ if $i=1$ and for $\alpha_{2}$ if $i=3$ ). Also, in the last line we used a labelling of the internal electron lines of the quotient $\Gamma / \gamma$ in terms of the electron lines of $\Gamma$ when $i \notin \gamma$.

The first two terms of $D(\gamma)$ combine with $C(\gamma)$ forming the WT-elements $W^{\prime \prime}\left(\alpha_{m}\right)$, and also the last three terms of $D(\gamma)$ combine to give,

$$
\begin{aligned}
C(\gamma)+D(\gamma)= & \sum_{k} W^{\prime \prime}\left(\alpha_{1}\right)\left(\alpha_{2}\right)_{(k)} \otimes \Gamma / \gamma_{(2, k)}\left(e_{1}\right)+\left(\alpha_{1}\right)_{(k)} W^{\prime \prime}\left(\alpha_{2}\right) \otimes \Gamma / \gamma_{(k, 2)}\left(e_{2}\right) \\
& +\sum_{k_{1}, k_{2}} \gamma_{\left(k_{1}, k_{2}\right)} \otimes \sum_{\substack{j \text { insertion } \\
\text { points in } \Gamma / \gamma}} \Gamma / \gamma_{\left(k_{1}, k_{2}\right)}(j),
\end{aligned}
$$

using for the last term the fact that the quotient $\Gamma /\left(\alpha_{m}\right)_{(0)}$ gives rise to a 2-point vertex, and thus to a new internal electron line. It is easy to see that the first two terms in the above equation are in $I \otimes H$.

The two other terms in $\Delta^{\prime}(W(\Gamma))$ are of the form $\sum_{\gamma} \gamma_{k_{1}, k_{2}} \otimes \Gamma / \gamma_{\left(k_{1}, k_{2}\right)}$ and combine, for fixed $\gamma=\alpha_{1} \cdot \alpha_{2}$ as above, with the last term in the previous equation to give precisely $\gamma_{\left(k_{1}, k_{2}\right)} \otimes W\left(\Gamma / \gamma_{\left(k_{1}, k_{2}\right)}\right) \in H \otimes I$. We conclude that the term in $\Delta^{\prime}(W(\Gamma))$ arising from the subgraph $\gamma=\alpha_{1} \cdot \alpha_{2}$ is an element in $I \otimes H+H \otimes I$. Similar arguments show that such relations hold for all subgraphs of $\Gamma$.

Let us now turn to the proof of the claim that $\Delta^{\prime}(W(\Gamma)) \in I \otimes H+H \otimes I$ for any electron self-energy graph $\Gamma$. For the first term in $W(\Gamma)$ we have

$$
\Delta^{\prime}\left(\sum_{i} \Gamma(i)\right)=\Delta^{\prime}\left(\sum_{i} \sim=\sum_{i} \sum_{\gamma \subset \Gamma(i)} \gamma_{(k)} \otimes \Gamma(i) / \gamma_{(k)}\right.
$$

where $k$ is a multi-index labelling the external structure on the connected components of $\gamma$ and $i$ runs over all internal electron lines of $\Gamma$ that are not part of a loop. Also, we suppressed the external structure of $\Gamma(i)$ as it appears in $W(\Gamma)(p, q)$.

In general, $\gamma$ can be written as a union $\gamma=\gamma_{E} \cdot \gamma_{P} \cdot \gamma_{V} \cdot \gamma_{E}(i)$, where $\gamma_{E}$ consists of electron self-energy graphs, $\gamma_{V}$ of full vertex graphs, $\gamma_{P}$ of vacuum polarization graphs and $\gamma_{E}(i)$ of electron self-energy graphs with a photon line inserted at the $i$ 'th electron line (with this labelling inherited from $\Gamma$ ). Graphs of the type $\gamma_{P}(i)$ and $\gamma_{V}(i)$ do not appear in the sum, because there are no corresponding vertices of valence 3 and 4 in QED. Note that the multiindex $k$ only affects the subgraphs in $\gamma_{E}$, for each of which it can take the values 0 and 2 . We split the above sum in a term in which $\gamma_{(k)}$ contains the electron line $i$ as an internal line and those in which it does not:

$$
\begin{equation*}
\Delta^{\prime}\left(\sum_{i} \Gamma(i)\right)=\sum_{\gamma \subset \Gamma}\left(\sum_{i \in \gamma_{E}} \gamma(i)_{(k)} \otimes \Gamma(i) / \gamma(i)_{(k)}+\sum_{i \notin \gamma_{E}} \gamma_{(k)} \otimes \Gamma(i) / \gamma_{(k)}\right) \tag{17}
\end{equation*}
$$

where $\gamma=\gamma_{E} \cdot \gamma_{V} \cdot \gamma_{P}$. We will write $\Delta^{\prime}\left(\sum_{i} \Gamma(i)\right)=\sum_{\gamma} C(\gamma)+D(\gamma)$ for the two terms appearing in equation (17).

Before examining the terms $C$ and $D$, we note that for each $\gamma, \gamma_{E}$ can be split into 'blocks' each of which appear in the graph $\Gamma$ by concatenation of electron self-energy graphs (as in Figure 1). We will denote such blocks by $\alpha \subset \gamma_{E}$ and write $C(\gamma)$ as

$$
C(\gamma)=\sum_{\substack{\alpha \subset \gamma_{E} \\ \alpha=\alpha_{1} \gamma_{E} \alpha_{l}}} \sum_{m=1}^{l} \sum_{i \in \alpha_{m}} \sum_{k} \alpha_{m}(i)_{(1)}\left(\gamma-\alpha_{m}\right)_{(k)} \otimes \Gamma / \gamma_{(k)}\left(e_{m}\right)
$$

where $e_{m}$ is the electron line corresponding to $\alpha_{m}$ in the quotient $\Gamma / \gamma$. In words, we separated the sum over the internal electron lines $i$ of $\gamma_{E}$ into a sum over all blocks $\alpha$ in $\gamma_{E}$, together with
a sum over its connected components $\alpha_{m}$ and a sum over the internal electron lines that are part of $\alpha_{m}$. Then, with $i \in \alpha_{m}$, the quotient $\Gamma(i) / \gamma(i)_{(k)}$ is given by the replacement of $\alpha_{m}$ by a 3 -vertex, followed by the quotient by the other graphs that constitute $\gamma$, and with external structure inherited from $\Gamma(i)$. Note that since $\alpha_{m}(i)$ is a full vertex graph, there is only the external structure $\alpha_{m}(i)_{(1)}$. This fixes $k_{m}$ inside the multi-index $k$ to be 2 , and by a slight abuse of notation, we let $k$ also denote the external structures of the elements in $\left(\gamma-\alpha_{m}\right)$.

The term $D(\gamma)$ can be split in a sum over $i$ of electron lines that are external edges for $\gamma_{E}$ and those that are not,

$$
D(\gamma)=\sum_{i \in \partial \gamma_{E}} \sum_{k} \gamma_{(k)} \otimes \Gamma(i) / \gamma_{(k)}+\sum_{i \notin \gamma \cup \partial \gamma_{E}} \sum_{k} \gamma_{(k)} \otimes \Gamma(i) / \gamma_{(k)} .
$$

Again, we will write this in terms of the blocks $\alpha$ forming $\gamma_{E}$ :

$$
\begin{aligned}
D(\gamma) & =\sum_{\alpha} \sum_{m=1}^{l} \sum_{k}\left(\alpha_{m}\right)_{\left(k_{m}\right)}\left(\gamma-\alpha_{m}\right)_{(k)} \otimes \Gamma\left(\alpha_{m} \rightarrow \frac{\left(k_{m}\right)}{\xi^{*}}\right) /\left(\gamma-\alpha_{m}\right)_{(k)} \\
& +\sum_{\alpha} \sum_{k}\left(\alpha_{l}\right)_{\left(k_{l}\right)}\left(\gamma-\alpha_{l}\right)_{(k)} \otimes \Gamma\left(\alpha_{l} \rightarrow \stackrel{\left(k_{l}\right)}{\aleph}\right) /\left(\gamma-\alpha_{l}\right)_{(k)}+\sum_{i \notin \gamma \cup \partial_{\gamma_{E}}} \sum_{k} \gamma_{(k)} \otimes \Gamma(i) / \gamma_{(k)},
\end{aligned}
$$

where the first term arises from $i$ being the ingoing line of $\alpha_{m}$ for $m=1, \cdots l$ and the second term from $i$ being the outgoing line for $\alpha_{l}$, thus equal to the sum of all external edges in $\alpha$.

Writing explicitly the two terms for $k_{m}=0,2$ one obtains,

$$
\begin{aligned}
D(\gamma) & =\sum_{\alpha}\left(\sum_{m=1}^{l} \sum_{k}\left(\alpha_{m}\right)_{(2)}\left(\gamma-\alpha_{m}\right)_{(k)} \otimes \Gamma / \gamma_{(k)}\left(e_{m}\right)\right. \\
& +\sum_{m=1}^{l} \sum_{k}\left(\alpha_{m}\right)_{(0)}\left(\gamma-\alpha_{m}\right)_{(k)} \otimes \Gamma\left(\alpha_{m} \rightarrow \frac{(0)}{\xi^{*}}\right) /\left(\gamma-\alpha_{m}\right)_{(k)} \\
& \left.+\sum_{k}\left(\alpha_{l}\right)_{\left(k_{l}\right)}\left(\gamma-\alpha_{l}\right)_{(k)} \otimes \Gamma\left(\alpha_{l} \rightarrow \stackrel{\left(k_{l}\right)}{*}\right) /\left(\gamma-\alpha_{l}\right)_{(k)}\right)+\sum_{i \notin \gamma \cap \partial \gamma_{E}} \sum_{k} \gamma_{(k)} \otimes \Gamma(i) / \gamma_{(k)} .
\end{aligned}
$$

where in the first line, we have used the fact that $\Gamma\left(\alpha_{m} \rightarrow \frac{(2)}{\xi^{*}}\right)=\Gamma / \alpha_{m}\left(e_{m}\right)$, in the above notation.

Since each vertex $\xrightarrow{(0)}$ adds an electron line to $\Gamma$, we can combine the last three terms to obtain

$$
D(\gamma)=\sum_{\alpha} \sum_{m=1}^{l} \sum_{k}\left(\alpha_{m}\right)_{(2)}\left(\gamma-\alpha_{m}\right)_{(k)} \otimes \Gamma / \gamma_{(k)}\left(e_{m}\right)+\sum_{k} \gamma_{(k)} \otimes \sum_{\substack{j \text { insertion } \\ \text { points in } \Gamma / \gamma}}\left(\Gamma / \gamma_{(k)}\right)(j) .
$$

Thus, we obtain for the sum of $C$ and $D$,

$$
\begin{align*}
C(\gamma)+D(\gamma) & =\sum_{\alpha, m, k}\left(\sum_{i \in \alpha_{m}}\left(\alpha_{m}\right)(i)_{(2)}+\left(\alpha_{m}\right)_{(2)}\right)\left(\gamma-\alpha_{m}\right)_{(k)} \otimes \Gamma / \gamma_{(k)}\left(e_{m}\right)  \tag{18}\\
& +\sum_{k} \gamma_{(k)} \otimes \sum_{j}\left(\Gamma / \gamma_{(k)}\right)(j),
\end{align*}
$$

where we recognize the WT-element $W^{\prime \prime}\left(\alpha_{m}\right)$ for each 1PI self-energy graph $\alpha_{m} \subset \Gamma$,

$$
W^{\prime \prime}\left(\alpha_{m}\right)=\sum_{i \in \alpha_{m}}\left(\alpha_{m}\right)(i)_{(1)}+\left(\alpha_{m}\right)_{(2)} .
$$

Combining the second term in equation (18) with the two other terms in $\Delta^{\prime}(W(\Gamma)$ ) (which involve the coproduct $\Delta^{\prime}(\Gamma)=\sum_{\gamma} \gamma_{(k)} \otimes \Gamma / \gamma_{(k)}$, it follows that

$$
\Delta^{\prime}(W(\Gamma))=\sum_{\gamma \subset \Gamma} \sum_{\alpha, m, k} W^{\prime \prime}\left(\alpha_{m}\right)\left(\gamma-\alpha_{m}\right)_{(k)} \otimes \Gamma / \gamma_{(k)}\left(e_{m}\right)+\sum_{\gamma \subset \Gamma} \gamma_{(k)} \otimes W\left(\Gamma / \gamma_{(k)}\right),
$$

so that $\Delta^{\prime}(W(\Gamma)) \in I \otimes H+H \otimes I$.
The other inclusions $\Delta^{\prime}\left(W_{\mu}^{\prime}(\Gamma)\right) \in I \otimes H+H \otimes I$ and $\Delta^{\prime}\left(W^{\prime \prime}(\Gamma)\right) \in I \otimes H+H \otimes I$ follow from the latter equation by the definitions of $W_{\mu}^{\prime}(\Gamma)$ and $W^{\prime \prime}(\Gamma)$ in terms of $W(\Gamma)$.

## 5 Conclusions

We have shown that the Ward-Takahashi identities can be implemented on the Hopf algebra of Feynman graphs of QED as relations that define a Hopf ideal. The quotient Hopf algebra $\widetilde{H}$ by this Hopf ideal is still commutative but has the WT-identities 'built in'. The Feynman amplitudes $U$ on $\widetilde{H}$ defined by equation (15) therefore automatically satisfy the WT-identities in the physical sense (i.e. between Feynman amplitudes). Moreover, Theorem 4 applies and shows that the counterterms and the renormalized Feynman amplitudes are given in terms of the algebra maps $C=U_{-}: \widetilde{H} \rightarrow \mathcal{Q}$ and $R=U_{+}: \widetilde{H} \rightarrow \mathcal{O}$, respectively. In particular, the counterterms as well as the renormalized Feynman amplitudes satisfy the WT-identities. The well-known relation $Z_{1}=Z_{2}$ between the renormalization constants as derived by Ward in [18] is now an easy consequence of their definition in (16),

$$
\begin{aligned}
& Z_{1}-Z_{2}=\sum_{\substack{ \\
\Gamma=-\bigcirc-}} C\left(\Gamma(i)_{(1)}\right)+C\left(\Gamma_{(2)}\right) \\
&=\sum_{\Gamma} C\left(W^{\prime \text { insestion }} \text { in in } \Gamma\right. \\
&\hline(\Gamma))=0 .
\end{aligned}
$$

In the first line we have used the fact that the contribution $C\left(\Gamma(i)_{(1)}\right)$ vanishes whenever $i$ is part of an electron loop, as follows by explicit computation using the Feynman rules (cf. [16, p. 240-241]).
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