
Centroaffine immersions of
codimension two and projective

hypersurface theory

Katsumi Nomizu
and

Takeshi Sasaki

Katsumi Nomizu
Oepartment of Mathematics
Brown University
Providence, RI 02912
USA

Takeshi Sasaki
Oepartment of Mathematics
Kobe University
Rokko, Kobe 6~7

Japan

Max-Planck-Institut fUr Mathematik
Gottfried-Claren-Straße 26
0-5300 Bonn 3

Germany

MPI / 91-80



\



CentroafBne immersions of codimension two and
projective hypersurface theory

Katsumi Nomizu* and Takeshi 8asaki**

\
Affine differential geometry developed by Blascbke and his school [B] has been

reorganized in the last several years as geometry of affine immersions. The original
assumptioD of nondegeneracy for a' hypersurface is relaxed and the standard choice ef
so-called affine normal is no longer essential. For a general indic;ation of this geometry,
see, for example, [NPI], [NP2]. The techniques ef affine differential geometry can be
applied to hypersurface theory in a projective space [8], [NP3J.

In this paper we present a systematic study of centroaffine immersions of an n
manifold into Rn+2 - {O}. Such immersions were stuclied in [W] by adhering t 0 the
original features (including apolarity and local convexity assumption) ef the Blaschke
theory as much as pessible. Dur approach is more general in that we follow the spirit of
the recent development mentioned above. In particular, our work is motivated by, and
applied to, projective differential geometry.

Tbe paper is organized as follows. In Sectien 1 we develop the basic machinery for
centroaffine immersions of codimension 2, obtain two fundamental forms hand T and
two cubic farms C and 8. The vanishing cf T ar h is given a geometrie interpretation
(Propostions 1.3, 1.4, 1.5). In Sectien 2, we consider lifts f : M --+ R n+2 - {O} cf
a given immersion F : M --+ pn+l and find projective invariants through such affine
models f. In Section 3, we define the dual mapping of F : M --+ pn+l by means
of a lift fand prove a result about selfdual immersions (Proposition 3.5). In Sectien
4, we study projective flatness and umbilicity for f : M --+ Rn+2 - {O} (Theorem
4.1) 'and its projective interpretation (Theorem 4.3). In Section 5, we prove a number
of uniqueness theorems for centroaffine immersions M --+ Rn+2 - {O} as weH as for
immersions M --+ pn+l, among which Theorems 5.7, 5.8 and 5.9 are the main results.
In Seetion 6, we show that f : M --+ R n+2 - {O} for which 'V h = 0 and rank h ~ 2
lies on a quadratic cene (Theorem 6.3) - a generalization ef the c1assical theorem of
Pick and Berwald fer affine hypersurfaces. In Seetion 7, we draw, under the assumption
'\7T = 0, another geometrie conclusion that M lies on a quadratic hypersurface or an
affine hyperplane (Theorem 7.3).

* The work of the first author is supported by an Alexander ven Humbold research
award at Technische Universität Berlin and Max-Planck-Institut für Mathematik, Bann

** The work of the second author is supported by Max-Planck-Institut für Mathe
matik,Bonn
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§l. Centroaffine geometry of affine submanifolds of codimension two

We use the following notation throughout this paper. By D we mean a Bat affine
conneetion of R n+2 aod by 7} the radial veetor field on R n+2 - {O}: 7} = L~:12 x i 8/8x i ,

where {xl, ... , x n+2 } is an affine eoordinate system. The letter w denotes a parallel
volume form of R n+2 that is fixed onee and for all. Let M be an n-manifold aod f an
immersion of M into Rn+2 - {O}. Assume 1 is transversal to 7}. We ehoose, at least
locally, a vector field ~ along 1 that is transversal to 1 such that eand 'I] are linearly
independent. At each x E M, then, the tangent space Tf (%)Rn+2 is deeomposed as the
direct surn of the span R{7J}, the tangent space I .. TxM, and the span R{~}. According
to tbis decomposi tion, the vectors D X 7J, D X f .. Y, and D X ~, where X, Y are vector
fields on M, have the following expressions:

(1.1 )

D X 7J = f ..X,

D X f*Y = T(X, Y)'I] +1.. (\1 X Y) + h(X, Y)e,

D xe = p(X)'I] - f*(SX) + T"(X)e.

An n-form B is defined by

(1.2)

Thus we have several objeets associted with e. They have the following properties.

Proposition 1.1.

(1)\7 is a torsion-free affine eonneetion on M.

(2) h and T are symmetrie tensors.

(3) V7 xB = T(X)B.

In the following, we oeeasionally identify a tangent veetor (field) X with its image
!.X if there is 00 daoger of eonfusion. Let RU and R denote the eurvature tensors of
the eonoectioo D aod the eonneetion V7, respeetively. Using (1.1), we get

DxDyZ = Dx(T(Y, Z)1] +V7 y Z +h(Y, Z)e)

= X(T(Y, Z))1] +T(Y, Z)X

+T(X, \1yZ)1] +VxVyZ + h(X, VyZ)e

+X(h(Y, Z))e +h(Y, Z)(P(X)l1 - SX +T(X)e)

aod

DIX,YjZ = T([X, Y], Z)1] +VIX,YjZ +h([X, V], Z)e.
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Henee we get

RU(X, Y)Z = R(X, Y)Z +T(Y, Z)X - T(X, Z)Y - h(Y, Z)SX + h(X, Z)SY

+{T(X, V7 y Z) - T(Y, V7x Z) +X(T(Y, Z)) - Y(T(X, Z))

- T([X, Y], Z) +p(X)h(Y, Z) - p(Y)h(X, Z)}7]

+ {h(X, V7yZ) - h(Y, V7 xZ) +X(h(Y, Z)) - Y(h(X, Z))

- h([X, Y], Z) +T(X)h(Y, Z) - T(Y)h(X, Z)}~

= R(X, Y)Z +T(Y, Z)X - T(X, Z)Y - h(Y, Z)SX +h(X, Z)SY

+ {(V7xT)(Y, Z) - (VyT)(X, Z) +p(X)h(Y, Z) - p(Y)h(X, Z)}'7

+{(V7x h)(Y, Z) - (V7yh)(X, Z) +T(X)h(Y, Z) - T(Y)h(X, Z)}~.

From the equations

DxDy~ = Dx(p(Y)11 - SY +T(y)e)

= X(p(Y))'7 +p(Y)X - {T(X, SY)'7 + V7x(SY) + h(X, SY)~}

+ X(T(y))e +T(Y){p(X)'7 - SX +T(X)e},

D[x1y]e = p([X, Y])'7 - S[X, Y] +T([X, Y])~,

we get

R1J (X, Y)~ = p(Y)X - p(X)Y - V'x(SY) +V'y(SX) - T(Y)SX +T(X)SY

+S[X, Y] + {X(p(Y)) - Y(p(X)) - T(X, SY) +T(Y, SX)

+ T(Y)p(X) - T(X)p(Y) - p([X, YD}ry

+{h(Y, SX) - h(X, SY) +X(T(Y)) - Y(T(X)) - T([X, y])}e

= p(Y)X - p(X)Y - (V7xS)(Y) +(V7 y S)(X) - T(Y)SX +T(X)SY

+{(V7x p)(Y) - (V7yp)(X) - T(X, SY) +T(Y, SX)

+T(Y)p(X) - T(X)p(Y)}'7

+ {h(Y, SX) - h(X, SY) + (V7XT)(Y) - (V7 Y T)(X)}e.

Since the connection D is flat, we have equations of Gauss (1.3), of Co~i (1.4), (1.5),
(1.6), and of Rieci (1. 7), (1.8):

(1.3) R(X, Y)Z = h(Y, Z)SX - h(X, Z)SY - T(Y, Z)X +T(X, Z)Y

(1.4) (V7xT)(Y, Z) +p(X)h(Y, Z) = (VyT)(X, Z) +p(Y)h(X, Z)

(1.5) (V7xh)(Y, Z) +T(X)h(Y, Z) = (V'yh)(X, Z) +T(Y)h(X, Z)

(1.6) (V7xS)(Y) - T(X)SY +p(X)Y = (V7yS)(X) - T(Y)SX +p(Y)X

(1.7) T(X, SY) - T(Y, SX) = (V7xp)(Y) - (Vyp)(X) +T(Y)p(X) - T(X)p(Y)

(1.8) h(X, SY) - h(Y, SX) = (V7xT)(Y) - (V7 Y T)(X) = dT(X, Y).

3



From (1.3) we have

(1.9) Ric(Y, Z) = trS· h(Y, Z) - h(SY, Z) - (n - l)T(Y, Z).

At tbis point we present the following basic lemma that will be repeatedly used.

Lemma 1.2. Let V be a vector space of finite dimension. Suppose u is a linear form
and h asymmetrie bilinear form on V such that

u(X)h(Y, Z) =u(Y)h(X, Z) for al1 X, ~ Z E V.

If rank h ;::: 2, then u = O.

We now study wbat the vanishing of T and h means for a given immersion f : M --10

R n +2 - {O}.

Proposition 1.3. If T vanishes and rank h ;::: 2, then tbe image of tbe immersion is
ineluded in an affine hyperplane which does not go through 0 and the veetor field eis
tangent to this hyperplane.

Proof. If T =0, then (1.4) says p(X)h(Y, Z) = p(Y)h(X, Z). By Lemma 1.2, p = 0
and, therefore, the distribution spanned by f.(TzM) and ez, x E M, is parallel relative
to .Dj this implies the result.

The immersion f considered to be a mapping into this byperplane is an affine
immersion of M as a hypersurfacej relative to the indueed ßat connection D' on' the
hyperplane, f satisfies

D'xf.Y = f.('\7x Y ) +h(X, y)e and D'xe = -f.(SX) + r(X)e·

o
Figura 1 (Prop 1.3) Figure 2 (Prop 1.4)

Proposition 1.4. If h vanishes and n ~ 2, then the image of the immersion is included
in a hyperplane through O. '

4



Proof. If h =0, then the distribution spanned by f.(TzM) and '7j(z), x E M, is
parallel relative to D.

In the situation of this proposition, the immersion f defines a centroaffine hyper.
surface immersion and the tensor T is the fundamental tensor of this immersion.

We put

(1.10)
C(X,~, Z) = ("Vxh)(Y, Z) +T(X)h(Y, Z)

6(X, Y, Z) = ("VxT)(Y, Z) +p(X)h(Y, Z).

Both are symmetric in their arguments (cf. (1.4), (1.5)). We call C the (first) cubic
form and 6 the second cubic form.

We shall next examine how various objects depend on e. Another choice, say e', of
transversal vector field is related to eby

..\e' = e+ a'7 +f. V,

where ..\ is a nonzero scalar function, a is also a scalar, and V is 8 tangent vector field.
Let T', "V', h', p', S', and·T' denote tbe quantities corresponding to e'. By (1.1) we
have

Dx I.Y = T(X, Y)7J + I. \7x Y + h(X, Y)('xe - aTJ - I.V)
= {T(X, Y) - ah(X, Y)}'7 +1.(\7x Y - h(X, Y)U) + >"h(X, Y)e',

Dx ~ = p(X)TJ - I.SX + r(X)('x~' - a'7 - I.U)

= {p(X) - ar(X)}1] - f.(SX + r(X)U) +>..r(X)e.

On the other hand, we have

Dxe = Dx(>...e' - a7J - I.U)

= X('x)e' + 'xDxe - X(a)7J - af.X

- {(T(X, U) - ah(X, U))7J + 1.(\7X U - h(X, U)U) + 'xh(X, U)e}·

Term-by-term comparison shows

(1.11) V~Y = \7X Y - h(X, Y)U

(1.12) T'(X, Y) = T(X, Y) - ah(X, Y)

(1.13) h'(X, Y) = >"h(X, Y)

(1.14) r'(X) = r(X) - X(log'x) + h(X, U)

(1.15) .xP'(X) = p(X) +X(a) +T(X, U) - ah(X, U) - ar(X)

(1.16) >...S'X = sx + r(X)U - aX - V xU + h(..Y, U)U.
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Formula (1.13) implies that the eonformal dass of h is independent of the ehoiee
of e. When the dass h is nondegenerate we say that the immersion is nondegenerate.
If we assume nondegeneraey, then one ean find a veetor field eso that T = 0 beeause
of (1.14); in this ease, B is VJ-parallel. We say that this ehoiee of edefines (or that the
pair {I, e} is) an equiaffine immersion. Further, we ean restriet the choice of eso that
the form B is equal to the volume fonn of the nondegenerate metrie tensor hj such eis
uniquely determined mod TJ up to sign. We call this pair {I, e} a Bla3chke immerjion
of eodimension two. Formulas (1.12), (1.13), aod (1.16) with U = 0 show

TJ(X, Y) + h'(S'X, Y) = T(X, Y) + h(SX, Y) - 2ah(X, Y).

By determining the scalar function a we can assume that eis so chosen that

(1.17) trh{T(X, Y) + h(SX, Y)} = o.

If this eondition is satisfied, we say that e is pre-normalized. In particular, a pre
normalized Blasehke immersion {I, e} is uniquely determined up to sign.

Remark. Consider the situation where I is a nondegenerate hypersurfaee immersion
into an affine hyperplane in R n +2 - {O} and where .{ is an equiaffine normal relative to
this immersion:

Dxf.Y = f.(Vx Y) +l!(X, y)s. and Dx { = - f.(SX).

Then we ean regard f as an immersion into R"+2 - {O}. Let e= e+ aTJ. Then i t is

easy to see tbat eis pre·normalized only wben a = 21" trS. The as;ociated quantities
are given by

1
T(X, Y) = - 2nl!(X, Y),

and V = V, h =l!, and T =O.

1
S= S--1- 2n'

1
and p = 2n d( trS)

Let us return to tbe general situation and prove a result which is more precise than
Proposition 1.3.

Proposition 1.5. Assume rank h ~ 2. Tben the image of the immersion is inc1uded
in an affine byperplane if and only if T = o:h for some scalar function 0:.

Proof. Assume T = o:h. Replace eby e' = e+ O:TJ. Then, (1.12) shows that T' for
e' vanishes identically. Hence, Proposition 1.3 implies tbat the image is inc1uded in an
affine hyperplane. Conversely, if the image lies in a hyperplane not through 0, then for
a veetor field etangent to this hyperplane we get T = O. Formula (1.12) also says that
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the property T = ah is independent of the choice of ~, although tbe scalar Q depends
on e.

We also bave

Proposition 1.6. Let n ~ 3. Assume \7 is fiat and rank h ~ 2. Then the image of
the immersion lies on an affine hyperplane and the immersion turns out to be a graph
immersion iota this byperplane.

Proof. The conditioD \7 is fiat means

(1.18) R(X, Y)Z = h(Y, Z)SX - h(X, Z)SY - T(Y, Z)X +T(X, Z)Y = o.

Let {Xl,""X r ,Xr+ll ""Xn } be a basis sucb that {X r+1"",Xn } generates kerh
and h(Xi, Xj) = EiOij, Ei = ±1, for 1 :5 i,j :5 r. For i -:F j, choose k -:F i,j (n ~ 3). By
letting X = Xi, Y = Xk, Z = X j , (1.18) implies -T(Xk, Xj)Xi + T(X i , Xj)Xj; = O.
Hence, T(Xj,X j ) = O. For i -:F j let X = Xi, Y = Z = Xj. Then (1.18) implies

If 1 ::; j ::; r, theo SXi. = pXi. where p = T(Xj, X j )/h(Xj , Xj). Since rank h ~ 2, this
identity holds for all i and J-l is independent of j. If r + 1 ::; j ::; n, then T(Xj, Xj) = O.
Therefore, we have

S = J-lI aod T(X, Y) == J-lh(X, Y).

Ey changing ~ to e' = ~ +J-lTJ, the equations (1.11), (1.12), aod (1.16) allow us to assurne
S == 0 aod T == O. Ey Proposition 1.3 aod Example 3 of (NPl) we get the conclusion.

We conclude this seetioD with the following formulas for later applications.

Proposition 1.7. Under the change of ~ to~' == ,,\-)(~ + aTJ + I.U) the eubic forms C
and 0 transfonn as folIows:

,,\-lC'(X, Y, Z) == C(X, Y, Z) + h(X, Y)h(U, Z) + h(Y, Z)h(U, X) + h(Z,X)h(U, Y)

o'(X, Y, Z)+a(A)-lC'(X, Y, Z)

== ö(X, Y, Z) +h(X, Y)T(U, Z) + h(Y, Z)T(U, X) + h(Z, X)T(U, Y)

Proof. The first identity is similar to the affine hypersurface ease (see [NP2J). Tbe
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second one ia calculated as follows.

(V'~T')(Y, Z) +p'(X)h'(Y, Z)

= X(T'(Y, Z)) - T'(V'~ Y, Z) - T'(Y, V'x Z) + .xp'(X)h(Y, Z)

= X(T(Y, Z) - ah(Y, Z)) - T(V'~ Y, Z) +ah(V'~Y, Z)

- T(Y, V'~ Z) +ah(Y, V'~ Z) + .xp' (X)h(Y, Z)
= X(T(Y, Z)) - X(a)h(Y, Z) - aX(h(Y, Z))

- T(V' x Y, Z) +h(X, Y)T(U, Z) +ah(V'x Y, Z) - ah(U, Z)h(X, Y)

- T(Y, V'x Z) +h(X, Z)T(U, Y) +ah(Y, V'x Z) - ah(U, Y)h(X, Z)

+ {p(X) +X(a) +T(X, U) - ah(X, U) - ar(X)}h(Y, Z)

= 6(X, Y, Z) - aC(X, Y, Z) +h(X, Y){T(U, Z) - ah(U, Z)}
+h(Y, Z){T(U, X) - ah(U, X)} +h(Z, X){T(U, Y) - ah(U, V)}.

§2. Projective hypersurfaces

Let 1f' : R n+2 - {O} -+ pn+l be the natural projection where pn+l ia a projective
space of dimension n +1. Let F be an immersion of an n·manifold M into pn+l. Then,
locally, there is an immersion I of M into R n+2 - {O} such that 1f' • I = F. We call I
a locallift of Fand use the notation F = (I]. Another locallift 9 is written as 9 = ,pI
for some nonzero scalar function 4>. In this section we want to obtain relations of the
invariants for fand those for 9 and, tbereby, to find out what invariants can be attached
to the immersion F.

We first consider the relationship between f. and 9•. Since

DX9 = Dx (4)I) = (X<p)f +<pDxf,

we bave
9.X = (X<p)1]/(z) +<pf.X = X(log<p)'7g(z) + 4>f.X

where f.X E Tf(z)Rn+2 is considered to be in Tg (z)R"+2 by parallel translation. For
the moment we write '7g for '7l g(z) and '7 for '71!(z)' Then

(2.1 ) g.X = q(X)'7g + ifJf.X

where q = d log,p. The quantities for gare denoted with "-". We get tbe following
formulas with respect to the immersions (I, e, 7]) and (9, e, '7,q):

(2.2)

(2.3)

(2.4)

V' X Y = V' X Y +q(Y)X +u(X)Y
- VT(X, Y) = Hesslog,p(X, Y) - q(X)q(Y) +T(X, Y)

h(X, Y) = 4>h(X, Y)
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where
Hess~g t/J = Hessian of log 4> = v u.

The praof is straightforward by calculating

Dxg.Y = Dx{a(Y)ry,9 +4>!.Y}

= X(a(Y))ry.9 +u(Y)g.X + X(4))!.Y + ,pDxf.Y

= X(a(Y))ry.q +a(Y)g.X +a(X)(g.Y - a(Y)T].q)

+ qS{T(X, Y)T] + !.V'x Y + h(X, y)e}

which, on the other hand, should be T(X, Y)ry.q + g.(VX Y) +h(X, y)e.

Similarly, by the identity

Dxe = p(X)T] - !.SX + r(X)e

= p(X)T]g - g.SX + r(X)e,

we have

(2.5)

(2.6)

(2.7)

Moreover we can see that

,pp(X) = p(X) + a(SX)

4JS = s.

'6 = t/J"+18.

Hence, the eoniormal class oi h is preserved end, ii f is equiaffine, i.e. T = 0, then 9 is
also equiaffine relative to the same e.

Let R denote the curvature tensor oi V' end let "Y and 1 be the normalized (i.e.,
divided by n - 1) Ried tensors oi V' and V, respectively. We see

R(X, Y)Z = R(X, Y)Z + (V'xu)(Z)Y - (V'yu)(Z)X +u(Y)u(Z)X - u(X)u(Z)Y

and
1(X, Y) = "Y(X, Y) - {(V'xu)(Y) - u(X)a(Y)}.

Hence we get

(2.8) T(X, Y) +1(X, Y) = T(X, Y) +"Y(X, Y).

Assume that h is nondegenerate and that {I, e} is a pre-normalized Blaschke im
mersion. Then the immersion 9 has a similar normalization. Let ebe an associated
vector field which cao be writteo as

9



By computation, we see that the identities

~ =,p, ,ph(U, X) =G(X), 2a +G(U) = 0

determine {. Let (V, h, S, T, p) be the data for {. They are given by the following
formulas:

(2.9)

(2.10)

(2.11 )

(2.12)

(2.13)

~X Y = V X Y +G(X)Y +G(Y)X - ,ph(X, Y)U
h(X, Y) = ,p2 h(X, Y)

T(X, Y) = T(X, Y) +(VxG)(Y) - G(X)G(Y) - a,ph(X, Y)

,p2 SX = SX - a,pX - ,p{VX U +G(X)U +G(U)X} + <jJ2 h(U, X)U

,p2 p(X) = p(X) +G(SX) + ,pX(a) - a,p2h(U, X)

+ <p{(Vxu)U - o(X)u(U) +T(U, X)}

We define a quadratic form T by

(2.14) T(X, Y) = T(X, Y) + h(SX, Y).

Then we can prove easily the following fonnulas:

Proposition 2.1.

(1) C = rjJ 2C.

(2) T(X, Y) = T(X, Y) + rjJC(U, X, Y).

§3. Dual mappings

In this section, we define the dual mapping of a given immersion and discuss its
elementary properties. We assume the nondegeneracy throughout the section.

Let R n+2 denote the dual vector space of R n+2 and 1]. the radial vector field of
R n +2 . We define two mappings v and w from M into R n +2 by associating to each point
x two linear functions v( x) and w( x) on Tf(z} R n+2, which is identified with the vector
space R n+2, as folIows:

v(x)(~f(x)) = 1,

w(x )(ej(x)) = 0,

V(x)('7f(x}) = 0,

w(x)(1]f(x)) = 1,

aod v(x)(f.X) = 0

aod w(x )(f.X) = 0

for all X E TzMj

for all X E TxM.

Lemma 3.1. The derivatives of the mappings v and ware given as folIows:

(Dxv)(~) = -T(X)

(Dxv)(7]) = 0

(Dxv)(!.Y) = -h(X, Y)
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The nondegeneracy of h implies that the mapping v defines an immersion, because
from the assumption v.Y = Dyv = 0 follows Y = 0 by the identity (Dxv)(f.Y) =
-h(X, Y). Since v(j.X) = 0 and since Dyv is nODzero, the vector field Tl· is transversal
to the mapping v. Since w(Tl) =1 and D X v(Tl) = 0, the vector neld w is also transversal
to the mapping v. Because of the definition two vector fields v and ware linearly
independent. So, the mapping v defines a centroaffine immersion of M. The pair {v, w}
is called the dual mapping of {I, e}. The following set of equations

(3.1)
D X 1/ = v*X
Dxv.Y = T·(X, Y)T]· +v.(V7xY) +h*(X, Y)w

D Xw = p*(X)T]· - v*(S· X) +T*(X)W.

defines the objects V7*, h·, T·, S*, p*, and T* for the dual mapping v.

Lemma 3.2.

T*(X, Y) = -h(SX, Y) +T(X)T(Y) - (VxT)(Y)

h*(X, Y) = h(X, Y)

Z(h(X, Y)) = h(VzX, Y) +h(X, V7zY) +T(Y)h(X, Z).

Proof. These formulas are obtained by differentiating the three equations on the left
hand side of Lemma 3.1. For example,

o= X {(v*(Y))(~) +T(Y)}

= Dx(v* y)(e) +(v.Y)(Dx~) + (V7 XT)(Y) +T(V7xY)

= (T*(X, Y)T]· +v.(VxY) +h*(X, Y)w) (~)

+(v*Y) (p(X)'7 - f*SX +T(X)e) + (V7 XT)(Y) +T(V7xY)

= {T*(X, Y) - T(V XY)} + {h(SX, Y) - T(X)T(Y)}

+ (V7 XT)(Y) +T(VXY)

shows tbe first formula. The other two are derived likewise.

Similar computation shows

Lemma 3.3.
p*(X) = -p(X) - T(S· X)

T*(X) = 0

h(S* X, Y) = -T(X, Y).

Recall tbe definition of T and define T· by

T*(X, Y) = T*(X, Y) +h*(S· X, Y).

11



Proposition 3.4.

(1) T(X, Y) +T*(X, Y) = T(X)T(Y) - (VXT)(Y).

(2) C*(X, Y, Z) +C(X, Y, Z) = T(X)h(Y, Z) +T(Y)h(Z, X) +T(Z)h(X, V).

Proof. The identity (1) follows from Lemma 3.2 and Lemma 3.3. We prove (2). By
definition, we have

C(X, Y, Z) = X(h(Y, Z)) - h(VX Y, Z) - h(Y, V X Z) +T(X)h(Y, Z).

Since h* = hand T* = 0, we obtain

C*(X, Y, Z) = X(h(Y, Z)) - h(VxY, Z) - h(Y, VxZ).

Hence the SUffi of these equations gives tbe fonnula in view of the third identity of
Lemma 3.2.

We remark here that when T = 0 the fonnulas take simple formsj in particular, two
connections '\l and V* are conjugate to each other:

(3.2) X(h(Y, Z)) = h(VxY, Z) + h(Y, VxZ).

Tbis is a well-known relation in affine surface theory (see [DNV]).
Let us next consider the dual of the dual: denote by (p, q) the dual of (v, w). It is

determined by

p(w) = 1,

q(w) = 0,

p(v) = 0,

q(v) = 1,

and

and

p(v*X) = 0

q(v*X) = o.

If we put pz = afJ/(z) + l*z(V) + be/(z), then a = p(w) = 1, b = p(v) = 0, and
p(v*X) = -h(X, V) - bT(X) = -h(X, V); since h is nondegenerate, V = O. Thus pz =
1]/(z) == /(x). Similarly, we see qz = ez+ /*z V, where V is defined by h(X, V)+T(X) = O.
Therefore, the dual mapping of the dual is the same as the original immersion wbile the
transversal veetor field ehanges a little depending on T.

Let F be an immersion of M into the projective spaee pn+l and / a loeallift of F:
[I] = F. The dual mapping v is associated with a transversal vector neId e. The dual
mapping v' associated with another vector field e' = (e +at'J +I*U)/ A differs from v by
v, = Av. Hence, [v] = (v'] as mappings into the dual projective space P n+l' Let 9 be
another choice of local lift of Fj theo, 9 = 4J! for a nonzero scalar function 4J. In this
ease, tbe dual mapping vg for {g, e} is equal to v. So, we can define the dual immersion
F*· of F by F* = [v]. The discussion in the previous paragraph says that (F*)* = F.

We say that the pair {I, e} ia affinely sei/dual if ! = Av for a linear isomorphism
A of R n+2 with R n+2. We say that the immersion F = [I] ia .5 ei/dual if F = AF'" for a
projective linear isomorphism A of P n+2 with pn+2.
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For both cases, denoting by < , > the dual pairing of R n+2 and R n+2 , we have

< f, A -1 f >=< /, V >= o.

This proves

Proposition 3.5. The image of an affinely selfdual (nondegenerate) centroaffine im
mersion lies in a quadratic cone, that is, a cone over a quadratic hypersurface in an
affine hyperplane not passing through the origin. The image of a selfdual (nondegener.
ate) projective immersion is part of a nondegenerate quadratic hypersurface.

§4. Projective f1atness and umbilicity

Two torsion·free affine connections V' and V" are said to be projectively equivalent
if there is a l·form u such that

v~ y = "VX Y +u(X)Y + u(y)x.

If u is dosed, we say that "V and V, are projectively equivalent in a atronger aense. The
connection "V is said to be projectively fiat if it is projectively equivalent to a fiat affine
eonnection.

Let us reeall the definition of the projective eurvature tensor of a conneetion V ([E,
p.97]). Put

W1(X, Y)Z = R(X, Y)Z - {7(Y, Z)X -'"'((X, Z)Y},

where '"'(X, Y) = Rie(X, Y)/(n - 1) and

2 2
W2 (X, Y)Z = 2 (A(Y, Z)X - A(X, Z)Y) + --A(X, Y)Z,

n -1 n+l

where

A(X, Y) = ~ (Rie(X, Y) - Rie(Y, X)).
2

Then the projeetive eurvature tensor W is defined by

W(X, Y)Z = W1(X, Y)Z + W2(X, Y)Z.

If V has symmetrie Ricci tensor, W2 = 0 and hence W = W 1 •

If two affine connections V and V, are projectively equivalent, they have the same
W. It is known that V is projectively Hat if its projective curvature tensor W is
identically zero when n ~ 3.
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Denote by SO the traceless part of S: So = S - (trS/n)l. Then the identities (1.3)
and (1.9) show

(4.1) WI(X, Y)Z = h(Y,Z)SOX - h(X, Z)Soy

+ _1_{h(SOY,Z)X - h(SOX,Z)Y},
n-1

(4.2) W2 (X, Y)Z = n 2~ 1 [{h(S·Z, Y) - h(S·Y, Z)}X

-{h(SO Z, X) - h(SOX, Z)}Y]

+ _1_{h(SOY,X) - h(SOX, Y)}Z.
n+1

We prove

Theorem 4.1. Let n ~ 3. The connection "V is projectively :Hat if and only if either
(1) h = 0, or (2) rank h = 1 and So = v . I on ker h, or (3) So = O.

Proof. First, we show the only.if part. When (1) or (3) occurs, W vanishes trivially.
We assume the case (2). Let Y E ker h. Then

W1(X, Y)Z = -lJh(X, Z)Y - n ~ 1 h(S·X, Z)Y

W2(X, Y)Z = - 2 1 {h(SOZ,X) - h(5°X, Z)}Y.
n -1

If X E ker h or Z E ker h, then W = WI +W 2 = O. Let X = Z ~ ker hj then W2 = O.
Write SoX =,\X mod ker hj then, since trSO = ,\ + (n - 1)v = 0, we have WI = O.
Hence W = O.

Second, we prove the converse statement. Assume W = 0 and rank h = 1. Let
{XI,' . " X n } be a basis such that h(Xll Xl) = ±1 and {X2 ,' ", X n } generates ker h.
When Z = Xl and X i=- Y E {X2,'" ,Xn }, possible because n 2: 3,

W1(X,Y)Z = n~ 1{h(S·Y,X1)X - h(S·X,XdY },

W2 (X, Y)Z = n2~ 1 {h(S·X, X1)Y - h(S·Y, XdX}.

Hence, W = 0 implies h(SOX, XI)Y = h(SO, X 1 )X and h(5°X, Xl) = 0 because X and
Y are linearly independent. Namely, we see SO(ker h) C ker h. When X = Z = Xl and
Y E ker h (accordingly, soy E ker h), W2(X, Y)Z = 0 and

W1(X, Y)Z = -h(X1,XdS·Y - n ~ 1h(S·X1,XdY.
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Therefore, soy = vY where v = -h(SoX),XI)/(n-1)h(X),XI ), whieh shows the ease
(2).

Assume next rank h ~ 2 and W = 0; we see So = O. Let {X),·· " X r , X r +ll ···, X n }

be a basis such that {Xr +ll"" X n } generates ker hand h(Xi, Xj) = ±Cij for 1 :5 i,j :5
r. When r ~ 3 and X 1= Y 1= z 1= X are in {X1l ... , X r },

W1(X, Y)Z = n ~ 1 {h(S·Y, Z)X - h(s·X, Z)Y},

W2(X, Y)Z = n 2 ~ 1 {h(S·Z, Y) - h(S·Y, Z)}X

- n 2~ 1 {h(S· Z, X) - h(S·X, Z)}Y

+ _l_{h(Soy, X) - h(SOX, Y)}Z.
n+1

Henee, when W = 0, the eoefficient of Z says h(Soy, X) = h(SO ",Y, Y) and, so, W2 = 0;
then the eoefficient of X in WI implies h(Soy, Z) = O.

When Y 1= Z E {Xl,'" ,Xr } and XE {Xr+l ,'" ,Xn }, we have

WI(X, Y)Z = _l_{h(SOY, Z)X - h(SOX, Z)Y},
n-1

W2(X, Y)Z = 2 1 {h(SO Z, Y) - h(Soy, Z)}X
n -1

+ 1 h(SOX, Z)Y - _l_h(so X, Y)Z.
n 2 - 1 n +1

The eoefficient of Z shows h(SOX, Y) = 0, Le., SOker h C ker h. Then the eoefficient of
X vanishes:

_l_h(soy, Z) + 2 1 {h(SOZ, Y) - h(Soy, Z)} = 0,
n-1 n -1

from whieh it is easy to see h(Soy, Z) = 0 also in this ease. Henee we have seen that
there exist scalars Vi such that

(4.3)

Now let both Y = Z and X belong to {Xl,"', X r }. Then, W2 = 0 by (4.3) and

W1(X, Y)Z = h(Y, Y)S· X + n ~ 1 h(S·Y, Y)X.

Henee, Vi +JJj /(n - 1) = 0 for i 1= j. Since n ~ 3, it is easy to see Vi = 0. Then, W I = 0
implies now SoX = 0, i.e., So =0 on {Xl,' .. ,Xr }.
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Consider finally the case where Y = Z E {X),"" X n } and X E {Xr +ll · . " X n }.

We have W2 = 0 and W1(X, Y)Z = h(Y, Y)SO X. Henee 8° = 0 also on {Xr+b !'" X n }.

This ends the proof.

Remark that the proof is tbe same as tbat of Theorem 5 of [NP3) wben Ried
curvature is symmetrie.

We say the immersion I is umbilical relative to eif 8° = 0, Le., S = vI for some
scalar function v.

Lemma 4.2. Assume 8 = vI and n ~ 2. Then

(1) dT = O.

(2) dv - VT + P = O.

(3) o(e + V'l]) is a constant vector where 0 is defined (locally) by T = -dlog o.

Proof. (1) follows from the identity (1.8). For(3), it is enough to check

Dx(e +v7]) = (p(X)1]- SX +T(X)e) +X(v)1] +vX

= T(X)(e + V1]).

The assumption S = vI implies V7 xS = (Xv) ·1. Then, by (1.6),

{X(V) - VT(X) +p(X)}Y = {Y(v) - lJT(Y) + p(Y)}X.

If n 2: 2, (2) follows.

Theorem 4.3. Assume the immersion I is umbilical. Then each 2·dimensionallinear
subspace spanned by 'l]z and ez contains a fixed line through the originj in other words,
each projective line through [/(x)] in pn+l in tbe direction of (ez] passes through a
fixed point.

Proof. Put y = I( x) + Ae + JlTJ. Then we get

Letting Jl = ,,\v - 1 and using (2) of Lemma 4.2, we check

DxY = (X"\ + AT(X)) (e +V1]).

Put a = o(e + V1]) and w = Q-l(d"\ +AT). Tben we obtain

Dxy = w(X) . a,

which proves the conclusion.
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Remark. Our method in this paper makes it possible to recapture Proposition 8 in
[NP3] without the assumption of equiprojectivity.

§5. Uniqueness theorems

In this section we are going to establish a number of uniqueness theorems for
centroaftlne immersions M --+ R "+2 - {O} and for immersions M --+ pn+l.

Consider two immersions ji : M --+ R n+2 - {O}, i = 1,2, with transversal vector
fields ei. We have two sets of invariants (Vi, hi, Ti, Si, pi, Ti). We say that /1 and /2 are
affinely (resp. projectively) equivalent if /1 = A/2 (resp. if [j1] = [A/2]) for a general
linear transformation A in GL(n +2, R).

A prelimioary uniqucness theorem is stated as follows.

Lemma 5.1. Assurne VI = V2, hl = h2 , Tl = T 2 , SI = 8 2, pI = p2, and Tl = T 2•

Then /1 aod /2 are affinely equivalent.

We follow the patterns in [D] and [0] to pro,:"e the following.

Lemma 5.2. Assume VI = V2 =: V, hl = h2 =: h, and Tl = T2 =: T. If rank h ~ 2,
then /1 and /2 are affinely equivalent.

Proof. From the equation (1.5),

(V X h) (Y, Z) - (V y h)(X, Z) = Tl (Y)h(X, Z) - T
l (X) h(Y, Z)

= T2(Y)h(X, Z) - T2(X)h(Y, Z).

Hence, for T := Tl - T 2 , we get

T(Y)h(X, Z) = T(X)h(Y, Z).

Then, tbe assumption rank h ~ 2 implies T = 0 by Lemma 1.2. Similarly, for p := pl_p2,

the equation (1.4) shows
p(Y)h(X, Z) = p(X)h(Y, Z)

and we get p = O. Lastly, for 8 := 51 - S2, the equation (1.3) gives

h(Y, Z)SX = h(X, Z)SY

which implies S = O. Hence the equivalence follows from Lemma 5.1.

We shall further prove

Lemma 5.3. Assume VI = V2, h1 = >"h2 , and Tl = T 2 - ah2 , where a and >.. are
scalar functions and >.. is nOIl2ero. If rank h1 ~ 2, then /1 and j2 are affinely equivalent.
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Proof. Put e21 = (e2 - aT'J)/ >... Then relative to e21 we see

hence, we ean apply Lemma 5.2.

The assumption of Lemma 5.2 ean be modined to yield projeetive equivalenee:

Lemma 5.4. Assume

~~Y = \7~Y +a(Y)X +G(X)Y

T 1(X, Y) = T 2(X, Y) + (\7XG)(Y) - G(X)u(Y)

h1(X, Y) = >"h2(X, Y)

where >.. is a nonzero sealar funetion and a is a c10sed I-form. Then /1 and /2 are
projeetively equivalent.

Proof. Let (/ = d log Jl loeally and eonsider the immersion 9 = p,f2 with the same
transversal e2 . Then

V~Y = V~Y +u(Y)X +a(X)Y

T·q(X, Y) = T 2 (X, Y) + (9xa)(Y) - a()[)a(Y)

hfl(X, Y) = p,h2(X, V).

Hence VI = V9, Tl = T·q, and h1 = (AI ll)h9 • Apply Lemma 5.3 to /1 aod 9 to" obtain
the result.

Now we can drop the condition on T. We prove

Proposition 5.5. Let n ~ 3. Assume VI = V2 =: \7 and h1 = h2 =: h. If rank h ~ 2,
then /1 and /2 are affinely equivalent.

Proof. Let us recall that the projective curvature tensor W is the surn of two tensors
W l aod W2 which have expressions giveo in (4.1) and (4.2). The right-hand side of W
has two expressions , one using SI° and the other using S20. Hence, for So = S - (t rS/ n )1
where S := SI - S2, we see

h(Y, Z)SO X - heX, Z)Soy + _1_{ h(Soy, Z)X - h(SOX, Z)Y}
n-1

+ 2 1 [{h(SO Z, Y) - h(Soy, Z)}X - {h(SOZ,X) - h(SOX, Z)}Y]
n -1

+_l_{h(SOY,X) - h(So.y, Y)}Z = 0
n+1
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Since rank h ~ 2, the argument in the proof of Proposition 4.1 works and we have
So = 0, i.e., S = sI for a scalar s. Now, the equatioo (1.3) implies, for T := Tl - T 2 ,

sh(Y, Z)X - sh(X, Z)Y - T(Y, Z)X +T(X, Z)Y = o.

Hence, T(Y, Z) = sh(Y, Z). Take e21 = e2 - S1]; then, T 21 = T 2 + sh by (1.12) and
5 21 = 52 + sI by (1.16). Trus means, in particular, Tl - T 21 = 0 and we can apply
Lemma 5.2.

Theorem 5.6. Let n ~ 3. Given two centroaffine immersions /1 and /2, M -+

R n+2 - {O}, assume that the induced connections VI and V 2 coincide and that h 1 and
h2 are conformal aod of rank ~ 2. Then both immersions are affinely equivalent.

Proof. Ey scaling e2 by an appropriate nonzero factar, we can reduce the case to that
of Proposition 5.5 in view of (1.11) and (1.13).

Theorem 5.7. Let n ~ 3. Assume VI is projectively equivalent in a stronger sense
to '92 and h l is conformally equivalent to h2 • If rank hl ~ 2, then /1 is projectively
equivalent to /2.

Proof. By sealing /2 by an appropriate scalar, we ean reduee the ease to that in tbe
previous proposition.

Two tbeorems above ean be furtber generalized. We eonsider a pair (V, h) whieh
arises from an immersion / : M --40 R n+2 - {O} together with a transversal vector field
e. In the set of a11 such pairs (V, h) associated to all immersions M --40 R n+2 - {O}, we
define an equivalence relation: (V, h) ""0 (V', h') if there exist a vector field U and a
function ,X, t:- 0 on M sucb that

(5.1) V~Y = V xY - h(X, Y)U and h' = 'x'h.

It is easily checked that, given / : M --40 R n+2 - {O}, we get a equivalence clase [(V, h))o
independently of tbe choice of e.
Theorem 5.8. Let n ~ 3. Two immersions jl, j2 : M -+ R n+2

- {O} of rank ~ 2
are affinely equivalent if and only if the equivalence classes [(VI, h l ))a and [(\72 , h2 )]a
for jl aod /2 coincide.

Proof. See tbe equations (1.11) and (1.13).

Given two immersions F 1 , F2 : M --40 pn+l, we sha11 say that FI aod F2 are
projectively equivalent if there is a projective transformation Ä of pn+l such that F2 =
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A .pI. In this case, aoy lift /1 of pI and any lift /2 of p2 are projectively equivalent
defined in the sense we defined in the beginning.

Given an immersion P : M -+ pn+I, we consider a pair (V1, h) which arises from
the choice of a lift f : M --+ R n+2 - {O} together with a transversal vector field e. In
the set of an such pairs (V1, h) assoeiated to an immersions M -+ pn+I, we define an
equivalence relation: (V7, h),....,p C~'J h') if there exist a closed I-form 0, a vector field U,
and a function A f= 0 on M such that

(5.2) V7~Y = V7 X Y + o(X)Y + o(Y)X - heX, Y)U and h' = Ah.

It is easily checked by (1.11) and (2.2) that, given P : M -+ pn+I, we get an equivalence
dass [(V1, h)]p independently of the choice of {/,~} representing P. We define the rank
of P as the rank of h. We can now state

Theorem 5.9. Let n 2: 3. Two immersions pI, p2 : M --+ pn+I of rank 2: 2 are
projectively equivalent if and only if the equivalence classes [(VI, hl )]p and [(V12, h2 )]p
for pI and F2 coincide.

Remark. Formula (5.2) appears in [NP3], (44), as wen as in [8].

§6. Immersions with V h = 0

In affine hypersurface theory a well-known theorem of Pick and Berwald ean be
formulated as follows. If a nondegenerate hypersurface has vanishing cubic form, then
it lies in a quadric. In tbis section we sball obtain a result of this type for centroaffine
immersions M -10 R n+2 - {O}.

Lemma 6.1. Assume rank h 2: 2 and R(X, Y)h = O. Tben dT = 0 aod T = Hh, Le.,
h(SX, Y) +T(X, Y) = H heX, Y) for same scaJar function H.

Proof. By the assumption, we have

h(R(X, Y)Y, Z) +h(Y, R(X, Y)Z) = -(R(X, Y)h)(Y, Z) = O.

Then from (1.3) we have
(6.1)

h(Y, Y)h(SX, Z) - heX, Y)h(SY, Z) +T(X, Y)h(Y, Z) - T(Y, Y)h(X, Z)

+h(Y, Z)h(SX, Y) - heX, Z)h(SY, Y) +T(X, Z)h(Y, Y) - T(Y, Z)h(XJ Y) = O.

Let {Xl,"', X n X r+I ,' . , ,Xn } be a basis such that {Xr +I ,···, X n } generates ker h
and h(Xi,Xj) = EiOij, Ei = ±1, for 1 ~ i,j ~ r. Let 1 ~ j ~ rand 1 ~ i :5 n with
i # j. By setting X = Xi, Y = Z = X j , (6.1) implies

(6.2)
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Next, let r + 1 :5 j :5: rand 1 :5 i :5 n with i :1= j. Choose k, 1 :5 k :5 r, k :1= i (which
is possible by virtue of the assumption rank h ~ 2). By setting X = Xi, Y = X,. and
Z = Xj, (6.1) again implies (6.2). Thus (6.2) holds for a11 i,j (i :1= j).

Now let 1 :5 i,j :5 n, i :1= j. If we set X = Z = Xi, Y = Xi, then (6.1) leads to

h(Xi,Xi){h(SXh Xi) +T(Xi, Xi)}

(6.3) = h(Xi, Xi){ h(SXi' Xi) +T(Xi' Xi)} for 1::; i, j ::; r

h(SXi, Xi) +T(Xh Xi) = ° for r +1 :5 i :5 n.

(6.2) and (6.3) together imply

EiT(Xi, Xi) = EiT(Xi' Xi) and T(Xi, Xi) = 0 (i ~ j)

Hence, there exists a function H such that T(Xi, Xi) = H h(Xi,Xi ) for any i,j. This
proves the conclusion.

Lemma 6.2. Assume rank h ~ 2, Vh = 0, and n 2: 2. Then

dH +2p = O.

Proof. Under Vh = 0, (1.5) becomes T(X)h(Y, Z) = T(Y)h(X, Z); this implies T = 0
by Lemma 1.2. Since Vh = 0, we have R(X, Y)h = 0 and

(6.4) h(SX, Y) +T(X, Y) = Hh(X, Y)

by Lemma 6.1. Differentiating this equation and using the assumption Vh = 0, we get

h((VzS)X, Y) +(VzT)(X, Y) = (ZH)h(X, Y).

On the other hand, (1.4) and (1.6) imply

h((VzS)X, Y) +p(Z)h(X, Y) = h((VX S)Z, Y) +p(X)h(Z, Y)

(VzT)(X, Y) +p(Z)h(X, Y) = (VxT)(Y, Z) +p(X)h(Y, Z)

Hence, from the last three equations, we get

Z(H)h(X, Y) +2p(Z)h(X, Y) = X(H)h(Y, Z) +2p(X)h(Y, Z).

This identity implies the result by Lemma 1.2.

We denne for each x E M a quadratic cone through x by the following equation:
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This is an analogue of Lie's quadrics ([Bl, p.228-9). We now prove

Theorem 6.3. Assume tbe immersion M --+ R n +2 - {O} satisfies tbat rank h ~ 2,
'\7h = 0, and n ~ 2. Then tbe image lies on a quadratic cone.

Proof. Fix a point y E R n+2 - {O}. For each :c E M, y can be written as

Suppose y E Qzo' Then, if we can show y E Qz for every x, tbe proof is complete. To
see this we compute DxY by using the fundamental equations. The result is

D xY = a{X(logo) +T(X, V) +p.p(X)}t7

+a(X(loga)U +X + '\7xV - p.SX)

+ {X(loga)p. +h(X, U) +Xp.le.

Note here that 'T = O. On the other hand, since y is fixed, we have DX Y = 0; so,

T(X, U) = -X(loga) - p.p(X)

'\7xV = p.BX - X - X(loga)U

h(X, U) = -p.X(loga) - X p..

Using these equations, we get

h(Vx V, U)Z = h(p.SX - X - X(loga)U, U)

= p.h(SX, U) - h(X, U) - X(loga)h(V, V)

= p.(Hh(X, U) - T(X, V)) - h(X, U) - X(loga)h(U, U)

= p.{X(loga) + flP(X)

+(Hp. - 1){ -p.X(loga) - Xp.} - X(loga)h(U, V)

and, hence,

X(h(U, U)+Hp.2 - 2p.)

= 2h( '\7X V, U) +X H . p.2 +2Hp.X p. - 2Xp.

= 2X(loga){p. - h(U, U) - p(H p. - 1)} + (2p(X) +X H)p.2.

Therefore, by Lemma 6.2,

X(h(U, U) + Hp.2 - 2Jl) = -2X(loga)(h(U, U) +Hp.2 - 2Jl)j

this implies that a 2(h( V, U) +H p.2 - 2Jl) is const ant. Since it is zero at x = xo, we have
heU, U) +Hp.2 - 2Jl = O.
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Lemma 6.4. Assume the cubic form C v8nishes 8nd rank h :=: 2. Then dr = 0 and
R(X, Y)h = O.

Proof. Tbe assumption C = 0 means (~x h)(U, V) = -T(X)h(U, V). Hence,

(~x~yh)(U,V) = X{(Vyh)(U, V)} - Vyh(VxU, V) - (Vyh)(U, VxV)

= X( -T(Y)h(U, V)) +T(Y)h(V xU, V) +T(Y)h(U, V X V)

= -X(T(Y))h(U, V) - T(Y){(V xh)(U, V)}
= {r(X)T(Y) - X( r(Y))}h(U, V).

Similarly,

(~y~Xh)(U, V) = {r(X)r(Y) - Y(r(X))}h(U, V),

(~IXly]h)(U,V) = -T([X, Y])h(U, V).

Therefore, we get

(R(X, Y)h)(U, V) = {Y(r(X)) - X(r(Y)) + r([X, Y])}h(U, V)

= -dr(X, Y)h(U, V).

Then the identity (R(X, Y)h)(U, V) + h(R(X, Y)U, V) + h(U, R(X, Y)V) = 0 implies

{h(X, SY) - h(Y, SX)}h(U, V)

= h(Y, U)h(SX, V) - h(X, U)h(SY, V) +T(X, U)h(Y, V) - T(Y, U)h(X, V)

+ h(Y, V)h(SX, U) - h(X, V)h(SY, U) +T(X, V)h(Y, U) - T(Y, V)h(X, U).

Let {Xl,"', X r , X"'+l,' .. ,X.,l} be a basis as in Lemma 6.1. For any 1 ~ i :::; r,
1 ~ j ~ n, i f:. j, by letting X = Xj and Y = U = V = Xi, we get

Assuming further 1 S j S r aod interehanging i and j, we bave

Since T is symmetrie, the difference implies

(6.5)

for 1 :::; i, j ~ r.
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Now for r +1 :5 i :5 n, 1 :5 j :5 n, i ~ j, take 1 :5 k :5 r, k ~ j. By letting X = Xj,
Y = Xi, U = V = X Ic , we obtain

This proves (6.5) generallYj hence dT = 0 by (1.8).

Corollary 6.5. Assume the cubic form C vanishes and rank h ~ 2. Then the image
lies on a quadratic cone.

Proof. If C = 0, then T(X)h(Y, Z) = T(Y)h(X, Z) by (1.5). Lemma 1.2 implies T = 0
and, then, 'Vh = O. Theorem 6.3 proves the result.

Corollary 6.6. Assurne the immersion M -+ R n +2 - {O} satisfies the condition hlC,
namely

C(X, Y, Z) = h(X, Y)h(Z, U) +h(Y, Z)h(X, U) +h(Z, X)h(Y, U).

Then the image lies on a quadratic cone.

Proof. Proposition 1.7 implies that we can assume C = 0 by a rechoice of a transversal
field e.
§7. Immersions with \lT = 0

In this section we prove a result (Theorem 7.3) which is an analogue of Theorem 6.3.

Lemma 7.1. Assume rank h ~ 2. Then the condition R(X, Y)T = 0 is equivalent to
the condition T(SX, Y) = kh(X, Y) for some scalar function k.

Proof. The condition R(X, Y)T = 0 implies

T(R(X, Y)U, V) +T(U, R(X, Y)V) = O.

Hence, by (1.3) and by the symmetry of T, we have

A := h(Y, U)T(SX, V) - h(X, U)T(SY, V) +h(Y, V)T(SX, U) - h(X, V)T(SY, U) = O.

Let {Xl,' · . ,X,o, X r+l , ... ,X.tJ } be a basis as before. Suppose j :f k and at least one of
them is in {r +1"" ,n}. Choose 1 :5 i :5 r, i :f j, k. By letting X = Xj Y = U = Xi,
V = XIc, we obtain T(SXj, XI;) = O. Suppose j ~ k and both in {l,· , · ,r}. By letting
X = Xj, Y = U = V = XIc, we obtain T(SXj,XIc ) = O.

Next, assuming j ~ k, let X = V = XIc, Y = U = X j , we get
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Henee we see T(SX, Y) = kh(X, V). The eooverse ean be seen by showing A = 0 under
this eandition.

Lemma 7.2. Assume VT =0, T(SX, Y) = kh(X, V), and rank h 2: 2. Theo

dlog k = 2T.

Proof. By differentiating T(SX, Y) = kh(X, V), we get

T(X, (VzS)Y) = Z(k)h(X, Y) + k(Vzh)(X, V).

By interchanging Y and Z and by taking the difFerenee, we get

T(X, (VzS)Y - (VyS)Z)
= Z(k)h(X, Y) - Y(k)h(X, Z) +k{(Vzh)(X, Y) - (Vyh)(X, Z)}.

Then equations (1.5) and (1.6) imply

{Zk - 2kT(Z)}h(X, Y) = {Yk - 2kT(Y)}h(X, Z).

This implies the formula by Lemma 1.2.

Theorem 7.3. Assume the immersion M ~ R fI +2 - {O} satisfies that rank h 2: 2,
VT = 0, and n 2: 2. Then the image lies on a quadratie hypersurfaee or 00 an affine
hyperplane.

Proof. By the assumption we have from Lemmas 7.1 and 7.2

(1) p = 0, (2) T(X, SV) = kh(X, V), and (3) dlog k = 2T.

The first oDe follows from (1.4). We define a quadratie form qz on eaeh tangent spaee
T/(z)RfI+2 as follows:

(4) qz(7], 7]) = 1

(7) qz(e, I.X) = 0

(5) qz(!.X, '7) = 0

(8) qz(e, e) = -k

(6) qz(e, '7) = 0

(9) qz(!.X, !.Y) = -T(X, Y)

If we ean see that q is D-parallel, theD the praaf is eomplete beeause the equation (4)
represents a quadratie hypersurface or an affine hyperplane. The fact D Xq = 0 is seen
by simple eomputation. For example,

(DXq)(!.Y,I.Z)

= -q(Dx (!.Y, !.Z) - q(!.Y, Dx !.Z) - X(T(Y, Z)) by (9)

= -q(T(X, Y)7] +!. V x Y + heX, Y)e, f.Z)

- q(!.Y, T(X, Z)7] + f. V X Z +h(X, Z)e)

- {(VxT)(Y, Z) +T(VX Y, Z) +T(Y, V xZ)}

= 0 by (2) (5) (7) and (9).
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Remark. If T =0 in Theorem 7.3, then also k =0; hence tbe quadratie form q is
of rank 1 and the hypersurface q = 1 is an affine hyperplane. See Proposition 1.3.
In general, at a point where k ':/= 0 and h is nondegenerate, the quadratie form T is
oondegeneratej hence the quadratic bypersurface is also nondegenerate.

The meaning of Theorem 7.3 may become dearer if we start with a quadratie form q
and assume that a centroaffine immersion f : M -+ R n+2 - {o} is contained in the
quadrat ie hypersurface q(1], 1]) = 1, i.e. (4). Then (5) holds. By choosing ~ satisfying
(6), (7) and (8), we can see tbat tbese conditions imply (9) and thus lead to 'lT = o.
Namely, f(M) contained in the quadratic hypersurface (4) satimes 'lT = O.
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