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o. Introduction
z:::::I

Consider two Riemannian manifolds and d
c lR , where

M is eompact, possibly with boundary, and m ~ 3 . A map

f : M --> N is harmonie if it is stationary for Diriehlet's

integral ("energy")

2 d m ß af. af. aß -1
where IVfl = I I y~ ~ ~ , and where Y~ß(x) = (y (x))

i=1 a,ß=1 Xa Xe

represents the metrie of M. In a fundamental paper ([SU1]),

Sehoen and Uhlenbeck showed that near any singularity, a minimizing

harmonie map f : ~ --> N
n

eonverges strongly to a minimizing

tangent map
m n

u : JR -> N , which i s harmonie and homogeneous of

degree zero. The investigation of rninimizing tangent maps

u : B
m

--> N
n

is therefore an important aspeet of current research

into minimizing harmonie maps.

We restriet our attention in this paper to the case N = Sn

the unit sphere in JRn+1 . Even in this ease, surprisingly few

examples are known of maps u : B
m

-> Sn , homogeneous of degree

zero, whieh minimize energy for given Dirichlet boundary conditions.

The firstponconstant example was given by Jäger and Kaul in

1983, who proved that the map Uo : B
m

--> Sm defined by

uO(x) = (x/lxl,O) minimizes energy if m ~ 7 ([JK]; see also

[SV3]). Recently, Brezis, Coron and Lieb have shown that the map

to minimizes E2 ([BCL)). A proof
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was communicated to us by Lin that

sm-1 has minimum energy, for all

uo(x) == x/lxi from B
m

to

m ([L]). In a related result,

Helein has shown that E2 (U) ~ E2 (uO) + a E2 (u-uO) for some

a > 0 , provided that n == m-1 and rn ~ 9 ([H]).

In contrast, it is shown in [SV3] that any minimizing tangent

rnap is constant if rn ~ d(n) , where d(3) := 3

and d (n) : = 1 + min{n/2, 5} otherwise.

A natural generalization of the functional E2 is the

p-energy

which is finite if and only if u belongs to the Sobolev class

W1 ,p(Bm,Sn) :== {u E W1 ,P(Bm, JRn+1) :lul = 1 a.e.} . Mappings which

are stationary for E are called p-harrnonic maps. Note thatp

regularity theorems analogous to results for p == 2 in [SV1]

have not yet been proved for general p (uniform ellipticity is

lost). One may weIl expect, however, that minimizing tangent rnaps

will play a role similar to their rale in the theory for p == 2 .

One result of the presen~ paper concerns the homogeneous

mapping

y E JRn+1

Uo : Bm
--> Sn defined by

and z E JRrn- n -1 .. We have

uo(y,z) = y/1yl , where

Theorem 2.4. If P ~ n ;S; m-1 , then E
p

(u
O

) ;S; E (u) for anyp

u E W1 ,p(Bm,Sn) with u = u o on dB
m .

If P = n == m-1 , then this result rnay be proved by the
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methods of [BeL]. If p = 2 and n = m-1 , then this is exactly

Lin's result. Dur proof was discovered later than Lin's and

independently, and is of a quite different nature.

Two interesting examples of mappings from B
2n

provided by the homogeneous extension

to are

f th H f H .. s2n-1 --> Sno e op maps related to the multiplication

of complex. nurnbers (n = 2) and the quaternions (n = 4) • We

shall prove that both are minimizing maps for E 2 (Theorems 5.1

and 6. 1) .

Using similar techniques, we shall prove a sharp lower bound

n/2 n
E (u) ~ n Volume (S )

n

for u E W1 ,n(Bn +1 ,Sn) such that u(-x) = -u(x) for all

n+1
x E aB (Theorem 4.1).

Finally, we give a theorem with general hypotheses on a

mapping U . Bm --> Sno . which allow us to conclude that

minimizes E for its boundary data. The hypotheses are similar
p

to the conditions for a harmonie morphisrn (eornpare p. 123 of [B]).

We would like to point out that the results of the present

paper do not inelude a classification of all minimizing tangent

maps into Sn. For example, up to an orthogonal motion,

uo(x) = x/Ix] is the only known example of a minimizing tangent
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map from B
4

to S3 ; it is not known whether any others exist.

It was proved in [BeL] that uO(x) = xl Ix I is the unique

minimizing tangent map from B3 to s2 module m(3)

One idea in our proof is to bound the p-energy of a map

v : from below by a coarea formula. The usefulness

of the coarea formula in the context of the functional for

mappings into a p-dimensional manifold was made clear in the

paper of Almgren, Browder and Lieb [ABL]. An analogous framework

of ideas had been constructed in [BeL] for the case p = n = m-1 .

A new idea, which plays a central role in our proof, is to

t ' t th f u .• Bm --> S-nes 1ma e e p-energy 0 a map by averaging a

related functional of the composition of u with all nearest-

point projections of onto its totally geode5ic p-spheres

(Lemma 2.2). This averaging method i5 simplest in the classical

case p = 2 : the energy of any rnap u : Bm
--> Sn is a constant

times the average of E2 (ny o u) over all 3-planes y in m
n

+1 .

Here ny : Sn --> y n Sn maps s E Sn to the nearest point in

the 2-sphere ny n S (Lemma 1.2).

An important technical tool ~in our proof is a new approximation
1 p .

result for rnappings into the p-sphere of class W' (Theorem 3.2),~

which is based on methods of Hardt-Lin and of Bethuel-Zheng. Note

that smooth mappings are not dense ([SU2], p. 267 for p = 2).

However, we construct a dense class R of mappings whose

singularities form submanifolds of codirnension p + 1 , with
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simple structure near the singularities. Of course, the

slicing theorems of Federer ([F], 4.3.1), which are relevant

to the coarea formula, are valid only for Lipschitz-continuous

mappings; in effect, the singular set of a mapping of class R

contributes to the boundary of each slice. This difficulty is

overcome by considering the difference of the slices at two

distinct points in SP; the difference is a current having

no boundary in the interior of the domain.

The authors would like to thank Martin Guest and Uwe Abresch

for useful references to the literature. They gratefully acknowledge

the hospitality of the Max-Planck-Institut für Mathematik, where

this work was carried out.
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1. Projection to lower-dimensional spheres (p = 2)

Consider n ~ m-1 and an integer P, 1 ~ p Sn. For this

section and the following one, we define boundary data

g : aBm
--> Sn by

g(y,z) = Y/lyj ,

where y E JRn+1

is

and m-n-1z E JR • The class of admissible mappings

u = g on

The homogeneous extension of g is uO(y,z) = y/ly[ , which is

singular on {o} x JR
m- n - 1 cmm . Note that Ep(UO) is the integral

of ly]-P, which is finite since p < n+1 . This shows that

Uo E Ep(g) , and the admissible class is not empty.

In this section, we shall consider only the case p = 2 ,

which is simpler than the general case (compare the averaging

Lemmas 1.2 and 2.2). Our result is

G . 3 1 '1T"I
n + 1 d f'lven a -p ane Y c~ , we e lne

by TIy(u) = u1/lu' I , where u' is the orthogonal projection of

u onto Y. The singular set of TI y is the (n-3)-sphere Sn n y~ .
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Lemma 1.2. There ~ ~ constant c = c(n) such~ for any

u E W1 ,2(Bm,Sn) ,

( 1 • 1 ) c E
2

(u) = J 1 E 2 (TT y ?u)dG(Y) ·
YEG (lRn

+ )
3

Here dG is the bi-invariant volume form on the Grassmann manifold

Proof. For any tangent vector V to nS , we have

(1 .2)

since CD(n+1) acts transitively on the unit tangent vectors to

Sn and leaves dG(Y) invariant on G (JRn+ 1) . Note that TT y is
3

singular along a totally geodesie (n-3)-sphere of sn , and

IDTTy(V) I s C1VI/r , where r is the distance to the singular set;

therefore, the integral in equation (1.2) is finite. Since

Ivul 2 = I I~~ 12
, this forrnula applied to V = ~~ yields

a=1 a a

2 2
clVul = J n+1 jV(TTyOU) I dG(Y) ·

YEG 3 ( JR )

We integrate both sides over B
rn

to obtain -(1.1) by Fubini's

theorem.

for every

'Corollary 1.3. Let va

where x E JR3, Y E lRm- 3 • If

be defined ex. x
va(x,y) = TXT



v E W1 ,2(Bm,S2) with v = Vo on

for every u E W1 ,2(Bm,Sn) with
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aB , then

on

Proof. Note that after performing an appropriate

rotation in mm . Using Lemma 1.2,

= f +1 E2 (TI y o u)dG(Y) ~
G (JRn

3

q.e.d.

The coarea formula has the serious weakness that it gives a

lower bound for energy E2 only for rnappings to a manifold of

dimension n = 2 . The above corollary bypasses this weakness in

the case of mappings to the n-sphere.

L 1 4 (C f 1 2) If V E CO,1 (rl,S2)emma .. oarea ormu a, p =. ~~

n open in Brn , then

1 1
2 m-2 -1f Vv dx ~ 2 f 2 H (v (s))dA 2(s)

n S S

for

·where m-2H denotes (m-2)-dirnensional Hausdorff rneasure.

Proof. See [F, 3.2.22], with the observation that Ivvl 2 ~ 2 J(v) ,

where J(v) is the deterrninant of Vv restricted to the

2-dimensional space orthogonal to

value of v .

-1
v (s) , and s is any regular

q •. e.d.



- 1a -

In order to use Lemma 1.4, which 1s only valid for Lipschitz

mappings, we need to approximate W1 ,2(Bm,S2) by mappings having

precisely controlled singularities (recall that Lipschitz

functions are not dense for m ~ 3 : see [SU2], p. 267). Let R

be the class of mappings v E W1 ,2(Bm,S2) such that

( 1 • 3 ) v = va on a neighborhood of aB
m (whose size may depend

on v ) and on a neighborhood of the singular set

1:1 {a} m-3 of= xE va ;

(1.4) v € C
oo

(Bm'(/:1 U E» for sorne' Lipschitz (m-3)~dimensional

manifold E c c B
m

'/:1 (aE = ~) ; and

( 1 .5) for a. e. s € S2 , v -1 (s) U v -1 (-s) U E U 1:1 isa. Lipschitz

(rn-2)-dimensional manifold with boundary
m

c aB .

Approximation Theorem 1.5. If va € R , then R is dense in

on

We defer the proof of Theorem 1.5 to section 3.

ProoE of Theorem 1.1. According to Corollary 1.3 and the

Approximation Theorem 1.5, we need only to show·that for

vER, E2 (V) ~ E2 (Va) . We use the coarea formula of Lemma 1.4,

with n = Bm'(E U /:1)
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( 1 . 6 ) f I 'iJv I2d.x 2: 2 f 2 Hm- 2 (v-1 (s) n fJ) dA 2 ( s) .
51 S S

Since Hm- 2 (E U ~) = 0 , we have Hm- 2 (v- 1 (s) n fJ) = Hm- 2 (v- 1 (s» .

Note that the antipodal map from S2 to S2 defined by

s ~>-s preserves the volume form dA 2(s) , so that the right­
S

hand side of (1.6) equals

It follows from conditions (1.5) and (1.3) that for almost all

s, v- 1 (s) U v- 1 (-5) U E U ~ i5 a regular manifold with boundary

a totally geodesie sphere of dimension m-3 . In particular, it

has (m-2)-dimen5ional mea5ure >_ Hm- 2 (Bm- 2 ) Th=: Ci. 2. usm-

2 2Meanwhile, I 'iJv0 (x, y) I =
~

, so that

m-3

2 1 2
-2-

E
2

(V
O

) =
IBm~ dx dy = 47T Ci. f 2 (1-r ) dr

m-3
0

== 4TT Cl 2 •m-

q.e.d.
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~. Projection ~ lower-dimensional spheres (general p)

We may now turn our attention to the case of a general

integer exponent 1 $ P ~ n . Somewhat surprisingly, the counter-

part of Lemma 1.2 fails: if the constant c is defined so that

c Ep(UO) = f Ep(WyOUo) dG(Y)
YEG ( lRn + 1 )

p+1

then it is not true that

c E (u) ~ f Ep(Wyou) dG(Y)
p YEG ( lRn +1 )

p+1

In order to carry out our program, we will instead eompute the

average of squares of the Jaeobian deterrninants of

Lemma 2.2 below) .

TI Oll
Y

(see

Given a linear transformation m n
L : IR -> lR , where

m ~ n , we may write L = Q1 A Q2 ' where Q1 E m(n)

Q2 E ID(m) and A has the form

A1 0 0 0 0

0 A2 0 0 0

A =

l 0 0 An 0 0

with f.. j ;;;: f.. j +1 ~ 0 . (Far example,'·L = Vu(x). ).. In faet, ~~':.~' ,A~ are

the eigenvalues of the positive semi-definite symmetrie operator
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LL
T

on m
n

. We shall refer to A1, ••• ,An as the singular

values of L. Observe that Ak may be given a variational~

interpretation:

( 2 • 1 ) min { ILx I x € z, lxi = 1} •

For any p-plane Z € G (]Rn) , let Tl"Z be the orthogonalp

projection of mn onto Z , and write 11
1

(Z) , ••• , 11 p ( Z) for

the singular values of Tl" oL : ]Rm -> Z ~ JRP .
z - .

Reeall the defini tion of the :elementary symmetrie funetions

of

We have the following formula:

Lemma 2.'. Given any linear transformation L mm -> mn with

singular values A1, .•• ,An , the average

21- [ll, (z) ••• II (Z)] dG ( Z)
G (mn) p

p

2 2
0" (A" ••• ,A )p n

Proof. Without 1055 of generality, we may assume L = A • Write

, M = hAT, a symmetrie linear operator on mn
with eigerivalues

2 2 na, = A1, ..• ,an = An · For any Z € Gp ( m )

ll, (Z)2 ... ~p(Z)2 = det(nzMn~) , which is a homogeneous polynomial

of degree p in u 1 , ... ,an . Define

f (a 1 ' • • • , an)
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we need only show that

f (0'.1 ' .. · · , O'.n)
-1

n
= () a (0'.1' ... '0'. ) =:p p n

for any 0'.1' ... 'O'.n E m . Note that f is a homogeneaus polynomial

of degree p. Further, f(0'.1, ... ,an ) is symmetrie under permutations

of (a
1

' ... 'O'.n) , sinee apermutation corresponds to the isometry

of mn which permutes the eigenveetors, leaving dG(Z) unehanged.

Aeeording to the fundamental theorem on symmetrie functions

(see ~.~. [Md], p. 13), any symmetrie polynomial f(a1' ... '~n)

is equal to a polynomial PO(cr 1 , ... ,an ) , with real eoeffieientsi

moreover, a
1

, ••• ,an are algebraieally independent. in 'our ease

f(0'.1' ... 'un ) i8 homogeneous of degree p Sn, and therefore,

for same y E:IR ,

the ather hand, for

o .

~ p-1 ,

in this ease

has rank

, the elementary

M

o . Clearly, a = 0 asp
p-1 ~ ~

weIl. Therefore, for any (a 1 ,···,op_1) E m , P1 (a 1 , ... ,Op_1) =

But aeeording to the fundamental theorem on symmetrie functions,

Consider the special ease 0'. = ... = ~ = 0p n

a·(a,1,···,a 1,0, ••• ,0) = a·(a,1,···,a 1)
~ p- 1 p-

symmetrie funetion in p-1 variables. On

eaeh Z E-Gp(mn ), det(7TzM7T~) = 0 sinee

and henee f (a,1 ' ... , an) = Po (a 1 ' .. · , an) =

~

a 1 , ... ,crp _1 are algebraieally independent in p-1 variables, so

that the polynomial P1 is itself zero. This shows that
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Finally, we may evaluate the constant y by choosing

M = id , which implies ~1(Z) = ... = ~p(Z) = 1

in Gp ( JRn) . Since a (1, ••• ,1) = (n) we have
p p

claimed.

for each Z
-1

y = (n) as
p

q.e.d.

Define, for V : Brn
--> sP and for each x in

J(v) (x) := A
1

(X) •.. Ap(X) , the product of the p singular

values of L = V'v(x) : Ern --> Tv(x)SP . We recall that

u : B
rn

--> Sn is said to be horizontally conforrnal (see ~.~.[B])

if for almost all x in Brn , the singular values of

V'u(x) rn n
: lR -> Tu (x) S are equal.

We have the following averaging result:

Lemma 2.2. For n ~ P , there is a constant c = c(n,p) such

that for any u E W1 ,p(Bm,Sn)

(2 . 2)

Moreover, equality holds if u is horizontally conforrnal.

Proof. We first observe that

(2 .3) a (a
1

, ••• ,a ) S (n)
p n p
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for a. ~ 0 , with equality if
1.

a 1 = ••• = an . The case p = n-1

was given in inequality (8.5) of [BeL] and A.1.3 of [ABL]. We

prove inequality (2.3) by induction on n i for n = p it is

the well-known arithrnetic-geornetric inequality. By reordering,

we may assurne a 1 ~ a 2 ~ ... ~ an i by homogeneity, we may

assurne 0. 1 + ... + o.n = 1 · Now consider (0. 1 ' ... , an) which

maximizes a . If o.n
= 0 , we use the induction hypothesis:p

a (0 1 , ... ,a 1,0) ~
(n-1 ) (n-1) -p < (n) -p If 0 > 0 thenn . ,

p n- p p n

by the method of Lagrange, there is ß EJR with

a
ß = ao. (Jp ( 0. 1 ' • • • , an ) =

1.
a 1(01 , ... ,0.. 1,0'+1' ... '0. ) =: 8.p- 1.- 1. n 1.

ef0. 1 ' • • • , an
mx E: B , we havefor semeVu (x) ('Vu (x) )T

for all 1 ~ i ~ n . But 8 i +1 ~ Gi ' and equality irnplies that

o,i = 0i+1 i inequality (2.3) follows.

Applying inequality (2.3) to the eigenvalues

(2.4)
2p -1

IVu (x) I ~ n P (n) (J ( 0. 1 ' ••• ,0. ) =
p p n

= nP.f n det(TTzV.U(X) vu(x)T1f~)dG(Z)
G (T ( ) S )P u x

by Lemma 2.1. An application of the Cauchy-Schwartz inequality

yields

(2.5)
/2 T T 1/2

IVu(x) IP ;:: nP1' n [det(TTz 'Vu(x)Vu(x) 'TT z)] dG(Z)
G (T ( )8 )P u x
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Note that equality holds in the inequalities (2.4) and (2.5)

if u is horizontally conformal at x .

to 'TT y (u (x) )

have

Let Y

p-plane in

be a (p+1)-plane in ~n+1 and write

nT ()S parallel to the subspace of Yu x.

• Then up to a parallel translation in

Z for the

orthogonal

n+1
~ , we

'V (T1y OU) (x)
'TTZ°'Vu(x)

= cos d(u(x) ,Y)

where d(u
1

,Y) is the distance in Sn from u
1

E Sn to

Y n Sn • Thus

(2.6)

T T 1/2
[det('TTz'iJu(x)'Vu(x) 'TT z)]

Integrating formula (2.6) over Y E G
p

+
1

( ~n+1) , we find that

( 2 • 7) f n + 1 J ( TI Y °u) (x) dG (Y) =
Gp + 1 ( ~ )

T T 1/2
= clf n [det(T1z~u(x)Vu(x) T1 Z)] dG(Z)

G (T ( ) S )P u x

where Cl = Cl (n,p) i5 independent of x and u. Finally,

using inequality (2.5) and equation (2.7), and integrating over

x E Bm , we find the inequality (2.2) with c = n-p / 2 c' .

q.e.d.

Lemma 2.3. (Coarea formula, general p). If v E CO,1 (n,sp) for

mn c B ,then
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f J(v)dx
n

Proof. See [F, 3.2.22].

Let g

1 • 1 •

Bm
--> Sn be as in Theorem

Theorem 2.4. For any 1 ~ P ~ n, Ep(Ua ) ~ Ep(U) for all

U E E (g) •
p

Proof. According to Lemma 2.2, we have

n+1Note tha t for almost all Y E Gp +1 ( JR ), the map

v = ~yOU E W1 ,P(Bm,SP) . Write va = ~yOUa . We shall show that

for all such Y E G ( JRn+1)
p+ 1 '

(2 .9)

According to Approximation Theorem 3.2, it is enough to prove

inequality (2.9) for v in the class R of mappings with

controlled singularities, since J(v) is dominated by IVvjP

As before, choose mn = B '(E U ß) , where is the singular

set of v , as in the def~nition of R; and apply .the coarea

formula of Lemma 2.3. This yields



(2.10)
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= 1 J Hm-P(M(s))dA
2 sp sP

=

where M(s) := v- 1 (s) U v- 1 (-s)u L U ß is a regular, oriented

Lipschitz manifold having boundary a totally geodesie sphere of

dimension, m-p-1 in dB
m

, for a.a. s E sP . In particular,

Note that equality holds in (2.11) for

MO (5)
-1 -1

= vo (s) U v o (-s) U ß •

for

Inequality (2.9) now follows from equation (2.10) for v and

v o ·
With u replaced by u o ' we attain equality in (2.8),

according to Lemma 2.2, since u o is horizontally conforrnal.

Therefore

c E (u) '= c E (u
O

) •p p

q.e.d.
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~. Approximation ~ slicing

We saw in sections 1 and 2 that it may be useful to

approximate mappings in W',P(Bm,SP) by mappings with

controlled singularities, and particularly, with regular

slices -1 for almost all € sp Consider boundaryu (s) s .
data W1 , P ( aBm, SP) tx:l

9 € , such that 9 is C except on a

Lipschitz submanifold r c aB
m of dimension at most m-p-2 .

Write uo € W1 ,P(Bm, SP) for the homogeneous mapping

uO(x)
x Observe that is singular the: = 9 (g) . uo on cone

l1 := {tx : 0 ~ t ;;:; 1 , x E r} . We define R to be the class

of mappings u € W1 ,P(Bm, SP) such that

(3.1) u = Uo on a neighborhood of aBm U l1

(3.2) u is locally Lipschitz on Bm,(ü U l:) , for some

Lipschitz submanifold

m-p-1 i and

m
l: ce B ,/). (aE = <p) , of dimension

(3.3) for a.8. P -1 -1s € S , u (s) u u (-s) U E U l1 is a regular,

oriented (m-p)-dimensional Lipschitz submanifold of Bm ,

having boundary only in aBm .

Remark 3.1. The conditions (3.3) and (3.1) are both possible

only if the restrietion of 9 to a small p-sphere linking r

in aBm is one-to-one. In the present paper, this condition

is always satisfiedi the general case requires methods of
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'geometric measure theory.

Theorem 3.2. If U o € R , then R is dense in

on

Proof. We follow ideas of Bethuel and Zheng [BZ]. Consider

u E Ep(g) : we wish to find u
k

E R, uk --> u in W1 ,P(Bm, SP) .

First observe that by radially homogeneous extension beyond-

aB and rescaling we may assume that u = Uo on

{x E lR
m

lxi ?; 1-s} We form wk = u*Pk for some compactly

supported mollifier
m [0,00) where Pk(x)

m
P JR -> , . - k P (kx)

Note that w -> U in W1 ,P(Bm, äP+1 ) . Since !J. has
k

't fi d v
k
' E W1 ,P(Bm, B-p +1)p-capacl y zero, we may n a sequence

such that each VI = U o on a neighborhood (of size dependingk

on k ) of !J. , Vi E C
oo

(Bm...... i1, lRP + 1 ) and VI -> U in
k k

W1 , P (Brn , äP+ 1) and a.e .. Let n 'E C
oo

( lR
m

, lR) have support

in rn
B1 - s / 2 ' such that n (x) = 1 for lxi ~ 1-s . Define

then v
k

= Uo on a neighborhood of

in W1 ,P(Bm, BP+ 1) and a.e .. Let

m
!J. U aB , and V -> Uk

Ivk(x) I < ~}

then mes(n
k

) -> 0 , and hence



J Ivvkl P --> a as k --> 00 •

nk

P+1
Consider a regular value (Ilcenter ") a E B 114 ; let

E(a,k) = {x E B
m

: vk(x) = a} . Note that since lvk \ = IUal = 1

on a neighborhood of aBm U 6, E(a,k) lies in a compact subset

of Bm.......6., Since v
k

E C
OO

(B
m......., ll,EP +1 ), E (a, k), i8 a ,regular 8ub-

manifold of dimension m-p-1 Define -p+1 p+1 so. qa B1/2 -> aB 1/2

that x lies in the line segment from a to q (x) ; thena

q (x) for E
p+1 Extend to -p+1 by defining= x x aB 1/2 . qa Ba

q (x) = x when lxi' ~ 112 . We note that
a

I Vqa (x) I :;; Cl 1x-a I ,

where C is independent of a and x • As in the paper of

Hardt and Lin ([HL]; see also [HKL], p. 556), we apply Fubini's

theorem to show that for every ~ E W1 ,P(Ok' BP+1) ,

where C' is independent of ~, a and k . It follows that

for a

(3 .4)

in a subset of

J I V' (q ovk)IP dx :;;
n a

k

of positive measure

which tends to zero.

We define U
k

(x) : =
qa (vk (x) )

lqa(vk(x») I

f'

. From inequality (3.4),
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satisfies

condition (3.1) ,and satisfies condition (3.2) for almost all

m
a E B1 / 4 •

In order to check condition (3.3) I we first ob~erve that

p+1 -1
for almost all lines a + JRb in JR I vk (a +JRb) .......ß 1s

locally a smooth submanifold of Bm.......ß I as follows from Sard's

theorem. Note that for s E sP

M(s/a)
-1 -1 -1 -1

:= uk (s) U uk (-s) U E = vk (qa (JRs» I while q -1 ( lRs)
a

is the union of the four line segments

[ 5 I ~ s] U [~ S I a] U [a I ~ 5] U [-~ 5 I -5] .

Observe that i5 a Lipschitz 1-rnanifold with boundary

{S, -s} . In particular , for almost all a E B~/4 and 5 E sP I

M(s/a) is locally a Lipschitz (m-p)-dirnen5ional rnanifold in

Bm....... ß . In a neighborhood of 3Bm U ß I we have u k = Uo ; but

since Uo E R by hypothesis , M(s/a) U ß is also a Lipschitz

manifold near aB U ß I hence everywhere in
-m
B • Finally,

M(s/a) U ß is cornposed of four smooth rnanifolds-with-boundary,

of which two rneet at the smooth rnanifolds
-1

L: = v
k

(a) I at

-1 1 -1 1
vk (2 s) and at v k (-2 5) ;.so that its boundary is

-1 -1 m
(ß U U o (s) U U o (-s» n aB.

q.e.d.
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~. Odd boundary data

g

In this section, we consider smooth boundary data

Sm-1 __> Sm-1 satisfying the hypothesis

(4.1) g(-x) = -g(x)

for all x E sm-1 , with p = m-1 . This includes the specific

case of Theorem 1.1 with n = p = m-1 . Let Uo : B
m

--> Sm-1

be defined by

for any such

x
UO(x) = TXT · We have the following lower bound

g :

Theorem 4.1. For any u E w1 ,m-1 (Bm, Sm-1) with u = g on aB,

Remark 4.2. This result settles a conjecture of Brezis-Coron-Lieb

[BCL, Remark 7.3]; they proved this theorem under the additional

hypothesis that the Jacobian J(g) ~ 0 and g has degree 1.

Proof. According to Approximation Theorem 3.2 (see also Theorem 4

of [BZ]), we may assurne u belongs to the class R of w1 ,m-1

mappings with controlled singularities. In particular, u 15

locally Lipschitz continuous on
m

B 'E , where is a finite

set. Further, for almost every s E Sm-1 ,

M(S) := u- 1 (s) U u- 1 (-s) U E is a Lipschitz 1-manifold with

boundary g-1 (s) ,U g-1 (-5) . Considered as a one-dimensional
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k k
integral current, aM = r a. ,- I a. k ' where

. 1 ~ . 1 1+
~= 1=

{a
1

, ..• ,a
2k

} = g-1(s) U g-1 (-s) and a point of -1
9 (±s) is

included in the list {a 1 , ... ,a
k

} provided ±J(g) (ai) > 0 ,

otherwise in the list {ak + 1 , ... ,a2k } . Note that hypothesis

(4.1) implies that J(g) (-a.) = J(g) (a.) . By reordering
1 ~

{ak + 1 ,· •• ,a2k } , we rnay assume that a i +k = -ai. According

to the well-known theorem of Borsuk and Ularn, 9 has odd degree.

S ;nce s E srn-1. 1 1 f th b of . t• 15 a regu ar va ue 0 g, e nurn er pOln s

in
-1

9 (s) has the same parity a?' the degree' of 9 . That is,

k is odd.

Now each connected component of M(s) has boundary equal

to the zero-dimensional integral current a i - a k +
j

1 ~ i , j ~ k write j = o(i) , and note that 0

for same

i5 apermutation

of {1, ... ,k}. Clearly, therefare, M(s) has length

k

= i~1lai + aa(i)1 ·

Since k is odd, we hav~ H1 (M(S» ~ 2 by Lemma 4.3 below.

Frorn the coarea forrnula (Lemma 2.3) along with inequality

( 2 • 4) wi th P = n = rn -1 , we have

f I\7 U Irn- 1dx ..,. (rn - 1) (rn- 1 ) / 2 f H1 ( - 1 ( » dA ()
v ~ rn-1 u s rn-1 s

Brn
S S

> ( 1)
(rn-1)/2

- rn- rn C'\n

q.e.d.
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Lemma 4.3. Consider ~ set {a1' ... '~ of points (not

necessarily distinct) satisfying lail 6 1 . If k is odd

then for any permutation a of {1,2, ... ,k} , the sum

k
S : = 2: 1 a. + aa (i) 1 2: 2 •

i= 1 ].

Remark 4.4. Note that any even value of k allows counter-

examples.

Proof. If a(j) = j for some 1 ~ j ~ k , then the term

la j
+ aa(j) 1 = 21a ·1 2: 2 , and the conclusion follows. If k = 1 ,

J

then a ( 1) = 1 , and the conclusion again follows. Thus we may

proceed by induction, with the assumption that a(j) * j ,

Since a(k) * k , we may reorder {a1 ' • • • , a k } so that

a(k) = k-1 . Then a k appears only in the two terms Jak + a k - 1 !
and la. + akl , where a(j) = k . If j = k-1 , then we may

J

discard these two terms to form the sum

k-2

i~11ai + aa(i) I 2; 2

by the induction hypothesis, since the restrietion of a is a

permutation of {1, ... ,k-2} . If j * k-1 , then a k - 1 appears

in one additional term 1 a k - 1 + a i 1 , where i = a (k-1) . By the

triangle inequality,
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la. + a. 1 •J 1

Now define the permutation
f'J

o on {1, .•• ,k-2} so that a(j) = i ,

and otherwise a = 0 • Then the corresponding sum S ~ S . But

S ~ 2 by the induction hypothesis.

q.e.d.



- 28 '-

~. The complex Hopf map

The Hopf map H

to 53 = {(z,w) E ~2

53 --> 52 is defined by the restrietion

2 2Iz I + 1w I = 1} of

H (z, w) = (I z I2 - 1w 1
2

, 2zw) E: JR x a: = JR3 .

B
4

--> 52 be its homogeneous extension of degree zero:

Note that uO(z,w) is the stereographie projection of

z /w E <! U {co} •

Theorem 5.1. For any u E E
2

(H) = {u E W1 ,2(B4 , 52)

4 2on aB} , E
2

(U) ~ E 2 (U
O

) = an .

u = H

Proof. According to Theorem 3.2, we ·may assume u belongs to

the class R of w1 ,2 maps with controlled singularities. In

particular, u is locally Lipschitz on B4'L , where L is a

one-dimensional Lipschitz manifold without boundary. Further,

2
for almost every s E 5 ,

M(s) := u- 1 (s) U u- 1 (-s) U l:

is a Lipschitz 2-manifold with boundary H- 1 (s) U H- 1 (-s)
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The energy-minimizing property of uo will be proved by

first showing that the cone MO (5) over H-1 (s) U H-1 (-s)

has smallest area. In fact, MO(S) is the union of the disks

of radius 1 in the 2-dimensional planes

{z = ~w} and {z = -w/~}

where ~ € ~ U {oo} corresponds under stereographie projection

to· s € s2 • Now any vector (~w1' w1) in the first plane is

orthogonal to any vector (-w2/~' w2 ) in .the second plane, which

implies that MO(S) is a complex-analytic variety for same

orthogonal complex structure (which depends on s) for m4 .

In particular, MO(S) has minimum area arnong all surfaces in

having boundary
-1 -1

H (s) U H (-s) (including unorientable

surfaces: see [M], Corollary 6). Specifically,

It now follows from Lemma 1.4 that

2 -1
E 2 (u) ~ 2 J2 H (u ( s) ) dA 2 (s) =

S S

2 2
= f 2 H (M( s) ) dA 2 (5) ~ 8 TT •

S S

Meanwhile
2 2

l~uo(x) 1 = 8/[x] , so that

2
8n •

q.e.d.
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~ ...~ 'quaternionic Hopf .map

Quaternionie multiplication in m4 is defined via an

orthonormal basis {1,i,j,k} with the properties

. 2 . 2 k 2 . .k 1 f' k f i ld JH Th H f~ = J = = ~J = - , orm~ng a s ewe. e op

map H : 5
7

-> 54 is defined by identifying m8 as JH x E

and setting

Let 8 4
u o .: B -> 5

u (x) = H ( x )
o TXT

be its homogeneous extension of degree zero:

Note that u O (Q1' q2) is the stereographie projection of

-1
q 1 q2 E E U {oo} •

. 'Theorem 6. 1. For any u E E2 (H) = {u E W
1

, 2 (B
8

, 5
4

)

aB8
} , ~ have E2 (U) ~ E2 (uO) .

U := H on

Remark 6.2. The map u o also minimizes E4 ' as may be proved

by direct analogy with the proof of Theorem 5.1, and .with the

proof .of Corollary 6 of [M]. The case p = 2 , however, requires

averaging over projections TI • 54 -> 52 and is morey •

interesting.
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Proof. For any Y E G3 (:JR5) ,write TT y : 84 -> 8 2 for the

nearest-point projection. According to Lemma 1.2, we have

(6 • 1 )

Write v = TTyOU : B
8

--> 8
2

,and Vo = TTyouO . We need to

show that E2 (V) ~ E2 (v
O

) for any v E W1 ,2(B8 ,8 2 ) with

·v = TTyOH on aB8 . It suffices to prove this for vER,

according to Theorem 3.2. Applying Lemma 1.4 and regrouping s

with -s as before, we have

(6 • 2)
6 -1 -1;;: f 2 H (v ( s ) U v ( - 5 » dA 2 •

8 8

Now since vER ,

M(s) .- v- 1 (5) U v- 1 (-5) U E U ß

is a 6-dimensional oriented Lipschitz submanifold of B8 , with

aM(s) = (TTyOH)-1 (s) - ~TTyOH)-1 (-5) as integral currents with

the natural slice orientations ([F), 4.3.1). The cone over aM(s)

is

MO (s)
-1 -1

:= Vo (5) U Vo (-s) U ß

We need to show that

(6 .3) 6 6
H (MO (5» :;;; H (M (5» •
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For each Y E G
3

( ]R5) and each 8 E 52 == Y n 54 , ob8erve

that
-1 -1 54 n Z where Z i8 the 3-plane1T y (8) u 1T y (-8) = ,

spanned by s and the orthogonal complement of y . According

to Lemma 6.3 below, it is enough to verify inequality (6.3) for

the special case where Y is spanned by (1,0) , (O,j) and

(O,k) , and where s == (1,0) . In this case, Z is spanned by

8·
(1,0) , (0,1) and (O,i) • Write the point (Q1,q2) E]R in

terms of complex variables z1' w1 , z2' w2 by-defining

Q :::: Z + W j . Thena a a

so that MO(S) i8 given by

-1Note that the orientation induced on MO(8) == g (0) by

8g : B --> ~ from the appropriate orientations on ~ and

is con8istent with the orientation given in the Approximation

Theorem 3.2. For the (standard) complex structure on ]RB

given by

MO(S) is a complex variety, and inequality (6.3) :follows, since

3MO(S) :::: 3M(s) a8 integral currents ([F], pp. 435 and 652).
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O th th h d Uo .. B8 --> 54neo er an , is horizontally

conformal ([B], Theorem 7.1.1 and Examples 7.2.1, 8.2.1) and

therefore B8 _> 52v o : 15 horizontally conformal for any
">.

choice of Y. It follows from Lemma 1.4 that equality holds

in (6.2) when v is replaced by vo . Finally, using inequality

(6.3), inequality (6.2) for v and equation (6.1) for uo and

for u, we conclude that

q.e.d.

The following lemma is known, since it is an immediate

consequence of the fact that the Hopf map: 57 -> 54 induces

the isomorphism of the symplectic group 5p(2) of quaternionic

2 x 2 matrices in 5ID(8) with the oriented double cover of

Sm(5) (which fact may be proved in analogous fashion to p. 38

of [A]). 5ince the literature may be unfamiliar to many, we

prefer to present a direct proof.

Lemma 6.3. Given
5

ZO' Z1 E G
3

(JR) , there exist rotations

R E 8<0(5) and Q E 8<0(8) such that and

for all

Proof. Without 1055 of generality, we may assume 5
Zo cJR =lR xE

is spanned by (1,0), (0,1) and (O,i) According to a theorem

of Cayley ([C], p. 71), any R1 E Sm(4) rnay be written in terms

of quaternionie multiplication as R1 (q) = q1 qq 2 for some
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Q1' Q2 €JH of norm one. This corresponds to
°1

E Sm(8) given

by Q1 (p,q) = (Q1 P , q2 Q) . Consider R
1

to be in sm (5) by

R
1

(t,q) = (t, R
1

(q) ) . then HoQ = R10H (recall that pq = qp ) .,
1

By choosing R1
appropriately, we may achieve Z2 = R1 (Z 1 ) so

that (0 , 1 ) and (0 , i) are in Z2 . Next, let R2 E sm ( 5) be

the rotation which fixes (O,i) , (0, j) and (0 , k) , while

R2 ( 1 ,0) = (cos 28, sin 28) and R2 (0,1) = (-sin 20, cos 28)

This corresponds to
°2

€ SCD(8) defined by

°2(P,q) = ( (cos 8)p - (sin 8)q, (sin 8)p + (cos 0)q) . namely,.
Ho02 = R oH . For two choices of 0 , we find Zo = R2 (Z 2)2

q.e.d.

We would like to conclude our paper with a theorem of more

general character, whose proof is ~nalogous to the proofs of .

Theorems 1.1, 2.4, 5.1 and 6.1.

Consider Uo € W1 ,P(Bm, Sn) for some integer p, 1 ~ P ~ n .

For each Y E G
p

+
1

( mn
+ 1 ) , let v - n oU We require thato - y ° ·

(6.4) v
o

€ CO,1 (Bm'ß, SP) for some Lipschitz (m-p-1)-submanifold

m m
ß c B with a~ c aB i

(6.5) there exists a rneasurable and measure-preserving map

h : sP --> sP such that the difference of slices

-1 -1
MO(S) := v o (s) - v o (h(s)) defines an (m-p)-dimensional

integral current of smallest mass for its boundarYi and

(6.6) v o is horizontally conformal a.e. in Bm .
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Y E Gp + 1 ( lR
n

+ 1) ,

E (uO) ~ E (u)
p p
maB .

Suppose that for almost all

hypotheses (6.4), (6.5) and (6.6) hold. Then

for all u E W1 ,P(Bm, Sn) with u = Uo on

Theorem 6.4.
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