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DESINGULARIZATION OF LIE GROUPOIDS, THE EDGE

PSEUDODIFFERENTIAL CALCULUS, AND FREDHOLM

CONDITIONS FOR SINGULAR SPACES

VICTOR NISTOR

Abstract. Successive blow-ups of a singular space can be used to reduce its
analysis to that on a non-compact manifold. In this paper, we are interested

in constructing the integral kernel operators on the blown-up spaces and, es-

pecially, in studying when they are Fredholm using groupoid C∗-algebras. We
thus introduce and study an analog of the blow-up of a space in the framework

of Lie groupoids. This analog is a desingularization procedure for a groupoid

G along an “A(G)-tame” submanifold L of the space of units M . An A-tame
submanifold is one that has, by definition, a tubular neighborhood on which A

becomes a pull-back Lie algebroid. The construction of the desingularization

[[G : L]] is based on a canonical pull-back structure result for G in a neigh-
bourhood of a tame A(G)-submanifold L ⊂ M . The space of units of the

desingularization [[G : L]] is [M : L], the blow up of M along L, however, the

desingularization groupoid is not a blown-up space. We provide an explicit
description of the structure of the desingularized groupoid and we identify its

Lie algebroid. As an application, we obtain necessary and sufficient Fredholm
conditions for the resulting pseudodifferential operators. More generally, we

introduce and study the class of Fredholm groupoids. A Fredholm groupoid is

a groupoid for which the Fredholm property is equivalent to the invertibility
of the principal symbol and of its fiberwise boundary restrictions. We obtain

a general characterization of Fredholm groupoids. In particular, using some

results of Ionescu and Williams (Indiana Univ. Math. J. 2009), we show
that amenable, second-countable, Hausdorff groupoids are Fredholm. Since

there are no easy criteria to decide when a groupoid is amenable, we introduce

the class of “stratified submersion groupoids.” This class is defined by easily
checked conditions and is invariant with respect to desingularization. More-

over, a stratified submersion groupoid is Fredholm if its isotropy groups are

amenable. We then show how to use stratified submersion groupoids to obtain
Fredholm conditions on many classes of manifolds that arise in practice, in-
cluding asympototically Euclidean manifolds, asymptotically hyperbolic man-
ifolds, manifolds with polycylindrical ends, and manifolds that are obtained

by successive blow-ups.
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1. Introduction

We introduce a desingularization procedure for groupoids. This desingulariza-
tion procedure is related to the blow-up of submanifolds and the associated edge
operators [42, 35, 49, 64]. We then prove Fredholm conditions for the operators on
groupoids obtained by iterating this desingularization procedure as well as on some
other groupoids. We show that many groupoids and hence many pseudodifferential
operators appearing in practice fit into our framework.

The paper is divided into three parts. In the first part is devoted mostly to
the desingularization procedure of a groupoid with respect to a tame submanifold.
The second part is devoted to Fredholm conditions and to the proof that the class
of Fredholm groupoids is closed under desingularization. In the second part, we
also introduce the class of stratified submersion groupoids, show that it is invariant
under desingularization, and that it consists of Fredholm groupoids. In the last
part, we show how to use our results in various situations that arise in practice.

1.1. Desingularization. In the first part of the paper, we introduce and study a
desingularization procedure for a Lie groupoid G along an “A(G)-tame” submanifold
L of the space of units M of G, where A(G) is the Lie algebroid of G. The resulting
groupoid is denoted [[G : L]] and has [M : L] as space of units, where [M : L] is the
blow up of M along L. The construction of the desingularization groupoid [[G : L]]
generalizes the blow-up of a manifold with respect to a submanifold and is useful
in the analysis on singular spaces. We stress, however, that [[G : L]] 6' [G : L], the
(usual) blow up of G with respect to the submanifold L.
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The definitions of Lie groupoids and Lie algebroids, as well as many other def-
initions and results are reviewed in the first section, for the benefit of the reader,
but also because we need slight extensions of classical results and defintions, from
the framework of smooth manifolds (no corners), to the framework of manifolds
with corners. For example, tame submanifolds are submanifolds that have tubu-
lar neighborhoods in a Lie algebroid sense. More precisely, given a Lie algebroid
A → M and L ⊂ M , we say that L is A-tame if L has a tubular neighborhood
in M on which A is a pull-back Lie algebroid. (To distinguish between the many
pull-backs in this paper, the pull-back of a Lie algebroid will be called a thick
pull-back, as in [3], whereas the pull-back of a Lie groupoid via a tame submersion
will be called a fibered pull-back from now on.) The desingularization procedure is
based on a fibered pull-back structure theorem for G on the tubular neighborhood
of L in M , which is one of the main technical results of the first part of the pa-
per (Theorem 3.3). We identify the Lie algebroid of the desingularization as the
desingularization of the Lie algebroid of G [1], that is, desingularization and the Lie
algebroid functor commute. In the last section, we apply this desingularization pro-
cedure to construct the groupoid associated to a polyhedral domain in dimension
three and to other examples.

1.2. Motivation. Before discussing the second part of the paper, let us provide
some motivation for this work. Our results, at least the ones in the first part of
the paper, are motivated by an approach to analysis on singular spaces, which is to
successively blow up the lowest dimensional singular strata. This procedure leads to
the eventual removal of all singularities (one may keep a smooth boundary, though).
This approach was used in [9] to obtain a well-posedness result for the Poisson
problem in weighted Sobolev spaces on n-dimensional polyhedral domains using
energy methods (the Lax-Milgram lemma). In three dimensions, this result was
proved in [10]. One would like to use also other methods than the energy method
to study singular spaces, such as the method of layer potentials, but then one has to
study the resulting integral kernel operators. We thus build in this paper one of the
necessary tools to use groupoids in order to desingularize the distribution kernels
of resolvents of elliptic differential operators on suitable singular spaces. The next
step is to combine the results in this paper with the construction of psedodifferential
operators on groupoids [3, 7, 47, 54]. In the smooth case, this may allow to recover
the pseudodifferential calculi of Grushin [24], Mazzeo [42], and Schulze [64].

After completing the iterated desingularization procedure (by iterating succes-
sively the lowest dimensional strata), we want to obtain Fredholm conditions for
the operators associated to the resulting groupoids. We thus develop some general
tools that turn out to be useful in other situtions as well. This is done in the second
part of the paper, but before discussing the second part of the paper, let us give
some more classical background for the problem of finding Fredholm conditions.

Let M be a smooth manifold and let P be an order m, pseudo-differential opera-
tor acting between Sobolev sections P : Hs(M ;E)→ Hs−m(M ;F ) of two smooth,
hermitian vector bundles E,F on M . Recall that P is called elliptic if its principal
symbol σm(P ) is invertible outside the zero section. When M is compact, a classi-
cal, well known (Fredholm) result [15, 65, 66] states that, for a pseudo-differential
operator P of order m, the resulting operator P : Hs(M ;E) → Hs−m(M ;F ) is
Fredholm if, and only if, P is elliptic. This result has many applications to topol-
ogy, gauge theory, index theory, geometry, and many other areas. In view of these
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applications, a natural question to ask is to what extent this result extends to
(suitable) non-compact manifolds. The example of constant coefficient differential
operators on Rn shows that that the classical Fredholm result above might be no
longer true as stated if M is not compact.

A similar situation is encountered on singular spaces, where ellipticity again does
not guarantee the Fredholm property. On certain classes of manifolds, however, it
is possible to reformulate the classical result above as follows. Let M be a non-
compact manifold with an appropriate condition on its ends. (The main goal of
this paper is to obtain such conditions on the ends.) Then we can associate to M
an index set I, certain Lie groups Gα, α ∈ I, certain spaces Mα, α ∈ I, and for
each α ∈ I, an action of Gα on Mα, with the following property:

Theorem 1.1. If D is an order m pseudo-differential operator on M compatible
with the geometry, then we can associate to D a family Dα, α ∈ I, of Gα-invariant
differential operators on Mα such that one has

D : Hs(M)→ Hs−m(M) is Fredholm ⇔ D is elliptic and

Dα is invertible for all α ∈ I .

The same result hold for operators acting on sections of vector bundles.

We should stress that there is no issue in including vector bundles and actions
of compact groups on a suitable compactification of M in the above results.

See for instance [18, 34, 35, 36, 40]. A similar type of result is used in spectral
theory in relation to the N -body problem and its generalizations, in which case the
operators Dα arise from so called localization principles [16, 22, 23, 57, 63]. The
main goal of this papers is to study general conditions under which a similar result
is valid. We refer to Fredholm conditions of the kind in Theorem 1.1 as non-local
Fredholm conditions. (Slightly more general results than Theorem 1.1 are possible,
see Theorems 5.14 and 5.17 and Corollary 5.16, but the extra generality does not
see to be necessary in applications.)

It may be non-intuitive, but actually it was realized that the above mentioned
results–such as Theorem 1.1–are related to the representation theory of certain C∗-
algebras A. These C∗-algebras are such that they contain the operators of the form
a = (1 + ∆)(s−m)/2D(1 + ∆)−s/2 (where ∆ is the positive Laplacian) acting on
L2(M). The reason for considering the operator a is that D is Fredholm if, and
only if, a is Fredholm; moreover, a is bounded. In most the practical applications,
these C∗-algebras can be chosen to be groupoid C∗-algebras. These ideas are used
in the proof of Theorem 5.14, which contains Theorem 1.1 as a particular case.

1.3. General Frehdolm conditions for groupoids. In the second part of the
paper, we introduce some analysis tools to study general Fredholm conditions for
operators on groupoids. These operators are operators affiliated to a groupoid
C∗-algebra of a locally compact groupoid G with a Haar system. Unless stated
otherwise, all our groupoids are locally compact with a Haar system and all our
spaces are Hausdorff.

The study of these operators is reduced to the study of operators in suitable
algebras Ψ containing the reduced C∗-algebra C∗r (G) of G as an essential ideal. In
particular, we obtain Fredholm conditions for operators on singular spaces obtained
by the desingularization procedure introduced in the first part of the paper.
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The Fredholm conditions established in this paper are formulated in terms of
representations of groupoid C∗-algebras, and we found it particularly useful to de-
scribe the primitive ideal spectrum of such a C∗-algebra in terms of representations
of their isotropy groups. Thus, along the way, we obtained some results that shed
some fresh new light on regular representations of groupoids (see [33]), relating, in
particular, our Fredholm conditions to the generalized Effros-Hahn conjecture on
groupoids [29, 30]. In order to describe these results and other results of the second
part of the paper, we need to introduce some notation.

Throughout the paper, G will denote a locally compact groupoid with a Haar
system λx and with domain and range maps d, r : G → M . For our main results,
we also need to assume that there exists an open, G-invariant subset U ⊂ M with
GU ' U × U (the pair groupoid). The set U will necessarily be dense in M and
hence uniquelly determined. We call F := MrU the set of boundary units of G. We
shall therefore assume throughout this subsection that there exists such an open
subset U ⊂M . Then the reduced C∗-algebra of G contains the algebra of compact
operators on L2(U) as an essential ideal. For every x ∈ M , let Gx := d−1(x)
and πx : C∗(G) → L(L2(Gx)) be the regular representation of C∗(G) associated to
the unit x, that is, πx(f)g := f ∗ g. In particular, we denote by π0 := πx0

the
corresponding (equivalence class of) representation(s) of C∗(G) for any x0 ∈ U
acting on L2(Gx0) ' L2(U), via the bijection r : Gx0 → U . We interested in
characterizing the groupoids that have the following property:

• For any a ∈ C∗r (G), we have that 1 + π0(a) is Fredholm if, and only if, all
operators 1 + πx(a), x ∈ F := M r U , are invertible.

These groupoid will be called Fredholm groupoids (see Definition 5.2).
One of our main results (Theorem 5.3) gives a characterization of Fredholm

groupoids in terms of invertibility sufficient families of representations. Namely, we
show that a groupoid G as above if Fredholm if, and only if,

• The representation π0 is injective on C∗r (G).
• The sequence

0→ C∗r (GU )→ C∗r (G)→ C∗r (GF )→ 0

is exact, where F := M \ U is the set of boundary units of G.
• The family of regular representations {πx}x∈F is an invertibility sufficient

family of representations of C∗r (GF ).

(See Theorem 5.3 for the precise statement.) We notice that it is the first of the
conditions above that implies that U is dense in M , and hence hence the G-invariant
open subset U of is uniquely determined.

In applications, the relevant operators are not in C∗r (G) + C1, but rather in
unital C∗ algebras Ψ containing C∗r (G) as an essential ideal. We prove that for
a Fredholm groupoid G ⇒ M as considered above, for any a ∈ Ψ, we have that
π0(a) is Fredholm if, and only if, the image of a in Ψ/C∗r (G) is invertible and
all πx(a), x ∈ F , are invertible. Let G be a locally compact, second countable,
Hausdorff groupoid G ⇒ M with GU ' U × U , as before. It follows from this
result (Theorem 5.3) that if G satisfies the Effros-Hahn conjecture and all isotropy
groups Gxx of G are amenable, then G is a Fredholm groupoid. In particular, the
results of Ionescu and Williams [29] imply that a locally compact, second countable,
Hausdorff groupoid G ⇒M with GU ' U × U is Fredholm (Theorem 5.10).
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1.4. Examples and applications. Neither of the conditions in Theorem 5.3 is
very easy to check in practice. It is also not easy to check that a groupoid is
amenable (in this paper, by “amenable” we shall mean “topologically amenable”,
see [5, 12, 29, 58]). To address this issue, we have introduced the notion of stratified
submersion groupoid. We prove in Theorem 6.6) that every Hausdorff reduced
stratified submersion groupoid with a Haar system is Fredholm.

The main appeal of stratified submersion groupoids is that many of the groupoids
that appear in practice are stratified submersion groupoids. Also, the class of strat-
ified submersiongroupoids is closed under desingularization, the desingularization
being the analog in the category of groupoids of the blow-up construction in the
category of manifolds with corners. The last three subsectons of the paper contains
examples and applications of the results presented in the first two parts of the pa-
per. A first example deals with the blow-up of a smooth submanifold of another
smooth, compact manifold. The second example extends this construction to man-
ifolds with boundary. Finally, the last example deals with the iterated blow-up of
a singular stratified subset of dimension one.

1.5. Organization of the paper. The paper is organized as follows. The second
section (first after the Introduction) is devoted mostly to background material. We
thus review manifolds with corners and tame submersions and establish a canoni-
cal local form of a tame submersion that generalizes to manifolds with corners the
classical result in the smooth case. We then recall the definitions of Lie groupoids
and Lie algebroids and that of a Lie algebroid of a Lie groupoid, in the framework
that we need, that is, that of manifolds with corners. Almost everything extends
to the setting of manifolds with corners without any significant change. One must
be careful, however, to use tame fibrations. One of the main results of this paper is
the construction of the desingularization of a Lie groupoid G along an A(G)-tame
submanifold. This is carried out in the third section and requires several other con-
structions, such as that of the adiabatic (deformation) groupoid and of the fibered
pull-back Lie algebroid. We thus review in our framework all these examples as
well as other, more basic ones that are needed in the construction of the desingu-
larization groupoid. In particular, we introduce the so called GDS modification of
a groupoid using results of Debord and Skandalis [19]. The third section contains
most of our main results on desingularization groupoids. We first prove a local
structure theorem for a Lie groupoid G with units M in a tubular neighbourhood
π : U → L of an A(G)-tame submanifold L ⊂ M . More precisely, we prove that
the reduction of G to U is isomorphic to π↓↓(GLL), the fibered pull-back to U of the
reduction of G to L. This allows us to define the desingularization first for this type
of pull-back groupoids. In general, we first localize close to the tame submanifold
and then use a glueing construction due to Gualtieri and Li [25]. We identify the
Lie algebroid of the desingularization as the desingularization of its Lie algebroid
(the desingularization of a Lie algebroid was introduced in [1]). We conclude the
first part of the paper with a section devoted to examples, including an example
related to the Grushin-Mazzeo-Schulze ‘edge’-calculus. The second part of the pa-
per is based in large part on an unpublished paper with Daniel and Ingrid Beltiţă
[11]. In order to describe our results, let us assume that all groupoids are locally
compact, Hausdorff, second countable and have a Haar system. We begin it with
some preliminaries on exhausting families of representations from [52] and some
general results on groupoid C∗-algebras 4. The following section, the sixth section
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contains some unpublished results from [11] on Fredholm groupoids. In particular,
we provide a characterization of Fredholm groupoids and show that the groupoids
that have amenable isotropy groups and satisfying the Effros-Hahn conjecture are
Fredholm. In the last section, the seventth, we introduce almost continuous isotropy
groupoids and show that they are Fredholm. We also show that if a Lie groupoid
G is obtained from the pair groupoid by successive desingularization, then it is an
almost continuous isotropy groupoid and hence it is Fredholm, thus tying the two
parts of the paper.

This paper is addressed to both analysts and specialists in the theory of Lie
groupoids. It attempts to deal with all the Lie groupoid results that we will need
for some subsequent work on pseudodifferential operators. We also envision some
applications to Poisson groupoids. We thus include all the necessary geometric
background material to make the paper as easy as possible to read by analysts and
other people interested in the subject.

1.6. A note on notation and terminology. We shall use manifolds with corners
extensively. They are defined in Subsection 2.1. A manifold without corners will be
called smooth. We take the point of view that all maps, submanifolds, and so on will
be defined in the same way in the corner case as in the smooth case. Sometimes, we
need maps and submanifolds with special properties, they will usually be termed
“tame”, for instance, a tame submersion of manifolds with corners will have the
property that all its fibers are smooth manifolds. This property is not shared
by general submersions, however. Also, we use only real vector bundles, to avoid
confusion and simplify notation. The results extend without any difficulty to the
complex case, when one wishes so. For simplicity, in this paper, we shall consider
Hausdorff topological spaces, except where explicitly stated otherwise.

This manuscript is based on several other papers, including [51, 52, 11], and will
not be published in the current form. In fact, to a large extent, this manuscript
consits of surveys, extensions, and applications of the results in these papers.

Acknowledgements. We also thank Claire Debord, Marius Măntoiu, Jean Renault,
Steffen Roch, and Georges Skandalis for useful discussions. We are especially greate-
ful to Daniel and Ingrid Beltiţă, with whom part of this work was completed and
from whose insights we have benefited greatly. We would like to also thank the
Max Planck Instute for Mathematics in Bonn, Germany, where part of this work
was performed.

2. Lie groupoids and Lie algebroids

We now recall the needed definitions and properties of Lie groupoids and of Lie
algebroids. Although our interest is mainly in Lie groupoids, we have found it
convenient to consider also the general case of locally compact groupoids, so we
shall discuss these in parallel.

Our manifolds with typically have corners, so we also recall some basic definitions
and results on manifolds with corners as well. Even if one is interested only in
smooth manifolds (meaning “no corners”), the blow-up procedure leads to manifolds
with corners, as each blow-up increases the depth of a given manifold (i.e. the
highest codimension of a corner) by one.

Few result in this section is new, so we do not include all the details. We refer to
Mackenzie’s books [38, 39] for more details and, in general, for a nice introduction
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to the subject of Lie groups and Lie groupoids, as well as to further references and
historical comments. See also [12, 45, 58] for the more specialized issues relating to
analytic applications.

2.1. Manifolds with corners and notation. In the following, by a manifold,
we shall mean a possibly non Hausdorff C∞-manifold, possibly with corners. By
a smooth manifold we shall mean a possibly non Hausdorff C∞-manifold without
corners. All our manifolds will be assumed to be paracompact. Recall [31, 41, 44]
that M is a manifold with corners of dimension n if it is locally diffeomorphic to
an open subset of [−1, 1]n with smooth changes of coordinates. A point p ∈ M is
called of depth k if it has a neighborhood Vp diffeomorphic to [0, a)k × (−a, a)n−k,
a > 0 by a diffeomorphism φp : Vp → [0, a)k × (−a, a)n−k mapping p to the origin:
φp(p) = 0. Such a neighborhood will be called standard. A function f : M → M1

between two manifolds with corners will be called smooth if it its components are
smooth in all coordinate charts. A little bit of extra care is needed here in defining
the derivatives. This is illustrated clearly in one dimension: if f : [0, 1] → R, then
f ′(0) := limh→0 h

−1(f(h) − f(0)), whereas f ′(1) := limh→0 h
−1(f(1) − f(1 − h)).

Since limh→0 h
−1(f(x + h) − f(x)) = limh→0 h

−1(f(x) − f(x − h)) =: f ′(x), for
0 < x < 1, this defines unambigously f ′(x). A similar comment is in order in higher
dimensions as well.

A connected component F of the set of points of depth k will be called an open
face (of codimension k) of M . The set of points of depth 0 of M is the interior
of M , will be denoted M0 and is also considered to be an open face of M when
connected (which will usually be the case). Thus the interior points of M are the
points that do not belong to any non-trivial face of M . The maximum depths of
a point in M will be called the rank of M . Thus smooth manifolds will have rank
zero. The closure in M of an open face F of M will be called a closed face of M .
The closed faces of M may not be manifolds with corners on their own.

We define the tangent space to a manifold with corners TM as usual, that is, as
follows: the vector space TpM is the set of derivations Dp : C∞(M)→ R satisfying
Dp(fg) = f(p)Dp(g)+Dp(f)g(p) and TM is the disjoint union of the vector spaces
TpM , with p ∈ M . It has a natural structure of a smooth vector bundle over M .
Let v be a tangent vector to M (say v ∈ TpM). We say that v is inward pointing
if, by definition, there exists a smooth curve γ : [0, 1]→M such that γ′(0) = v (so
γ(0) = p). The set of inward pointing vectors in v ∈ Tx(M) will form a closed cone
denoted T+

x (M). If, close to x, our manifold with corners is given by the conditions
{fi(y) ≥ 0} with dfi linearly independent at x, then the cone T+

x (M) is given by

(1) T+
x (M) = {v ∈ TxM, dfi(v) ≥ 0}.

Let M and M1 be manifolds with corners and f : M1 → M be a smooth map.
Then f induces a vector bundle map df : TM1 → TM , as in the smooth case,
satisfying also df(T+

z (M1)) ⊂ T+
f(z)M . If the smooth map f : M1 →M is injective,

has injective differential df , and has locally closed range, then we say that f(M1) is a
submanifold of M . We are thus imposing the least restrictions on smooth maps and
submanifolds, unlike [31, 44], for example. For example, a smooth map f between
manifolds with corners is a submersion if, by definition, the differential df = f∗ is
surjective (as in the case of smooth manifolds). However, we will typically need
a special class of submersions with additional, properties, the tame submersions.
More precisely, we have the following definiton.
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Definition 2.1. A tame submersion h between two manifolds with corners M1

and M is a smooth map h : M1 → M such that its differential dh is surjective
everywhere and

(dhx)−1(T+
h(x)M) = T+

x M1 .

(That is, dh(v) is an inward pointing vector if, and only if, v is an inward pointing
vector.)

We do not require our tame submersions to be surjective (although, as we will
see soon below, they are open, as in the smooth case). We shall need the following
lemma.

Lemma 2.2. Let h : M1 → M be a tame submersion of manifolds with corners.
Then x and h(x) have the same depth.

Proof. This is because the depth of x in M is the same as the depth of the origin 0
in T+

x M1, which, in turn, is the same as the depth of the origin 0 in T+
h(x)M since

dhx is surjective and (dhx)−1(T+
h(x)M) = T+

x M1. �

The following lemma is undoubtly folklore, but we could not find a suitable
reference.

Lemma 2.3. Let h : M1 →M be a tame submersion of manifolds with corners.

(i) The rank of M1 is ≤ the rank of M .
(ii) For m1 ∈ M1, there exists an open neighbourhood U of m1 in M1 such that

h(U) is open and the restriction of h to U is a fibration with basis h(U).
(iii) Let L ⊂ M be a submanifold, then L1 := h−1(L) is a submanifold of M1 of

rank ≤ the rank of L.

Proof. We have already noticed that the depths of x and h(x) are the same (Lemma
2.2), so the rank of M1, which is the maximum of the depths of x ∈M1, is inferior
or equal to the rank of M . This proves (i).

Let us now prove (ii). Let m1 ∈ M1 be of depth k. We can choose standard
neighbourhoods W1 of m1 in M1 and W of h(m1) in M such that h(W1) ⊂ W .
Since our problem is local, we may assume that M1 = W1 = [0, a)k × (−a, a)n1−k

and M = W = [0, b)k × (−b, b)n−k, a, b > 0, with m1 and h(m1) corresponding to
the origins. Note that both M and M1 will then be manifolds with corners of rank
k; this is possible since h preserves the depth, by Lemma 2.2. We can then extend
h to a map h0 : Y1 := (−a, a)n1 → Rn that is a (usual) submersion at 0 = m1.
By decreasing a, if necessary, we may assume that h0 is a (usual) submersion
everywhere and hence that h0(Y1) is open in Rn. By standard differential geometry
results, we can then choose an open neighbourhood V of 0 = h0(m1) in Rn and an
open neighbourhood V1 of 0 = m1 in Y1 := (−a, a)n1 such that the restriction h1
of h0 to V1 is a fibration h1 : V1 → V with fibers diffeomorphic to (−1, 1)n1−n. By
further decreasing V and V1, we may assume that V is an open ball centered at 0.

Next, we notice that M ∩ V consists of the vectors in V that have the first k
components ≥ 0. By construction, we therefore have that

h1(M1 ∩ V1) := h0(M1 ∩ V1) ⊂ M ∩ V =
(

[0, b)k × (−b, b)n−k
)
∩ V .

We will show that we have in fact more, namely, that we have

(2) M1 ∩ V1 = h−11 (M ∩ V ) ,
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which will prove (ii) for U := M1 ∩ V1, since h1 : V1 → V is a fibration with fibers
diffeomorphic to (−1, 1)n1−n and h(U) = h1(U) = M ∩ V is open in M .

Indeed, in order to prove the relation in Equation (2) and thus to complete the
proof of (ii), let us assume, by contradiction, that there exists p = (pi) ∈ V1 rM1

such that h1(p) = h0(p) ∈ M ∩ V =
(
[0, b)k × (−b, b)n−k

)
∩ V . Let us choose

q = (qi) in M1 ∩ V1 of depth zero. That is, we assume that q is an interior point of
M1 ∩ V1. Then the two points h1(p) = h0(p) and h1(q) = h0(q) both belong to M ,
more pricisely,

h1(p), h1(q) ∈ M ∩ V =
(
[0, b)k × (−b, b)n−k

)
∩ V ,

which is the first octant in a ball. Therefore h1(p) and h1(q) can be joined by a
path γ = (γi) : [0, 1] → M ∩ V , with γ(1) = h1(p). (All paths are continuous
by definition.) Since h preserves the depth, h1(q) = h0(q) = h(q) is moreover an
interior point of M ∩ V . Therefore we may assume that the path γ(t) consists
completely of interior points of M for t < 1.

We can lift the path γ to a path γ̃ : [0, 1] → V1 with γ̃(0) = q, γ̃(1) = p,
γ = h1 ◦ γ̃, since

h1 := h0|V1 : V1 → V

is a fibration. We have γ̃i(0) = qi > 0 for i = 1, . . . , k, since q = (qi) is an interior
point of V1 ∩M1. On the other hand, since p /∈ M1, there exists at least one i,
1 ≤ i ≤ k, such that γ̃i(1) = pi < 0. Since γ̃i(0) = qi > 0, we obtain that the set

Z := { t ∈ [0, 1], there exists 1 ≤ j ≤ k such that γ̃j(t) = 0 }

is non-empty. Let t∗ = inf Z. Then t∗ > 0 since q = (qi) = (γ̃i(0)) is of depth zero,
meaning that γ̃j(0) > 0 for 1 ≤ j ≤ k. Moreover, γ̃i(s) > 0 for all 0 ≤ s < t∗,
by the minimality of t∗. Hence γ̃(s) ∈ M1 ⊂ Y1 for s < t∗. (Recall that h0 :
Y1 := (−a, a)n1 → Rn and that we are assuming M1 = [0, 1)k × (−1, 1)n−k.) We
obtain that γ̃(t∗) ∈M1 ∩V1, because M1 is closed in Y1. Therefore t∗ < 1, because
p = γ̃(1) /∈M1. Since γ̃j(t∗) = 0 for some j, we have that γ̃(t∗) is a boundary point
of M1, and hence it has depth > 0. Hence the depth of γ(t∗) = h0(γ̃(t∗)) = h(γ̃(t∗))
is also > 0 since h preserves the depth. But this is a contradition since γ(t) was
constructed to consist entirely of interior points for t < 1. This proves (ii).

The last part is a consequence of (ii), as follows. We use the same notation as
in the proof of (ii). We may assume h−1(L) to be non-empty, because otherwise
the statement is obviously true, and hence there is nothing to prove. Let us choose
m ∈ L and m1 ∈ M1 such that h(m1) = m. (That is, we choose m1 ∈ h−1(L)
and let m = h(m1).) There exit neighborhoods U of m1 and V of m such that
the restriction of h to U induces a fibration h2 := h|U : U → V , by (ii), which we
have just proved. By decreasing U and V , we can assume that the fibers of h2 are
diffeomorphic to (−1, 1)n−n

′
. Let V1 be a standard neighbourhood of m = h(m1)

in L. Then h−11 (V1) is a standard neighbourhood of m1 in h−1(L). This completes
the proof of (iii) and, hence, also of the lemma. �

We shall use the above result in the following way:

Corollary 2.4. Let h : M1 →M be a tame submersion of manifolds with corners.

(i) h is an open map.
(ii) The fibers h−1(m), m ∈ M , are smooth manifolds (that is, they have no

corners).
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(iii) Let us denote by ∆ ∈M×M be the diagonal and by h×h : M1×M1 →M×M
the product map h × h(m,m′) = (h(m), h(m′)). Then (h × h)−1(∆) is a
submanifold of M1 ×M1 of the same rank as M1.

Proof. The first part follows from Lemma 2.3(ii). The second and third parts
follows from Lemma 2.3(iii), by taking L = {m} for (ii) and L = ∆ for (iii). �

If E → X is a smooth vector bundle, we denote by Γ(X;E) (respectively, by
Γc(X;E)) the space of smooth (respectively, smooth, compactly supported) sec-
tions of E. Sometimes, when no confusion can arise, we simply write Γ(E), or,
respectively, Γc(E) instead of Γ(X;E), respectively Γc(X;E). If M is a manifold
with corners, we shall denote by

Vb(M) := {X ∈ Γ(M ;TM), X tangent to all faces of M }

the set of vector fields on M that are tangent to all faces of M (see [44, Section
2.2]).

For further reference, let us recall a classical result of Serre and Swan [32],
which we formulate in the form that we will use. Recall that in this paper all our
topological spaces are Hausdorff, unless otherwise stated.

Theorem 2.5 (Serre-Swan, [32]). Let M be a compact manifold with corners and
V be a finitely generated, projective C∞(M)-module. Then there exists a real vector
bundle EV →M , uniquely determined up to isomorphism, such that V ' Γ(M ;EV)
as C∞(M)-module. We can choose EV to depend functorially on V, in particular,
any C∞(M)-module morphism f : V → W ' Γ(M ;EW) induces a unique smooth

vector bundle morphism f̃ : EV → EW compatible with the isomorphisms V '
Γ(M ;EV) and W ' Γ(M ;EW).

Proof. We include the standard proof in order to develop some intuition and in order
to recall the standard constructions of the vector bundle EV . Let us denote, for x ∈
M , by Ix := {f ∈ C∞(M), f(x) = 0}, the maximal ideal of functions vanishing at
x. Then we let Ex := V/IxV and EV := ∪x∈MEx, where the union is disjoint. The
Serre-Swan theorem is usually proved in the framework of continuous vector bundles
and modules over the algebra of real valued continuous functions C(M). However,
this gives right away the result in the smooth case, since a projective module V over
C∞(M) gives rise to the projective module C(M) ⊗C∞(M) V over C(M) and hence
to a vector bundle E →M such that V ⊂ C(M ;E). The smooth structure on E is
obtained by considering, in the neighbourhood of each point of M , a local basis of
V. The Serre-Swan Theorem and these considerations extend immediately to the
non-compact case. Indeed, let M be a manifold with corners (hence paracompact,
by our convention) and let V be a module over M that is locally finitely generated,
projective, in the sense that the restriction VK := C∞(K) ⊗C∞(M) V of V to K is
a finitely generated, projective C∞(K)-module for any compact submanifold K ⊂
M . We define EV := ∪x∈MEx as before and we give it the topology and smooth
structure that makes all the restriction maps EV := ∪x∈MEx → ∪x∈KEx smooth
for any compact submanifold (possibly with corners) K ⊂M . �

Remark 2.6. In particular, there exists a (unique up to isomorphism) vector bundle
T bM such that Γ(T bM) ' Vb(M) as C∞(M)-modules [43].
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2.2. Definition of Lie groupoids and Lie algebroids. Recall that a groupoid G
is a small category in which every morphism is invertible. We identify, by abuse of
notation, G with its set of morphisms. Since we assumed that G is a small category,
we have that G and the class of objects M := G(0) of G are both sets. We shall
write G ⇒M for a groupoid with units M . The domain and range of a morphism
therefore give rise to maps d, r : G → M . We shall denote by µ(g, h) = gh the
composition of two composable morphisms g and h, that is, the composition of two
morphisms satisfying d(g) = r(h). We denote by

(3) G(2) := {(g, h) ∈ G × G, d(g) = r(h)}
the domain of the composition map µ. Since we have assumed that every morphism
g ∈ G has an inverse, we obtain a well defined map ι : G → G, ι(g) = g−1, and
an embedding u : M → G, which associates to each object its identity morphism.
These maps are assumed to satisfy the usual axioms: associativity of the product,
gg−1 = r(g), g−1g = d(g), and gd(g) = r(g)g.

The objects of G will also be called units and the morphisms of G will also be
called arrows. Recall then

Definition 2.7. A locally compact groupoid is a groupoid G ⇒M such that

(1) G(0) and G(1) are locally compact spaces,
(2) the structural morphisms d, r, i, u, and µ are continuous,
(3) d is surjective and open.

We do not assume G to be Hausdorff in this definition, however, the space of units
M is assumed to be Hausdorff.

Similarly, we define Lie groupoids roughly by replacing the continuity condition
with a smoothness condition.

Definition 2.8. A Lie groupoid is a groupoid G ⇒M such that

(1) G(0) and G(1) are manifolds with corners,
(2) the structural morphisms d, r, i, u are smooth,
(3) d is a tame submersion of manifolds with corners (and hence the set of

composable arrows is a manifold), and
(4) µ is smooth.

Again, we do not assume G to be Hausdorff, however, the space of units M is
assumed to be Hausdorff.

In particular, Lie groupoids are locally compact groupoids.
Since d and r are tame submersions, it follows from Corollary 2.4(ii) that the

fibers Gx := d−1(x), x ∈ M , are smooth manifolds (that is, they have no corners).
Similarly, (iii) of the same corollary implies that the set of composable units in
G × G is a manifold as well (but it may have corners).

Lie groupoids were introduced by Ehresmann, see [38, 39] for a comprehensive
introduction to the subject as well as for more references.

A subgroupoid of a groupoid G is a subset H such that the structural morphisms
of G induce a groupoid structure onH. We shall need the notion of a Lie subgroupoid
of a Lie groupoid, which is closely modelled on the definition in [39]. Recall that if
M is a manifold with corners and L ⊂M is a subset, we say that L is a submanifold
of M if it is a locally closed subset, it is a manifold with corners in its own with for
topology induced from M , and the inclusion L → M is smooth and has injective
differential.
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Definition 2.9. Let G be a Lie groupoid with units M . A Lie groupoid H is a
Lie subgroupoid of G with units M1 ⊂ M if M1 is a submanifold of M and H is a
submanifold of G and a subgroupoid with units M1. We say that H is a closed Lie
subgroupoid of G if H and M1 are closed in G, respectively, in M .

Every Lie group is a Lie groupoid. In fact, Lie groupoids provide a natural
generalization of Lie groups and they enjoy many of the useful properties that Lie
groups enjoy. In particular, they have an associated infinitesimal object, the Lie
algebroid associated to a Lie groupoid. To define it, let us first recall the definition
of a Lie algebroid. See Pradines’ [56] for the original definition and Mackenzie’s
books for a nice introduction to their general theory.

Definition 2.10. A Lie algebroid A→M is a real vector bundle over a manifold
with corners M together with a Lie algebra structure on Γ(M ;A) (with bracket
[ , ]) and a vector bundle map % : A→ TM , called anchor, such that the induced
map %∗ : Γ(M ;A)→ Γ(M ;TM) satisfies the following two conditions:

(i) %∗([X,Y ]) = [%∗(X), %∗(Y )] and
(ii) [X, fY ] = f [X,Y ] + (%∗(X)f)Y , for all X,Y ∈ Γ(M ;A) and f ∈ C∞(M).

We shall need the following simple lemma.

Lemma 2.11. Let A→M be a Lie algebroid and f ∈ C∞(M) be such that {f = 0}
has an empty interior. Then fΓ(M ;A) ⊂ Γ(M ;A) is a finitely generated, projective
module and a Lie subalgebra. Thus there exists a Lie algebroid, denoted fA, such
that Γ(fA) := Γ(M ; fA) ' fΓ(A). Moreover, fΓ(fA) = Γ(f2A) is a Lie ideal in
Γ(fA).

Proof. The proof of the Lemma relies on two simple calculations, which nevertheless
will be useful in what follows. Let X,Y ∈ Γ(A) := Γ(M ;A). We have

(4) [fX, fY ] = fX(f)Y − fY (f)X + f2[X,Y ] ∈ Γ(fA) .

On the other hand,

(5) [fX, f2Y ] = 2f2X(f)Y − f2Y (f)X + f3[X,Y ] ∈ Γ(f2A) .

The proof is complete. �

Recall the following definition (see [39, 61]).

Definition 2.12. Let R be a commutative associative unital real algebra and let
g be a Lie algebra and an R-module such that g acts by derivations on R and the
Lie bracket satisfies

[X, rY ] = r[X,Y ] +X(r)Y , for all r ∈ R and X,Y ∈ g .

Then we say that g is an R-Lie-Rinehart algebra.

Let us recall now the definition of the Lie algebroid A(G) associated to a Lie
groupoid G. Let G be a Lie groupoid with units M , then we let

A(G) := ker(d∗ : TG → TM)|M ,

that is, A(G) is the restriction to the units of the kernel of the differential of the
domain map d. The sections of A(G) identify with the space of d-horrizontal, right
invariant vector fields on G (that is, vector fields on G that are tangent to the
submanifolds Gx := d−1(x) and are invariant with respect to the natural action of
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G by right translations). In particular, the space of sections of A(G) → M has a
natural Lie bracket that makes it into a Lie algebroid.

Definition 2.13. Let G be a Lie groupoid with units M , then the Lie alge-
broid A(G) is called the Lie algebroid associated to G.

2.3. Examples of groupoids. We continue with various examples of construc-
tions of Lie groupoids and Lie algebroids that will be needed in what follows. Most
of these constructions work in the category of locally compact groupoids, and often
will be done in both settings (locally compact and Lie). We begin with the fol-
lowing three basic examples. Most of these examples are extensions to the smooth
category of some examples from the locally compact category. We will not treat
the locally compact examples separately, however.

Example 2.14. Any locally compact topological group is a locally compact groupoid
with set of units reduced to one point: the identity element of G. If G is a Lie
group, then we obtain a Lie groupoid with associated Lie algebroid A(G) = Lie(G),
the Lie algebra of G.

Example 2.15. Let M be a locally compact Hausdorff space and let G(1) = G(0) =
M , so the groupoid of this example contains only units. We shall call a groupoid
with these properties a space. If M is also a manifold with corners, we obtain a Lie
groupoid with associated Lie algebroid A(M) = M ×{0}, the 0 vector bundle over
M .

We thus see that the category of locally compact groupoids contains the subcate-
gories of locally compact groups and of locally compact spaces. A similar comment
applies to the category of Lie groupoids, which contains the subcategories of Lie
groups and of manifolds (possibly with corners). The last basic example is that of
a product.

Example 2.16. Let Gi → Mi, i = 1, 2, be two locally compact groupoids. Then
G1×G2 is a locally compact groupoid with units M1×M2. If Gi are Lie groupoids,
then so is G1 ×G2, and its associated Lie algebroid is A(G1 ×G2) ' A(G1)�A(G2),
(see Proposition 4.3.10 in [39]).

We shall need the following more specific classes of Lie groupoids. The goal is to
build more and more general examples that will lead us to a (slight extension of a)
construction due to Debord and Skandalis [19]. We proceed by small steps, mainly
due to the complicated nature of this construction, but also because particular or
intermediate cases of this construction are needed on their own.

Example 2.17. Let G be a locally compact group with automorphism group Aut(G)
and let P → M be a locally trivial, principal Aut(G)-bundle with both P and M
Hausdorff. Then the associated fiber bundle G := P ×Aut(G) G with fiber G is a
locally compact groupoid with units M . A groupoid of this form will be called a
bundle of groups. It satisfies d = r. If G is a Lie group and P →M is differentiable
(with P and M manifolds, possibly with corners), then G is a Lie groupoid and
A(G) ' P ×Aut(G) Lie(G).

Example 2.18. Let M be a Hausdorff, locally compact space. Then we define the
pair groupoid of M as G := M×M , a groupoid with units M and with d the second
projection, r the first projection, and (m1,m2)(m2,m3) = (m1,m3). If M is a
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smooth manifold (so M has no corners), then the pair groupoid is a Lie groupoid
and we have A(M ×M) = TM , with anchor map the identity map. A related
example is that of the path groupoid of M , which will have the same Lie algebroid
as the pair groupoid.

We extend the above example by defining fibered pull-back groupoids [26, 27].

Example 2.19. Let again M and L be Hausdorff, locally compact spaces and f :
M → L be a continuous map. Let H be a locally compact groupoid with units L,
the pull-back groupoid is then

f↓↓(H) := { (m, g,m′) ∈M ×H×M,f(m) = r(g), d(g) = f(m′) } ,

with product (m, g,m′)(m′, g′,m′′) = (m, gg′,m′′). We shall also sometimes write
M ×f H×f M = f↓↓(H) for the pull-back groupoid. If f is a local fibration, then
H is a locally compact groupoid with units M and a Haar system. If, moreover,
M and L are manifolds, f is a tame submersion, and H is a Lie groupoid, then G
is a Lie groupoid, called the fibered pull-back Lie groupoid. Indeed, to see that d
is a tame submersion, if is enough to write that f is locally a product, see Lemma
2.3(ii). (See also Proposition 4.3.11 in [39] for more general conditions on f that
ensure that the pull-back by f is a Lie groupoid.) It is a subgroupoid of the product
M ×M × H of the pair groupoid M ×M and H. Also by Proposition 4.3.11 in
[39], we have

(6) A
(
f↓↓(H)

)
' f↓↓

(
A(H)

)
(see Definition ??). Thus the Lie algebroid of the fibered pull-back groupoid f↓↓H
is the pull-back Lie algebroid f↓↓

(
A(H)

)
and hence it contains as a Lie algebroid

the space ker(df) of f -vertical tangent vector fields on M .

Remark 2.20. In Example 2.19, if H is a bundle of groups (see Example 2.17), then
the orbits of the fibered pull-back groupoid M ×f H ×f M are the fibers f−1(x)
with x ∈ L, hence this is not a bundle of groups unless f is injective. Nevertheless,
the isotropy subgroupoid of M×fH×fM is a bundle of groups on every connected
component of M .

We note that more general functions f (more general than submersions) can be
used to define pull-back Lie groupoids [39].

Of all the groupoids considered so far, we shall need the last example in the topo-
logical case, since it is the prototypical example of a groupoid with the generalized
Effros-Hahn property (see Section 5). The other constructions, especially the ones
that will follow, will be needed in the smooth (Lie) setting. In fact, they do not
make sense in the topological category. We continue with the adiabatic groupoid.

Recall that if G is a groupoid with units M and A,B ⊂ M , then we use the
notation GBA := r−1(B) ∩ d−1(A). In particular, GAA is a groupoid with units A. It
is called the reduction of G to A. In general, it will not be a Lie groupoid even if
G is. If A is invariant, then GAA = GA = GA and GA is thus a groupoid, called the
restriction of G to (the invariant subset) A.

We now recall the important example of the adiabatic groupoid [14, 19, 54]. It
will be useful to recall the following glueing result from [53].

Example 2.21. Let G be a Lie groupoid with units M and Lie algebroid A :=
A(G)→M . The adiabatic groupoid Gad [14, 19, 54] will have units M × [0,∞). To
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define it, we proceed as in [54] to first define its Lie algebroid Aad = A(Gad). As
vector bundles over M × [0,∞), we have

Aad = A(Gad) = A× [0,∞)→M × [0,∞) .

To define the Lie algebra structure on the space of sections of A, let X(t) and Y (t)
be sections of A, regarded as smooth functions [0,∞)→ Γ(M ;A(G)). Then

(7) [X,Y ](t) := t[X(t), Y (t)] .

Let us denote by π : M × [0,∞)→M the natural projection and by π∗(A) the Lie
algebroid defined by the vector bundle pull-back. Thus we see that Aad ' π∗(A)
as vector bundles but not as Lie algebroids. Nevertheless, we do have a natural Lie
groupoid morphism (not injective!)

(8) Aad ' tπ∗(A) → π∗(A) ,

where the second Lie algebroid is defined by Lemma 2.11 and the isomorphism is
by Equation (7). Next, as a set, we define the adiabatic groupoid Gad associated to
G as the disjoint union

(9) Gad :=
(
A(G)× {0}

)
t
(
G × (0,∞)

)
.

We endow G1 := A(G)×{0} with the Lie groupoid structure of a bundle of Lie groups
(with fiber RN , where N is the rank of A(G)) and zero anchor map. Then A(G1) is
isomorphic as a vector bundle to A(G), but with zero Lie bracket and coincides with
the restriction of Aad = A(Gad) to M × {0}. We endow G2 := G × (0,∞) with the
product Lie groupoid structure, where (0,∞) is regarded as a space (that is (0,∞)
has only units, and all orbits are reduced to a single point, as in Example 2.15).
On G := G1 ∪ G2, we shall use the smooth structure defined by the deformation to
the normal cone [28] associated to the inclusion M ⊂ G. More precisely, we use
the method in [53] as follows. Let us choose as in [54] connections ∇ on all the
manifolds Gx such that the resulting family of connections is invariant with respect
to right translations. This gives rise to a smooth map exp∇ : A = A(G) → G that
maps the zero section of A(G) to the set of units of G. There exists a neighbourhood
U of the zero section of A(G) on which exp∇ is a diffeomorphism onto its image.
Let us define then W ⊂ A× [0,∞) = Aad to be the set of pairs (X, t) ∈ A× [0,∞)
such that tX ∈ U and define Φ : W → Gad by the formula

(10) Φ(X, t) :=

{
(exp∇(tX), t) ∈ G × (0,∞) if t > 0 and tX ∈ U
(X, 0) ∈ A(G)× {0} if t = 0 .

We define the smooth structure on Gad such that G × (0,∞) and the image of Φ
are open subsets. The fact that the resulting smooth structure makes Gad a Lie
groupoid follows from the differentiability with respect to parameters (including
initial data) of solutions of ordinary differential equations. Note that by [53, 54],
it is known that there exists a unique Lie groupoid structure on Gad such that the
associated Lie algebroid is Aad. For the pair groupoid G = M×M with M smooth,
compact, this example is due to Connes [14] and was studied in connection with
the index theorem for smooth, compact manifolds.

We shall need the following slight generalization of the above example, that will
be called also an adiabatic groupoid. We shall do that by combining the construction
of the pull-back with that of the adiabatic groupoid. We shall use the reduction of
a groupoid G to a subset A, which, we recall, is denoted GAA := r−1(A) ∩ d−1(A).
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Example 2.22. Let again M and L be manifolds with corners and f : M → L be
a tame submersion of manifolds with corners. Let H be a Lie groupoid with units
L and adiabatic groupoid Had. Let G := f↓↓(H) = M ×f H ×f M be the fibered
pull-back groupoid. Then the adiabatic groupoid of G (with respect to f) has units
M × [0,∞) and is defined by

Gad,f := f↓↓1 (Had) ,
where f1 := (f, id) : M × [0,∞)→ L× [0,∞).

Let us take a closer look at this example in the following particular case. Assume
all manifolds are smooth and H = L×L. Then we obtain G = M ×M (so both H
and G are pair groupoids in this particular case). However, unlike Gad, the groupoid
Gad,f will not be commutative at time 0, but will be the fibered pull-back of the Lie
groupoid A(H) → L, regarded as a bundle of Lie groups, by the map f : M → L.
More precisely, let X := {0} ×M , which is an invariant subset of the set of units
of M × [0,∞). Then the restriction of Gad,f to X satisfies

(11) (Gad,f )X 'M ×f A(H)×f M =: f↓↓
(
A(H)

)
.

In this particular case, the associated differential operators on Gad,f model adiabatic
limits, hence the name of these groupoids (this explains the choice of the name
“adiabatic groupoid” in [54]).

We need an even more general class of groupoids, generalizing the above construc-
tion to obtain a (slight extension of a) construction by [19]. We use the acronym
GDS as a shorthand for Grushin-Debord-Skandalis.

Example 2.23. We use the same setting and notation as in Example 2.22 above and
let R∗+ = (0,∞) act by dilations on the time variable [0,∞). This action induces
a family of automorphisms of Had, as in [19] if we let s ∈ R∗+ = (0,∞) act by
s · (g, t) = (g, s−1t) on (g, t) ∈ H × (0,∞) ⊂ Had. Refering to Equation (10) that
defines a parametrization of a neighbourhood of A(H)× {0} ⊂ Had, we obtain

s · Φ(X, t) := s · (exp∇(tX), t) := (exp∇(tX), s−1t)

= (exp∇(s−1tsX), s−1t) =: Φ(sX, s−1t) .

By setting t = 0 in this equation, we obtain by continuity that the action of s on
(X, 0) is s(X, 0) = (sX, 0).

Let f1 := (f, id) : M × [0,∞) → L × [0,∞). The action of R∗+ then commutes

with f1 and induces a family of automorphisms of Gad,f := f↓↓1 (Had). We then let

GDS(M,f,H) := Gad,f oR∗+ := f↓↓1 (Had) oR∗+ ' := f↓↓1 (Had oR∗+) ,

the associated semi-direct product groupoid [39, 46]. The groupoid Had oR∗+ was
introduced and studied in [19]. The space of units of the groupoid GDS(M,f,H) :=
Gad,f oR∗+ is M × [0,∞). To describe GDS(M,f,H) as a set, we shall describe its
reductions to M × {0} and to M × (0,∞) (that is, we shall describe its reductions
at time t = 0 and at time t > 0).

Let us endow A(H) with the Lie groupoid structure of a (commutative) bundle
of Lie groups with units L× {0}. Then, at time t = 0, GDS(M,f,H) is the semi-
direct product (M ×f A(H)×f M)oR∗+, with R∗+ acting by dilations on the fibers
of A(H). That is

GDS(M,f,H){0}×M ' (M ×f A(H)×f M) oR∗+ = M ×f (A(H) oR∗+)×f M
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groups on L. On the other hand, the complement, that is, the reduction of
GDS(M,f,H) to M × (0,∞) is isomorphic to the product groupoid

(M ×f H×f M)× (0,∞)2 ,

where the first factor in the product is the fibered pull-back of H to M and the
second factor is the pair groupoid of (0,∞). We therefore have

GDS(M,f,H) := M ×f (Had oR∗+)×f M := f↓↓(Had oR∗+) ,

with Had oR∗+ introduced and studied in [19].

3. Desingularization groupoids and their geometric properties

We now introduce a desingularization construction of a Lie groupoid that is
related to some earlier results of Grushin [24] and Debord-Skandalis [19], Mazzeo
[42], Schulze [64], Lauter-Nistor [36], and many others.

3.1. A structure theorem near tame submanifolds. We now recall the defi-
nition of a Lie subalgebroid, see for example [39, Definition 4.3.14].

Definition 3.1. f Let A→M be a Lie algebroid with anchor % : A→ TM . A Lie
subalgebroid of A is a subbundle B ⊂ A|L, where L is a closed submanifold of M
(possibly with corners) with the following properties:

(1) The anchor % maps B to TL.
(2) If X,Y ∈ Γ(M ;A) are such that their restrictions to L are sections of B,

then the restriction of [X,Y ] to L is also a section of B.
(3) If X,Y ∈ Γ(M ;A) satisfy X = 0 on L and the restriction Y |L of Y to L is

a section of B, then [X,Y ] = 0 on L.

We now introduce the concept of a tame Lie subalgebroid B ⊂ A over L ⊂M .

Definition 3.2. A tame Lie subalgebroid B of A→M over a submanifold L ⊂M is
a Lie subalgebroid of A as in Definition 3.1 such that B is a subbundle A|L and there
exists a a tubular neighborhood V of L in M with projection map π : V → L such
that the restriction of A to V is isomorphic to the fibered pull-back Lie algebroid
of B to V via π, that is,

(12) A|V ' π↓↓(B) .

A submanifold L for which there exists a tame Lie subalgebroid B → L of A→M
is called an A-tame submanifold of M .

Recall that if G is a groupoid with units M and A ⊂ M , then GAA := r−1(A) ∩
d−1(A) is the reduction of G to A. Also, recall that a topological space is called
simply-connected if it is path connected and its first homotopy group π1(X) is
trivial. A groupoid G is called d-simply connected if the fibers Gx := d−1(x) of
the domain map are simply-connected. Here is one of our main technical results
that provides a canonical form for a Lie groupoid in the neighborhood of a tame
submanifold. All the isomorphisms of Lie groupoids are smooth morphisms.

Theorem 3.3. Let G be a Lie groupoid with units M and let L ⊂M be an A(G)-
tame submanifold of M . Let π : U → L ⊂ U a tubular neighborhood as in
Definition 3.2. Assume that the fibers of π : U → L are simply-connected. Then the
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reduction groupoids GLL and GUU are Lie groupoids and there exists an isomorphism
of Lie groupoids

GUU ' π↓↓(GLL) := U ×π GLL ×π U
that is the identity on the set of units U .

See [51] for a proof.

3.2. Definition of the desingularization. We shall now use the structure theo-
rem, Theorem 3.3 to provide a modification (or desingularization) of a Lie groupoid
in the neighborhood of a tame submanifold of its set of units. We need, however, to
first discuss the desingularization (or blow-ups) of tame submanifolds. We follow
[1]. Let L be a submanifold of M and we assume that L has a tubular neighbor-
hood U in M . We denote by N the normal bundle of L in M and by SN its unit
sphere bundle (for some fixed metric). The desingularization procedure yields a
new manifold by removing L from M and glueing back SN . More precisely, we can
arrange so that the tubular neighborhood U in M identifies with the interior of S,
so it is such that U rL ' SN × (0, 1). Thus we glue M rL and SN × [0, 1) along
the common open subset (diffeomorphic to) SN × (0, 1). We denote the resulting
manifold by [M : L] and call it the blow-up of M with respect to L, as usual. By
construction, there exists an associated natural smooth map κ : [M : L]→M , the
blow-down map, which is the identity on M \ L. For example,

(13) [Rn+k : {0} × Rk] ' Sn−1 × [0,∞)× Rk ,
with r ∈ [0,∞) representing the distance to the submanifold L = {0} ×Rk and Sp

denoting the sphere of dimension p (the unit sphere in Rp+1. Locally, all blow-ups
that we consider are of this form. The definition of the blow-up in this paper is the
one common in Analysis [1, 9, 24, 42, 49], however, it is different from the one in
[8, 25, 55], who consider PN = SN/Z2, the projectivization of SN , instead of SN .

We are ready now to introduce the desingularization of a Lie groupoid with
respect to a tame submanifold in the particular case of a pull-back.

Definition 3.4. Let π : E → L be a orthogonal vector bundle. Let U ⊂ E be the
set of vector of lenght < 1 and SNL := ∂U ⊂ E. The various restrictions of π to
subsets of E will be denoted also by π. Let H be a Lie groupoid with units L and
G := U ×π H ×π U . Then the GDS modification GU,GDS of G := U ×π H ×π U is
the fibered pull-back groupoid

GDS(SNL, π,H) := (SNL×πHad×πSNL)oR∗+ ' SNL×π (HadoR∗+)×πSNL
introduced in the example 2.23. It is a Lie groupoid with units SNL × [0,∞).
We extend in an obvious way the definition of the GDS modification to groupoids
isomorphic to groupoids of the form G = U ×π H×π U .

We shall need also the following construction very closely related to a construc-
tion in [25, Theorem 3.4]. For i = 1, 2, let Gi be a Lie groupoid with units Mi,
each Mi being a manifold with corners. Let us assume that we are given open
subsets Ui ⊂ Mi such that the reductions (Gi)Ui

Ui
, i = 1, 2, are isomorphic via an

isomorphism φ : (G1)U1

U1
→ (G2)U2

U2
. Let

(14) H := G1 ∪φ G2 := (G1 t G2)/ ∼ ,

where ∼ identifies (G1)U1

U1
with (G2)U2

U2
via φ and t disjoint the disjoint union. Thus

we glue G1 and G2 along the open subsets (G1)U1

U1
⊂ G1 and (G2)U2

U2
⊂ G2. We shall
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denote by U c1 := M1 r U1 the complement of U1 in M1 and by M1 ∩ G1U c1G1 the
orbit of U c1 in M1. We shall use a similar notation for G2. The presumed groupoid
H will have as units M := M1 ∪φM2.

Proposition 3.5. Let us assume that φ(U1∩G1U c1G1) does not intersect U2∩G2U c2G2
and that the set H of Equation (14) is a Hausdorff manifold (possibly with corners).
Then M := M1 ∪φM2 is a Hausdorff manifold (again, possibly with corners) and

H has a natural Lie groupoid structure with units M containing (Gi)Ui

Ui
as open

subsets. We have Gi ' (H)Mi

Mi
.

Proof. This is basically a consequence of the definitions. To define the multiplica-
tion in H just note that the hypothesis ensures that, if gj ∈ Gj , for j = 1, 2, with
r(g1) = d(g2), then either d(g1) ∈ U1 or r(g2) ∈ φ(U1). The structural maps d
and r of H are defined using the ones of Gi since they coincide on their common
domain. �

One of the differences between our result and Theorem 3.4 in [25] is that we
are not starting with a Lie algebroid that needs to be integrated, thus we do not
have orbits that we could use. See however [25] for a discussion of the glueing
procedure in the framework of manifolds (and many other useful results). We are
ready now to define the desingularization of any Lie groupoid with respect to a
tame submanifold. We begin by fixing some notation.

Notations 3.6. In what follows, G will denote a Lie groupoid with units M and
L ⊂ M be an A(G)-tame submanifold. (Thus L will have coners in general.) By
π : U → L we shall denote a tubular neighborhood of L, as in Definition 3.2, so
L ⊂ U . Let S be the boundary of U . By decreasing U , if necessary, we can assume
that U → L is the set of vectors of length < 1 in a suitable metric. Using Theorem
3.3, we obtain that the reduction GUU is of the form U ×π H ×π U , and hence its
GDS-modification GDS(SNL, π,H) is defined. Let M1 = S × [0, 1), which is an
open subset of the set S × [0,∞) of units of GDS(SNS, π,H). We shal denote by
G1 the reduction of GDS(SNS, π,H) to M1 and by U1 := UrL = S× (0, 1) ⊂M1.
Similarly, G2 will denote the reduction of the groupoid G to M r L.

Remark 3.7. Using the notation and assumptions of Definition 3.4 and the notation
introduced in 3.6, we have that the smooth morphism Ψ : GU,GDS → E ×π H×π E
restricts to a morphism G1 → U ×π H ×π U that is a bijection outside d−1(L) ⊂
G1 ⊂ GU,GDS .

Remark 3.8. Using again the notation introduced in 3.6, we then have that the
reduction of G1 to U1 is isomorphic to

(15) (SNL×π H×π SNL)× (0, 1)2 ' U1 ×π H×π U1 ,

where (0, 1)2 is the pair groupoid. Since the reduction of G to U is isomorphic to
U×πH×πU , it follows that the reduction of G to U1 is isomorphic to U1×πH×πU1.
Hence the reduction of G2 to U1 is also isomorphic to (U1 ×π H×π U1). We are in
position then to glue the groupoids G1 and G2 along their reductions to U1, using
Proposition 3.5 (for U2 = U1). We can now define the blow-up of a groupoid with
respect to a tame submanifold.
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Definition 3.9. Let L ⊂ M be an A(G)-tame manifold. Using the notation just
defined, the result of glueing the groupoids G1 and G2 along their isomorphic reduc-
tions to U1 = SNL × (0, 1) using Proposition 3.5 is denoted [[G : L]] and is called
the desingularization of G along L.

One should not confuse [[G : L]] with [G : L], the blow-up of the manifold G with
respect to the submanifold L. We denote by SNL ⊂ NL the units normal sphere
bundle of L. In particular, [M : L] r (M r L) = SNL.

Proposition 3.10. The space of units of [[G : L]] is [M : L]. We endow A(H)→ L
with the Lie groupoid structure of a bundle of Lie groups. Then SNL := [M :
L]r(MrL) is a closed, invariant subset for [[G : L]] and [[G : L]]SNL = [[G : L]]rG2
is a closed subgroupoid isomorphic to the fibered pull-back of A(H) o R∗+ to SNL
via the natural projection π : SNL→ L.

Proof. When we glue groupoids, we also glue their units, which gives that the set
of units of [[G : L]] is indeed [M : L]. The rest follows from the construction of
[[G : L]] and the discussion in Example 2.23. �

The class of Hausdorff groupoids is closed under desingularizations. Indeed, we
have the following lemma.

Lemma 3.11. Let Ui ⊂ Mi be open subsets of some Hausdorff manifolds Mi,
i = 0, 1. Let us assume that we are given a diffeomorphism φ : U0 → U1 and
let M := M0 ∪φ M1 the union of the two manifolds after identifying U0 and U1.
Let us assume that there exists a continuous function ψ : M → [0, 1] such that
ψ(M rMi) = {i}. Then M is Hausdorff.

More precisely, M0 ∪φ M1 is defined as follows. Let us consider on the disjoint
union M0tM1 the equivalence relation ∼φ generated by x ∼φ φ(x) if x ∈ U0. Then
M0 ∪φM1 := M0 tM1/ ∼φ.

Proof. Let xi ∈M . If xi ∈Mj , then we can find open, disjoint neighbourhoods of
xi, since Mj is Hausdorff. Let us assume then that x0 /∈ M0 and x1 /∈ M1. Then
{ψ < 1/2} and {ψ > 1/2} are two open sets that will separate the two points. �

This gives the following.

Theorem 3.12. Let L ⊂ M be a tame A(G)-submanifold, for some Lie groupoid
G with units M . If G is Hausdorff, then [[G : L]] is also Hausdorff.

Proof. We use the notation of 3.6. We can assume that U1 = {r < 1}, where r
is the distance to L. Then the result follows from Lemma 3.11 by taking ψ :=
min{r, 1}. �

This completes the first part of the paper.

4. Preliminaries on reprentations and groupoid C∗-algebras

We now begin the second part of the paper, where applications further analytic
properties of desingularization groupoids will be discussed. In the two subsections
that comprise this first section of the second part of the paper, we introduce and
study several basic concepts related first to representations of C∗-algebras and,
then, to groupoid C∗-algebras. More precisely, in the first subsection we introduce
and study exhaustive and invertibility sufficient families of representations. In the
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following subsections we introduce locally compact groupoids, their Haar systems,
and their C∗-algebras. We refer to [20] for general results on C∗-algebras. The
basic definitions needed in this paper were reviewed also in [52], on which part of
this section is based.

4.1. Exhausting families of representations of C∗-algebras. In what follows,
we shall make extensive use of C∗-algebras. We review here some needed results
from [20, 52].

We begin with a review of some needed general C∗-algebra results. We recall
[20] that a C∗-algebra is a complex algebra A together with a conjugate linear
involution ∗ and a complete norm ‖ ‖ such that (ab)∗ = b∗a∗, ‖ab‖ ≤ ‖a‖‖b‖, and
‖a∗a‖ = ‖a‖2, for all a, b ∈ A. (The fact that ∗ is an involution means that a∗∗ = a
and that a → a∗ is conjugate linear: (λa)∗ = λa∗ for a ∈ A and λ ∈ C.) In
particular, a C∗-algebra is also a Banach algebra. Let H be a Hilbert space and
denote by L(H) the space of linear, bounded operators on H.

One of the main reasons why C∗-algebras are important in applications is that ev-
ery norm-closed subalgebra A ⊂ L(H) that is also closed under taking Hilbert space
adjoints is a C∗-algebra. In this paper, we are interested mainly in C∗-algebras ob-
taining by completing algebras of order zero pseudodifferential operators acting
on L2-spaces. Nevertheless, abstract C∗-algebras have many non-trivial properties
that can then be used to study the concretely given algebra A. A representation
of a C∗-algebra A on the Hilbert space Hπ is a ∗-morphism π : A → L(Hπ) to
the algebra of bounded operators on Hπ. We shall use the fact that every mor-
phism φ of C∗-algebras (and hence any representation of a C∗-algebra) has norm
‖φ‖ ≤ 1. Consequently, every bijective morphism of C∗-algebras is an isometric
isomorphism. A basic results states that every abstract C∗-algebra is isometrically
isomorphic to a norm closed subalgebra of L(H) (the Gelfand-Naimark theorem,
see Theorem 2.6.1 of [20]).

Throughout this paper, we shall denote by A a generic C∗-algebra. Also, by
φ : A → L(Hφ) we shall denote generic representations of A. A two-sided ideal
I ⊂ A is called primitive if it is the kernel of an irreducible representation of A. We
shall denote by Prim(A) the set of primitive ideals of A.

Remark 4.1. For any two-sided ideal J ⊂ A, we have that its primitive ideal spec-
trum Prim(J) identifies with the set of all the primitive ideals I of A not containing
the two-sided ideal J ⊂ A. The correspondence is I → I ∩ J ∈ Prim(J). It turns
out then that the sets of the form Prim(J), where J ranges through the set of
two-sided ideals J ⊂ A, define a topology on Prim(A), called the Jacobson topology
on Prim(A). We have the following canonical identification

(16) Prim(A/J) = Prim(A/J)) r Prim(J)

The identification is I → I/J . Thus the closed sets of Prim(A) are the sets of the
form Prim(A/J), with J a closed, two-sided ideal of A.

Primitive ideals will play a crucial role in what follows.

Examples 4.2. Let us list now a two basic examples primitive ideal spectra.

(1) Let us denote by K the algebra of compact operators on a generic, infinite
dimensional, separable Hilbert space H. Then Prim(K) consists of a single
ideal, the zero ideal.
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(2) If A = C(K), the algebra of continuous functions on a compact space K,
then K and Prim(A) are canonically homeomorphic. The correspondence
associates to x ∈ K the maximal ideal mx continuous functions on K that
vanish at x.

We continue with a more involved, but basic for us, example.

Example 4.3. Let M be a smooth compact manifold and let Ψ0(M) be the algebra
of order-zero, classical pseudodifferential operators on M . Let A(M) denote the
norm closure of Ψ0(M). Let us denote by S∗M the unit cosphere bundle of M ,
which is diffeomorphic to the set of vectors of length one in the cotangent space
T ∗M of M . Then the principal symbol map σ0 : A(M) → C(S∗M) yields the
following exact sequence

0→ K → A(M)→ C(S∗M)→ 0 .

According to the previous two examples and Equation (16), we have that

(17) Prim(A) = Prim(C(S∗M)) t Prim(K) = S∗M t {0} ,
a disjoint union. The topology on S∗M is the standard one and the global topology
is such that the point of Prim(A) defined by the minimal ideal 0 is dense in the
whols of Prim(A).

We shall need the following definitions [21, 52, 62].

Definition 4.4. Let F be a set of representations of a unital C∗-algebra A.

(i) We say that F is exhausting if Prim(A) =
⋃
φ∈F supp(φ).

(ii) We say that F is strictly norming if, for any a ∈ A, there exists φ ∈ F such
that ‖φ(a)‖ = ‖a‖.

(iii) We say that F is invertibility sufficient if, for any a ∈ A, we have that a is
invertible in A if, and only if, φ(a) is invertible for all φ ∈ F .

The same definitions can be formulated for sets of morphisms or sets of primitive
ideals.

If A is nonunital, we change this definition as follows. We denote by A+ = A⊕C
and by χ0 : A+ → C the morphism defined by χ0 = 0 on A and χ0(1) = 1. We
then modify Definition 4.4 by replacing A with A+ and F with F ∪ {χ0}.

Remark 4.5. Let A be a non-unital C∗-algebra and let F be a set of representations.
Then F is exhausting if, and only if, Prim(A) =

⋃
φ∈F supp(φ). This follows

immediately by the equality

Prim(A+) = Prim(A) ∪ {A}
and the fact that kerχ0 = A. Similarly, F is exhausting if 1 + a ∈ A+, a ∈ A, is
invertible if, and only if, 1 + φ(a) is invertible for any φ ∈ F .

The set of all irreducible representations of a unital C∗-algebra is invertibility
sufficient (see [20, 21]). Therefore any exhausting family is strictly norming [52].
Strictly norming and exhausting families are interesting because of the following
result [21, 52, 62].

Theorem 4.6. Let F be a set of non-degenerate representations of a C∗-algebra
A. Then F is strictly norming if, and only if, it is invertibility sufficient.

Every exhausting set of representations is invertibility sufficient. If A is further-
more separable, then the converse is also true.
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Remark 4.7. We use the above result for “concrete”C∗-algebras, where by a con-
crete C∗-algebra we mean a C∗-algebra of bounded operators acting on a Hilbert
space. Let thus A ⊂ L(H) be a concrete C∗-algebra. We assume that K := K(H),
the ideal of compact operators on H, is contained in A. Then we have the fol-
lowing consequence of Theorem 4.6: If F = {(φ,Hφ)} is a strictly norming set of
representations of A/K, then a ∈ A is Fredholm if, and only if, φ(a) is invertible
in L(Hφ) for all φ ∈ F . The converse is also true, in the sense that a family F of
representations of A/K with the above properties must be strictly norming. This
converse, although not needed, it justifies our interest in strictly norming families.

Let A be a C∗-algebra and I ⊂ A be a closed two-sided ideal. Recall that
any nondegenerate representation π : I → L(H) extends to a unique representation
π : A → L(H). (See [20, Proposition 2.10.4]. This extension is an instance of the
Rieffel induction [60] corresponding to I, regarded as an A–I bimodule. We have
the following result [52].

Proposition 4.8. Let I ⊂ A be an ideal of a C∗-algebra. Let FI be a set of
nondegenerate representations of I and FA/I be a set of representations of A/I.
Let F := FI ∪ FA/I , regarded as a family of representations of A. If FI and FA/I
are both exhausting, then F is also exhausting. The same result holds by replacing
exhausting with strictly norming.

The following corollary will be used later on.

Corollary 4.9. Let I ⊂ A be an ideal of a unital C∗-algebra A and let FI be an
invertibility sufficient set of nondegenerate representations of I. Let a ∈ A. Then
a is invertible in A if, and only if, it is invertible in A/I and φ(a) is invertible for
all φ ∈ FI .

Proof. Since F is an invertibility preserving set of representations of I, it consists
of non-degenerate representations, which will hence extend uniquely to A. Let π
be a faithful representation of A/I and put {π} = FA/I . The result then follows
from Proposition 4.8 applied to families of representations FI and FA/I . �

4.2. Locally compact groupoids and their C∗-algebras. We now recall the
definition of a Haar system of a locally compact groupoid and we use this oportunity
to fix some more notation to be used throughout the rest of the paper. We refer to
[12, 29, 58] for more information on the topics discussed in this subsection.

The definition of a locally compact groupoid was recalled in Definition 2.7. If
G is a locally compact groupoid, we shall denote by Cc(G) the space of continuous,
complex valued, compactly supported functions on G. We are not assuming that
G is Hausdorff, which means that some extra care needs to be taken in defining
Cc(G), see [33] and the references therein. Nevertheless, all of our applications are
for Hausdorff groupoids, so the reader may safely ignore the non-Hausdorff case.

Definition 4.10. A left Haar system for a locally compact groupoid G is a family
λ = {λx}x∈M , where λx is a Borel regular measure on G with suppλx = r−1(x) =:
Gx for every x ∈M = G(0), satisfying

(i) The continuity condition that

M 3 x 7→ λ(ϕ) :=

∫
ϕdλx ∈ C

is continuous for ϕ ∈ Cc(G).
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(ii) The invariance condition that∫
ϕ(gh)dλd(g)(h) =

∫
ϕ(h)dλr(g)(h)

for all g ∈ G and ϕ ∈ Cc(G).

Right Haar systems are defined in the same way.

Remark 4.11. One defines similarly a right Haar system λx and notices that λx(g) :=
λx(g−1) establishes a bijection between left and right Haar systems. We shall there-
fore simply use the term Haar system from now on.

Lie groupoids always have Haar systems.

Remark 4.12. Let us assume that G is a Lie groupoid with Lie algebroid A(G).
Let D := |ΛnA(G)|, where n is the dimension of the Lie algebroid of G. The
pull-back vector bundle r∗(D) is the bundle of 1-densities along the fibers of d. A
trivialization of D will hence give rise to a right invariant set of measures on Gx
and hence to a right Haar system.

Let now G be a locally compact groupoid with a Haar system λx. We now
recall the definition of the basic C∗-algebras associated to G and its Haar system,
following [58]. See also [12, 67]. We first define the convolution product on the
space Cc(G) by the formula

(ϕ1 ∗ ϕ2)(x) :=

∫
r−1(d(g))

ϕ1(gh)ϕ2(h−1)dλr(g) , for g ∈ G and ϕ1, ϕ2 ∈ Cc(G).

This makes Cc(G) into an associative ∗-algebra with the involution defined by

ϕ∗(g) := ϕ(g−1) for all g ∈ G and ϕ ∈ Cc(G). There also exists a natural alge-
bra norm on Cc(G) defined by

‖f‖I := max
{

sup
x∈M

∫
|ϕ|dλx, sup

x∈M

∫
|ϕ∗|dλx

}
.

Definition 4.13. The (full) C∗-algebra associtated to G, denoted C∗(G), is defined
as the completion of Cc(G) with respect to the norm

‖ϕ‖ := sup
π
‖π(ϕ)‖ ,

where π ranges over all bounded ∗-representations of Cc(G). Let us define as usual
for any x ∈M the regular representation πx of Cc(G) (and hence also of C∗(G)) by
the formula

πx : Cc(G)→ B(L2(Gx, λx)) , πx(ϕ)ψ := ϕ ∗ ψ .
We then define similarly the reduced C∗-algebra C∗r (G) as the completion of Cc(G)
with respect to the norm.

‖ϕ‖r := sup
x∈M
‖πx(ϕ)‖ .

Here are some quick comments. It follows from this defition, that there is a
canonical surjective ∗-homomorphism C∗(G)→ C∗r (G). If this canonical morphism
is also injective, then the groupoid G is called metrically amenable. Also, for further
use, we note that if G second countable, then C∗(G) is a separable C∗-algebra.
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Remark 4.14. For any G-invariant, locally closed subset A ⊆ M , the reduced
groupoid GA = GAA has a Haar system λA obtained by restricting the Haar sys-
tem λ of G to GA. In particular, we can construct as above the corresponding C∗-
algebra C∗(GA) and the reduced C∗-algebra C∗r (GA). For any closed subset A ⊆M ,
the subset d−1(A) ⊆ G is also closed, so the restriction map Cc(G) → Cc(d−1(A))
is well defined. If A is also G-invariant then the restriction extends by continu-
ity to both a ∗-homomorphism RA : C∗(G) → C∗(GA) and a ∗-homomorphism
(RA)r : C∗r (G)→ C∗r (GA) that are related by the commutative diagram

(18)

C∗(G)
RA−−−−→ C∗(GA)y y

C∗r (G)
(RA)r−−−−→ C∗r (GA)

where the vertical arrows are the natural quotient homomorphisms.

We have the following well known, but important result [48, 59] that we record
for further reference.

Proposition 4.15. Let G ⇒ M be a second countable, locally compact groupoid
with a Haar system.

(i) Let U ⊂ M be an open G-invariant subset, F := M r U . Then C∗(GU ) is a
closed two-sided ideal of C∗(G) that yields the short exact sequence

0→ C∗(GU )→ C∗(G)
RF−→C∗(GF )→ 0

where F := M \ U .
(ii) If GF is metrically amenable, then one has the exact sequence

0→ C∗r (GU )→ C∗r (G)
(RF )r
−−−−−→C∗r (GF )→ 0 .

Proof. The first assertion is well known, see for instance [48, Lemma 2.1]. The
second statement is in [59, Remark 4.1]. �

We shall need the following consequence

Corollary 4.16. Let G ⇒ M be a locally compact groupoid with a Haar system
and U ⊂M be an open subset, F := MrU , as usual. Let us assume that the set of
regular representations of C∗r (GU ) is an invertibility sufficient set of representations
of C∗r (GU ) and that the set of regular representations of C∗(GF ) is an invertibility
sufficient set of representations of C∗(GF ). Then the set of regular representations
of C∗r (G) is an invertibility sufficient set of representations of C∗r (G). The same
result holds if we replace “invertibility sufficient” with “exhaustive.”

Proof. First of all, we have that GF is metrically amenable. The result then follows
from Propositions 4.15 and 4.8 applied to I := C∗r (GU ), A := C∗r (G), since A/I '
C∗(GF ) ' C∗r (GF ) and the union of the set of regular representations of C∗r (GU )
and of C∗r (GF ) is the set of regular representations of C∗r (GF ). �

5. Fredholm groupoids and the generalized Effros-Hahn conjecture

We now study Fredholm conditions for operators in algebras Ψ containing a
reduced groupoid C∗-algebra C∗r (G) as an essential ideal. The groupoids for which
we obtain the kind of Fredholm conditions that we want (the kind that are typically
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used in practice) will be called “Fredholm groupoids.” They are introduced and
discussed next. Our main abstract results on Fredholm groupoids are in the second
subsection. Some more applicable results on Fredholm groupoids will be given in
the next section, based on the results in this section.

5.1. Fredholm groupoids and their characterization. We now introduce Fred-
holm groupoids and give a first characterization of these groupoids. As usual,
G ⇒ M denotes a locally compact groupoid with a Haar system λx. We shall use
the following notation throughout the rest of the paper.

Notations 5.1. Recall that πx : C∗(G) → L(L2(Gx, λx)) denotes be the regular
representation on Gx, given by left convolution, πx(φ)ψ := φ ∗ ψ, Definition (4.13).
Let us assume that U ⊂ M is an open, G-invariant subset with GU ' U × U
(the pair groupoid, see Example 2.18). For any x0 ∈ U , the range map then
defines a bijection r : Gx0 → U and hence a measure µ on U corresponding to λx0 .
This measure does not depend on the choice of x0 ∈ U and leads to isometries
L2(Gx0

, λx0
) ' L2(U ;µ) that commute with the action of G. In particular π0 and

πx0
are canonically unitarily equivalent. We then denote by π0 the corresponding

(equivalence class of) representation(s) of C∗(G) on L2(U ;µ). It is often called the
vector representation of C∗(G). We shall usually write L2(U) := L2(U ;µ).

Definition 5.2. Let G ⇒M is a locally compact, second countable groupoid with
a Haar system. Then G is called a Fredholm groupoid if:

(i) There is an open, G-invariant subset U ⊂M such that GU ' U × U .
(ii) For any a ∈ C∗r (G), we have that 1 + π0(a) is Fredholm if, and only if, all

1 + πx(a), x ∈ F := M r U , are invertible, where we have used the notation
introduced in 5.1.

The set F := M r U will be called the set of boundary units of G.

For a Fredholm groupoid G, we shall always denote by U the G-invariant open
subset of the units of G as in the definition of a Fredholm groupoid. The set U is
uniquely determined by G, since it is a dense orbit of G in M . We have the following
abstract characterization of Fredholm groupoids.

Theorem 5.3. Let G ⇒ M be a locally compact groupoid with a Haar system. If
G is Fredholm, then following three conditions are satisfied:

(i) The vector representation π0 : C∗r (G)→ L(L2(U)) is injective.
(ii) The canonical projection C∗r (G)→ C∗r (GF ) induces an isomorphism

C∗r (G)/C∗r (GU ) ' C∗r (GF ) , F := M r U .

(iii) The set of regular representations πx, x ∈ F , form an invertibility sufficient
set of representations of C∗r (GF ).

The following strong converse holds: if the three conditions (i-iii) are satisfied,
then, for any unital C∗-algebra Ψ containing C∗r (G) as an essential ideal and for
any a ∈ Ψ, we have that π0(a) if Fredholm if, and only if, the image of a in
Ψ/C∗r (G) is invertible and all πx(a), x ∈M r U , are invertible.

Proof. The representation π0 defines an isomorphism C∗r (GU ) ' K, the algebra of
compact operators on L2(U). Let us assume first that G is a Fredholm groupoid
and check the three conditions of the statement.
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First, if π0 is not injective, then let 0 6= a∗ = a ∈ ker(π0). The family of
representations (πx)x∈M is a faithful family of representations of C∗r (G), hence
there is x ∈M such that πx(a) 6= 0. Moreover, we have x /∈ U , since for y ∈ U , the
representation πy is unitarily equivalent to π0, and hence ker(π0) = ker(πy). Since
πx(a) = πx(a)∗ 6= 0, there is 0 6= λ ∈ R in the spectrum of πx(a). We may assume
λ = 1, by rescaling. Then 1−πx(a) is not invertible, but 1 = 1−π0(a) is Fredholm.
This contradicts our assumption that G is a Fredholm groupoid, and hence π0 is
injective.

Let p : C∗r (G) → C∗r (GF ) be the natural projection. It is known that C∗r (GU ) ⊆
ker(p) (see the proof of [58, Prop.II.4.5 (a)]). To prove (ii), we need to show that we
have equality C∗r (GU ) = ker(p). Let us again proceed by contradiction, that is, let
us assume that C∗r (GU ) 6= ker(p). Then we can choose a = a∗ ∈ ker(p) r C∗r (GU ).
Since a is self-adjoint and non-zero, in the quotient ker(p)/C∗r (GU ), there is 0 6=
λ ∈ R such that λ − a is not invertible in ker(p)/C∗r (GU ). Again, by rescaling,
we may assume λ = 1 and thus λ − a is not invertible in C∗r (G)/C∗r (GU ). By the
isomorphism C∗r (G)/C∗r (GU ) ' π0(C∗r (G))/K(L2(U)), it then follows that 1−π0(a)
is not Fredholm. However 1 − πx(a) = 1 is invertible for all x /∈ U . This is a
contradiction.

Let c ∈ C∗r (G)+ be arbitrary. The first two parts show that there is an isomor-
phism

C∗r (GF ) ' C∗r (G)/C∗r (GU ) ' π0(C∗r (G))/K(L2(U))

hence π0(c) is Fredholm if, and only if, c + K ∈ C∗r (G)+/C∗r (GU ) = C∗r (GF )+ is
invertible. Therefore we have that c := 1 + a ∈ C∗r (GF )+, a ∈ C∗r (GF ), is invertible
if, and only if, all 1+πy(a) = πy(1+a), y ∈ F , are invertible. This means precisely
that the family F := {πy, y ∈ F} is invertibility sufficient. This proves (iii) and
hence the direct implication.

To prove the converse, let us assume that (i-iii) are satisfied and let Ψ be a
C∗-algebra containing C∗r (G) as an essential ideal. Property (i) implies that π0 is
injective on Ψ since C∗(G) is an essential ideal of Ψ. By our assumptions on G, we
obtain that the algebra Ψ/C∗r (GU ) ' π0(Ψ)/K =: B contains B0 := π0(C∗r (G))/K
as an ideal and B/B0 ' Ψ/C∗r (G). Moreover, B0 ' C∗r (GF ) by (ii).

Let now a ∈ Ψ be arbitrary. By Atkinsons’ Theorem, we know that π0(a) is
Fredholm if, and only if, its image in B is invertible. But by (iii) and by Corollary
4.9, c ∈ B is invertible if, and only if, the image of c in Ψ/C∗r (G) and all πx(c) are
invertible for all x ∈ F . �

We have the following useful variation of the above result.

Proposition 5.4. Let G ⇒M be a Fredholm groupoid and let F be an invertibility
preserving family of representations of C∗(GF ), where F is the set of boundary units
of G. Let Ψ be a C∗-algebra containing C∗r (G) as an essential ideal. Then, for any
a ∈ Ψ, we have that π0(a) if Fredholm if, and only if, the image of a in Ψ/C∗r (G)
is invertible and all φ(a), φ ∈ F , are invertible.

Proof. The proof is essentially as that of the corresponding statement in Theorem
5.3. Indeed, by (i) of Theorem 5.3, we have that π0 is injective on C∗(G). Since
C∗(G) is an essential ideal in Ψ, the extension of π0 to Ψ is injective as well. By our
assumptions on G, we obtain that the algebra Ψ/C∗r (GU ) ' π0(Ψ)/K =: B contains
B0 := π0(C∗r (G))/K as an ideal and B/B0 ' Ψ/C∗r (G). Moreover, B0 ' C∗r (GF )
by (ii) of Theorem 5.3.
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Let now a ∈ Ψ be arbitrary. By Atkinsons’ Theorem, we know that π0(a) is
Fredholm if, and only if, its image in B is invertible. But by Corollary 4.9, c ∈ B
is invertible if, and only if, the image of c in Ψ/C∗r (G) and φ(c) is invertible each
φ ∈ F . �

5.2. The Effros-Hahn conjecture and Fredholm groupoids. We now want
to obtain some easier to use conditions for a groupoid to be Fredholm. It will be
convenient to make some connections with the Effros-Hahn conjecture. Recall that
a locally compact groupoid H with a Haar system has the generalized Effros-Hahn
property if every primitive ideal of C∗(H) is induced from an isotropy subgroup Hyy
of H [29, 59].

From now on and throughout the rest of the paper, we shall assume that G is a
Hausdorff, second countable, locally compact groupoid with a fixed Haar system.

Definition 5.5. Let H⇒M be a locally compact groupoid with a Haar system. If
H has the generalized Effros-Hahn property and all the isotropy groups Hyy , y ∈M
are amenable, we say that H is EH-amenable.

Example 5.6. Let H ⇒ B be a locally trivial bundle of groups (so d = r) with
typical fiber isomorphic to the locally compact group G, see Example 2.17. Also,
let f : M → B be a continuous map that is a local fibration (that is, f is open and
each point m ∈ M has a neighborhood Vm such that the map f : Vm → f(Vm) is
a locally trivial fibration). Then f↓↓H is a locally compact groupoid with a Haar
system and it has the generalized Effros-Hahn property. It will be EH-amenable if,
and only if, the group G is amenable.

We shall need the folowing two result from [52]. Recall that a groupoid is met-
rically amenable if the canonical surjection C∗(G)→ C∗r (G) is surjective.

Proposition 5.7. Let H⇒ F be a locally compact groupoid with a Haar system.
We assume that H is EH-amenable. Then the family of regular representations
R := {πy, y ∈ F} of C∗(H) is exhausting. In particular, H is metrically amenable.

Proof. Let I be any primitive ideal of C∗(H). Then I is induced from the isotropy
group Hyy , y ∈ M , by the assumption that H has the generalized Effros-Hahn
property. Since Hyy is amenable, every irreducible representation of Hyy is weakly

contained in the regular representation ρy of Hyy . But IndHy (ρy) is the regular repre-

sentation πy of C∗(H) on L2(Hy). Since induction preserves the weak containment
of representations (see Proposition 6.26 of [60]), we obtain that I contains ker(πy).
This proves that the family R := {πy, y ∈ M} is exhausting. Therefore R is also
faithful, and hence C∗(H) ' C∗r (H). The family R is invertibility sufficient since
it is exhausting (Theorem 4.6). �

The class of EH-amenable groupoids is closed under extensions.

Proposition 5.8. Let H⇒ M be a locally compact groupoid with a Haar system.
Let U ⊂ M be an open H-invariant subset and F := M r U . We have that H is
EH-amenable if, and only if, HF and HU are EH-amenable.

Proof. It is clear that the isotropy groups Hxx of H are given by the isotropy groups
of the restrictions HF and HU . This gives that all the isotropy groups of H are
amebable if, and only if, the same property is shared by all the isotropy groups of
the restrictions HF and HU .
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LetA be a C∗-algebra and J ⊂ A be a two-sided ideal, then we have that Prim(A)
is the disjoint union of Prim(J) and Prim(A/J) [20]. This correspondence sends a
primitive ideal I of A to I∩J , if I∩J 6= J , and otherwise it sends I to I/J , which is
an ideal ofA/J . We shall use this correspondence as follows. Let I be primitive ideal
of C∗(H). Since C∗(HU ) is an ideal of C∗(H) and C∗(H)/C∗(HU ) ' C∗(HF ) by
Renault’s result [58, 59] (recalled in Proposition 4.15), we have that I corresponds
uniquely to either a primitive ideal of C∗(HU ) or to a primitive ideal of C∗(HF ).

We next notice the following. If I ⊃ C∗(HU ) (so I comes from an ideal of to
C∗(H)/C∗(HU ) ' C∗(HF )), then I is induced from an isotropy group of H if, and
only if, I/C∗(HU ) is induced from an isotropy group of HF . This follows directly
from the definition of induced representations [60]. On the other hand, if I does
not contain C∗(HU ), then the induced representation of I for a an isotropy group
Hyy is non zero if, and only if, y ∈ U , in which case, the inducing bimodule from Hyy
to HU or H is the same. The induced representations from Hyy to HU and H will
correspond to each other in the canonical way of extending non-degenerate repre-
sentations of an ideal to the whole algebra (see the remark preceeding Propositioin
4.8), by Rieffel’s Induction in Stages Theorem 5.9 of [60]. �

Here is an important for us technical result.

Proposition 5.9. Let G ⇒ M be a Hausdorff, second countable, locally compact
groupoid with a Haar system such that there exists an open, dense, G-invariant
subset U ⊂M such that GU ' U ×U . Let us assume that G is EH-amenable. Then
G is Fredholm.

Proof. To check that G is a Fredholm groupoid, we shall check that the conditions
(i–iii) of Theorem 5.3 are satisfied. Condition (i) follows directly from the fact that
G is Hausdorff, by Corollary 2.4 of Khoshkam and Skandalis [33].

Since G is EH-amenable, the groupoid H := GF is also EH-amenable, By Propo-
sition 5.8, and hence it is also metrically amenable by Proposition 5.7. We therefore
obtain that condition (ii) is satisfied by Proposition 4.15. Finally, condition (iii)
follows also from Proposition 5.7 applied again to H = GF and the fact that ex-
hausting sets of representations are also invertibility sufficient (Theorem 4.6). �

Theorem 5.10. Let G ⇒M be an amenable, Hausdorff, second countable, locally
compact groupoid with a Haar system such that there exists an open, dense, G-
invariant subset U ⊂M such that GU ' U × U . Then G is Fredholm.

Proof. Since G ⇒M is an amenable, Hausdorff, second countable, locally compact
groupoid with a Haar system, we have that G ⇒ M satisfies the Effros-Hahn
conjecture by the main result in [29], that is, it has the generalized Effros-Hahn
property. Since G is amenable, all its isotropy groups Gxx are amenable [5]. The
result then follows from Proposition 5.9. �

We shall need the following lemma.

Lemma 5.11. Let G ⇒ M be a locally compact groupoid with a Haar system
λx. Let us assume that there is given an open subset W ⊂ M such that the set
GUx := r−1(U)∩d−1(x) has a complement of measure zero in Gx. Then the inclusion
GUU → G induces an isomorphism C∗r (GUU )→ C∗r (G).

Proof. We have by definition that every orbit of G on M intersects U . Thus in
the definition of the reduced norm, it suffices to take the representations πx with
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x ∈ U . The result then follows from the fact that L1(GUU ) is dense in L1(G) in the
L1-norm associated to πx, for each x ∈ U . �

We conclude with the following result.

Theorem 5.12. Let G ⇒ M be a Lie groupoid. Let us assume that G is Fred-
holm and second countable. Let L ⊂ M is an A(G)-tame submanifold. Then the
desingularization groupoid [[G : L]] is also Fredholm.

Proof. We shall verify again the three conditions in Theorem 5.3. Let us fix and
review some notation first.

Let U ⊂M be the dense open orbit that defines a Fredholm groupoid. That is,
GU = U×U . Also, let us denote by W := MrL, by F := MrU , byM := [[G : L]],
the desingularization groupoid, by SNL := [M : L]rW , the unit sphere bundle of
the normal bundle of L in M , and by H the restriction of M to SNL.

We have that U is dense in M, which is Hausdorff, and hence the vector repre-
sentation of C∗r (M) is injective. This checks the first condition in Theorem 5.3.

By Example 5.6 and by Proposition 3.10, we have that H is EH-amenable, and
hence also metrically amenable. Let then

A1 := C∗r (GU∩WU∩W ) = C∗r (MU∩W ), A2 := C∗r (GWW ) = C∗r (MW ), and A3 := C∗r (M).

Let U c := [M : L] r U . We then have the following big commutative diagram,
where all the maps are induced by natural morphisms.

(19)

0 −−−−→ A2/A1 −−−−→ A3/A1 −−−−→ A3/A2 −−−−→ 0y y y
0 −−−−→ C∗r (MF∩W ) −−−−→ C∗r (MUc) −−−−→ C∗r (H) −−−−→ 0

The top line in this diagram is exact by elementary linear algebra. The bottom line
of this diagram is exact since H is metrically amenable.

We have that the inclusion GWW → G induces an isomorphism A2 := C∗r (GWW )→
C∗r (G) by Lemma 5.11, since r−1(L)∩Gx has measure zero in Gx for all x ∈M . Sim-
ilarly, the inclusion GU∩WU∩W → GU also induces an isomorphism A1 := C∗r (GU∩WU∩W )→
C∗r (GU ) ' K, Hence A3/A2 ' C∗r (G)/C∗r (GU ). Since we have assumed that G is
Fredholm, Theorem 5.3(iii) then gives

A2/A1 ' C∗r (G)/C∗r (GU ) ' C∗r (GF ) ' C∗r (MF∩W ) ,

where the last isomorphism is again by 5.11. Hence the left-most down arrow in
the diagram 19 is an isomorphism. Since H is metrically amenable, the right-most
arrow in the same diagram is also an isomorphism, by 4.15(ii). A simple diagram
chase then shows that the middle vertical arrow in the same diagram is also an
isomorphism. This means exactly that condition (ii) in Theorem 5.3 is satisfied.

Finally, the sets of regular representations ofMF∩U and of H form invertibility
sufficient sets of representations of each of these algebras, and hence the result
follows from Corollary 4.16 applied to the groupoid G̃Uc and the invariant, open
subset of units W r U . �

5.3. Pseudodifferential operators. Let us see how to use these results in the
case of pseudodifferential operators on groupoids. Let G be a Lie groupoid and
consider the algebra Ψ∗(G) whose definition we now briefly recall [4, 47, 54]. Then,
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for m ∈ R∪{±∞}, Ψm(G) consists of smooth families (Px)x∈M of classical pseudo-
differential operators Px ∈ Ψm(Gx) of order m, that are right invariant with respect
to the action of G and have compactly supported distribution kernels. In particular,
Ψ−∞(G) is nothing but the convolution algebra of smooth, compactly supported
function on G, that is, Ψ−∞(G) ' C∞c (G). We denote by Ψ(G) the C∗-algebra
obtained as the closure of Ψ0(G) with respect to all contractive ∗-representations of
Ψ−∞(G), as in [36]. Let us denote, as usual, by S∗A the set of unit vectors in the
Lie algebroid A∗(G) associated with G with respect to some fixed metric on A∗(G).
Then Ψ(G) fits into the following exact sequence

(20) 0→ C∗(G)→ Ψ(G)
σ0

−→ C0(S∗A)→ 0 .

(See for instance [35] and the references therein.) Typically, Fredholm conditions
are obtained for Fredholm Lie groupoids, by applying our results to the algebra
Ψ = Ψ(G). Let us see how this is done.

Let us fix in this subsection a Lie groupoid G ⇒ M . For the purpose of the
next result, let us assume that its space of units M has an open, dense, G-invariant
subset U ⊂ M such that the restriction GU is isomorphic to the product groupoid
U × U . Let us also assume that the space of units M is compact. This is all we
need to construct the Sobolev spaces. Indeed, there is an essentially unique class
of metrics on A(G), which, by restriction, gives rise to a class of metrics on U . All
these metrics are Lipschitz equivalent and complete [2]. In fact, the Sobolev spaces
of all these metrics will coincide. They are given as the domains of the powers of
1 + ∆, where ∆ is the (geometer’s, i.e. positive) Laplacian. We shall denote by
Hs(U) = Hs(M) these Sobolev spaces. See also [50] for a review.

We have the following result from [36]. The Sobolev spaces Hs(M) are discussed
in detail in [2]. Recall that we denote by π0 : C∗(G) → L(L2(M)) the vector
representation. It is unitarily equivalent to the regular representations πx, x ∈ U .

Proposition 5.13. Let G be as right above. Then Ψ(G) contains C∗(G) as an
essential ideal. Let P ∈ Ψm(G) and s ∈ R. Then P gives rise to a bounded map
P : Hs(M)→ Hs−m(M). Moreover, a := (1 + ∆)(s−m)/2P (1 + ∆)−s/2 ∈ Ψ(G).

Let us assume that π0 is injective. We have that P : Hs(M) → Hs−m(M)
is Fredholm if, and only if, a is Fredholm on L2(M). Similarly, P : Hs(M) →
Hs−m(M) is invertible if, and only if, a is invertible.

All these results extend right away to operators acting between sections of vec-
tor bundles on M . The needed assumptions on G ⇒ M are satisfied by any Lie
Fredholm groupoid with M compact.

Proof. As we stated above, this is a direct consequence of the results in [36], except
maybe the fact that Ψ(G) contains C∗(G) as an essential ideal, which is a general
fact–true for any Lie groupoid. This general fact is true because it is true for any
non-compact manifold, in particular, for each of the manifolds Gx. The fact that
P : Hs(M) → Hs−m(M) is bounded is discussed in great detail (including its
extension to Lp-type Sobolev spaces) in [2]. We have, by the definitions of Sobolev
spaces and of Fredholm operators, that P is Fredholm if, and only if, a is Fredholm.
The same applies to the statement about the invertibility.

To extend these results to operators acting between sections of vector bundles,
we just need to introduce these bundles in the notation.

If G is a Fredholm Lie groupoid, then there exists an open set U as in the
assumptions and π0 is injective. �
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This proposition then gives right away the following result. Recall from the
discussion in the beginning of this section that an operator P ∈ Ψm(G) consists of
a right invariant family P = (Px), x ∈M , the units of G, with Px acting on Gx.

Theorem 5.14. Let G ⇒ M be a Fredholm Lie groupoid with M compact and let
U ⊂M be the open subset such that GU = U × U . Let P ∈ Ψm(G). Then

P : Hs(M)→ Hs−m(M) is Fredholm ⇔ P is elliptic and

Px : Hs(Gx)→ Hs−m(Gx) is invertible for all x ∈M r U .

This result extends immediately to operators acting between sections of smooth vec-
tor bundles on M .

Proof. Let us use the notation of Proposition 5.13. Since G is Fredholm, Theorem
5.3, applied to Ψ := Ψ(G), gives that a ∈ Ψ(G) is Fredholm if, and only if, its
image in Ψ(G)C∗(G) is invertible and all the operators πx(a) are invertible. We
then notice that πx(a) = (1 + ∆x)(s−m)/2Px(1 + ∆x)−s/2 since the extension of
πx to operators affiliated to Ψ(G) is given by πx(P ) = Px since this is true for
P ∈ Ψ0(G) and πx(∆) = ∆x, the Laplacian on Gx by [36]. �

Remark 5.15. We notice that the operator Px of Theorem 5.14 is invariant for
the (free) action of Gxx on Gx. Often in applications, the resulting bundle Gx →
Gx/Gxx =: Zx is trivial, which gives then right away Theorem 1.1. This is the case,
for example, for stratified submersion groupoids.

Often a slight generalization of this theorem is useful.

Corollary 5.16. Let G be as in Theorem 5.14 and let I ⊂M rU be a subset such
that the family {πx, x ∈ I} is an invertibility sufficient family of representations of
C∗(GF ), F := M r U . Let P ∈ Ψm(G). Then

P : Hs(M)→ Hs−m(M) is Fredholm ⇔ P is elliptic and

Px : Hs(Gx)→ Hs−m(Gx) is invertible for all x ∈ I .
Again, this result extends immediately to operators acting between sections of smooth
vector bundles on M and to the action of P on the isotypical components for an
action of a compact group.

Proof. This follows from Proposition 5.4 (and hence it parallels that of Theorem
5.3 that was used for Theorem 5.14. �

One could go beyond the class of Fredholm groupoids.

Theorem 5.17. Let G ⇒ M be a Lie groupoid with M compact and let U ⊂ M
be an open G-invariant subset such that GU = U × U . Let F := M r U and let us
assume that π0 is injective, that GF is metrically amenable, and that F is a set of
invertibility sufficient representations of C∗(GF ) = C∗r (GF ). Let P ∈ Ψm(G). Then

(21) P : Hs(M)→ Hs−m(M) is Fredholm ⇔ P is elliptic and

φ(P ) is invertible for all φ ∈ F .
This result extends immediately to operators acting between sections of smooth vec-
tor bundles on M and to the action of P on the isotypical components for an action
of a compact group.
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6. Stratified submersion Lie groupoids and examples

The characterization of Fredholm groupoids in Theorems 5.3 and 5.10 are not
completely satisfactory in applications, since their conditions are not so easy to
verify. For instance, it is well known to be difficult to check that a groupoid is
amenable. Even Theorem 5.12 is not so useful as one might think, because one
needs a large suply of Fredholm groupoids to start with and to which to apply
the desingularization procedure. The easiest to use in applications seems to be
Proposition 5.9. We thus provide in this section conditions for a groupoid to satisfy
the conditions of Proposition 5.9 that are easy to use in practice and then apply
them in concrete examples.

6.1. Stratified submersion groupoids. In this subsection, we introduce the
stratified submersion groupoids and establish some of their basic properties. Recall
from the previous section the pull-back constructions (or functors) f↓↓: see Exam-
ple 2.19 and Definition 2.19. If H is a groupoid, then the union of the connected
components of the units in Hx defines a d-connected subgroupoid Hconn that is an
open subgroupoid of H [39].

Definition 6.1. Let G be a locally compact groupoid with units M . We say that
G is a stratified submersion groupoid if the following conditions are satisfied.

(i) We are given an increasing filtration of M with open, G-invariant subsets:

∅ =: U−1 ⊂ U0 ⊂ . . . ⊂ Ui−1 ⊂ Ui ⊂ . . . ⊂ UN := M .

(ii) For each connected component S ⊂ Ui r Ui−1 (called a stratum), there exist
a bundle of groups GS → BS and a local fibration fS : S → BS such that

(GSS )conn ' (f↓↓S (GS))conn := (S ×fS GS ×fS S)conn .

We say that G is reduced if each S is G-invariant and GS ' f↓↓S (GS). The least
value of N with these properties is called the depth of G.

For the rest of the paper, we shall keep fixed the notation and terminology of
this definition (Definition 6.1). In particular, the connected components S of the
sets Ui r Ui−1 are called strata.

The class of stratified submersion Lie groupoids is preserved by reduction to open
subsets (which explains in part why we had to worry about connected components
and allow for non d-connected stratified submersion Lie groupoids).

Proposition 6.2. Let G ⇒ M be a stratified submersion and V ⊂ M be an open
subset. Then the reduction GVV is also a stratified submersion groupoid with filtration
U ′j := V ∩Uj and maps f ′S := fS |S∩V . The group bundles are (GS)|fS(S∩V ), where
S ranges through the strata of G. If G is a reduced stratified submersion groupoid,
then GVV is also a reduced stratified submersion groupoid.

Proof. We have that fS : S ∩ V → BS is still a local fibration. Moreover, the
connected component (GVV )conn satisfies (GVV )conn ⊂ (Gconn)VV . The assertions hence
follow directly from the definition. �

Proposition 6.3. Let G ⇒ M be a groupoid. Let V ⊂ M be an open, invariant
subset and F := MrV be such that the reductions GV and GF are stratified submer-
sion groupoids. Then G is a stratified submersion groupoid. More precisely, if U ′i ,
0 ≤ i ≤ N is the filtration corresponding to GV (so V = U ′N ) and U ′N+1, . . . , U

′
M is
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the filtration corresponding to GF , then the filtration corresponding to G is Ui = U ′i ,
if i ≤ N , and Ui = U ′N ∪U ′i , if i > N . Consequently, the set of strata corresponding
to G is the disjoint union of the sets of strata corresponding to GU and GF , with
the submersions and group bundles are the same for the corresponding strata. We
have that G is reduced if, and only if, GU and GF are reduced.

Proof. This follows directly from the definition. �

Corollary 6.4. Let G ⇒M be a stratified submersion Lie groupoid and let L ⊂M
be an A(G)-tame submanifold. Then [[G : L]] is also a stratified submersion Lie
groupoid. If G is reduced, then [[G : L]] is also reduced.

Proof. This follows from Propositions 3.10 and 6.3. �

The main reason we are interested stratified submersion groupoids is that they
satisfy the generalized Effros-Hahn conjecture. For simplicity, we shall assume for
the rest of the paper that G is reduced.

Proposition 6.5. Let G be a reduced stratified submersion groupoid with a Haar
system. Then G has the generalized EH-property.

Proof. Each of the restriction groupoids GUirUi−1
has the generalized EH-property

by Example 5.6. The result then follows from Propositions 5.8 and 6.3 by induction
on the depth N of G. �

This gives the following result.

Theorem 6.6. Let G ⇒ M be a Hausdorff reduced stratified submersion groupoid
with a Haar system. Let us assume that all the isotropy groups Gyy , y ∈ M , are
amenable, then G is Fredholm.

Proof. This follows from the Propositions 5.9 and 6.5. �

We conclude with our last (and hopefully most useful in applications) Theorem.

Theorem 6.7. Let us assume that G is obtained from a pair groupoid M × M
(with M smooth) by a sequence of desingularizations with respect to tame manifolds.
Then G is a Hausdorff reduced stratified submersion Lie groupoid and all its isotropy
groups are solvable. Consequently, G is Fredholm.

Proof. This is obtained by induction as follows. First of all, we notice that the
pair groupoid M ×M is is a Hausdorff reduced stratified submersion Lie groupoid
and all its isotropy groups are amenable (they are trivial). Corollary 6.4 gives, by
induction, that G is a reduced stratified submersion Lie groupoid. The fact that
G is Hausdorff follows by induction on the depth of G from Theorem 3.12. The
fact that all the isotropy groups are amenable follows from the fact that they are
solvable by Proposition 3.10. Since solvable groups are amenable, the fact that G
is Fredholm follows from Theorem 6.6. �

Remark 6.8. Theorem 6.7 proves more properties of groupoids obtained by a se-
quence of desingularization. To prove just the resulting groupoid is Fredholm, it
would be enough to proceed by induction using Theorem 5.12.

The rest of this section is devoted to examples. The first two examples are
standard and involve blowing up submanifolds of a, respectively, smooth, compact
manifold and of a compact manifold with boundary.
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Notations 6.9. Before proceeding to the examples, let us however introduce a
framework that will be used in all examples. For the rest of this section, Mk and
Lk will denote manifolds with corners of depths k. Thus M0 and L0 will have, in
fact, no corners or boundary (hence they will be “smooth”.)

6.2. Example: The blow-up of a smooth manifolds. We now treat the desin-
gularization of a groupoid with a smooth set of units over a smooth manifold.
Thus neither the large manifold nor its submanifold have corners, following the
convention in 6.9.

Remark 6.10. Let M0 be a smooth, compact, connected manifold (so no corners).
Recall the path groupoid of M0, consisting of homotopy classes of end-point pre-
serving paths [0, 1]→M0. It is a d-simply-connected Lie groupoid integrating TM0

(that is, its Lie algebroid is isomorphic to TM0), so it is the maximal d-connected
Lie groupoid with this property. On the other hand, the minimal groupoid inte-
grating TM0 is G0 = M0 ×M0. In general, a d-connected groupoid G0 integrating
TM0 will be a quotient of P(M0), explicitly described in [25] (see also [46]), and
thus it corresponds to a normal subgroup K of π1(M0). For analysis questions, it is
typically more natural to choose for G0 the minimal integrating groupoid M0×M0,
whereas for questions related to topology and index theory, it may be convenient
to choose another integrating groupoid. We notice that in analysis one has to use
sometimes groupoids that are not d-connected [13].

We shall fix in what follows a smooth, compact, connected manifold M0 (so M0

has no corners) and a d-connected Lie groupoid G0 integrating the Lie algebroid
TM0 →M0.

The first example is related to some earlier results of Grushin [24], Debord-
Skandalis [19], Lauter-Nistor [36], Mazzeo [42], Schulze [64], and others, and can
be used to define the so-called “edge calculus”.

Example 6.11. Let L0 ⊂ M0 be an embedded smooth submanifold. Let N be the
normal bundle of L0 in M0 and denote by S ⊂ N the set of unit vectors in N , that
is, S is the unit sphere bundle of the normal bundle of L in M0. We denote by
π : S → L0 the natural projection. Then recall that the blow-up M1 := [M0 : L0]
of M0 with respect to L0 is the disjoint union

M1 := [M0 : L0] := (M0 r L0) t S ,
with the topology of a manifold with boundary S. We have that L0 is automatically
A(G0) = TM0 tame, so we can define G1 := [G0 : L0] (Definition 3.9), which is a
Lie groupoid with base M1 := [M0 : L0]. The filtration of M1 has two sets, with
U1 = M1 and U0 := M0rL0 ⊂M1, both of which are open and invariant for G1 (but
U0 is not invariant for G0, in general). We thus have two strata: U0 and S (assuming
that these sets are connected, otherwise we take their connected componets).

Let us spell out the structure of G1 in order to better understand the desingu-
larization construction.

Remark 6.12. By the definition of the desingularization groupoid G1 := [G0 : L0],

the reduction (G1)U0
coincides with the reduction (G0)U0

U0
. In particular, if G0 =

M0 × M0, then (G1)U0
= (G0)U0

U0
= U0 × U0, the pair groupoid. On the other

hand, the restriction of G1 to S := M1 rU0 is a fibered pull-back groupoid defined
as follows. We consider first TL0 → L0, regarded as a bundle of (commutative)
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Lie groups. We let R∗+ act on the fibers of TL0 → L0 by dilation and define the
structural bundle of Lie groups GS → BS (see Definition 6.1) by

GS := TL0 oR∗+ → L0 := BS ,

that is, the group bundle over L obtained by taking the semi-direct product of TL0,
by the action of R∗+ by dilations. In the notation of Definition 6.1, we thus have
BS = L0 and fS : S → BS is nothing but the natural projection π introduced in
the beginning of this example. Then

(G1)S := π↓↓(G) .

In particular, (G1)S does not depend on the choice of integrating groupoid G0. It
is interesting to note that the stabilizers of G1 are as follows:

(G1)xx =

{
π1(M0)/K if x ∈ U0

Tπ(x)L0 oR∗+ if x ∈ S := M1 r U0 ,

with K as in Remark 6.10, that is, with K = {1} corresponding to G0 = P(M0),
the maximal integrating groupoid of TM0, and K = π1(M0) corresponding to
G0 = M0 ×M0, the minimal integrating groupoid of TM0.

6.3. Manifolds with boundary. We now extend the previous example to mani-
folds with boundary.

Let M1 be a compact manifold with smooth boundary. We denote by F := ∂M1

its boundary and by G := M1 r F its interior. On M1 we consider the Lie algebra
of vector fields Vb tangent to ∂M1. It is the algebra of sections of T bM1, the “b-
tangent bundle”[43] of M1, which is hence a Lie algebroid. We will not attempt to
classify all the integrating groupoids of T bM1, because most of them will not be
Hausdorff in general (this happens when π1(F )→ π1(M1) is not injective). We just
content ourselves in the next remark to notice that the path construction groupoid
extends to this case as well.

Remark 6.13. Denote by P(M1) the path groupoid of M1, as usual, and letH be any
quotient of P(M1) corresponding to a normal subgroup K of π1(M1). Then P(M1)
is a groupoid, but is not a Lie groupoid in general, according to our conventions.
Nevertheless, we can still define the reductionsHFF andHGG to the boundary and the
interior of M1, respectively, and this time these reductions will be Lie groupoids.
The groupoid G1 we are interested in will then be the disjoint union

(22) G1 := (HFF × R∗+) t HGG .
We call it the covering b-calculus groupoid. If K = π1(M1), then we refer to G1 as
simply the b-calculus groupoid. Let r : M1 → [0,∞) be the distance function to the
boundary F . The topology on G1 is as follows. Let γn ∈ HGG. We recall that each γn
is a homotopy class of paths in M1 modulo K. We have that γn → (γ, t) ∈ HFF ×R∗+
in G1 if, and only if, γn → γ in H and r(γn(1))/r(γn(0)) → t in R∗+. Thus, if
K = π1(M1), we recover the construction in [47, 54] that yields the b-calculus (thus
we call this groupoid the b-calculus groupoid and denote it M1×bM1). If K = {1},
on the other hand, our groupoid can be used to recover the pseudodifferential b-
calculus on coverings defined by Leichtnam and Piazza [37].

We notice that the groupoid G1 will be d-connected if, and only if, the image of
π1(F ) → π1(M1)/K is onto. We recall that if K = π1(M1), then G1 is a stratified
submersion Lie groupoid with the following structure.
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Remark 6.14. The filtration of M1 has two sets:

U0 := M1 r ∂M1 ⊂ U1 := M1 .

which are open and G2 invariant (but not G1 invariant). The structure is such that
there are two strata S, namely U0 and M1rU0 (assuming that they are connected,
otherwise we consider their connected components). The base manifolds BS are a
point in each case, with GS = {1} for S = U0 and GS = R for S = M1 r U0. The
groupoid structure is such that

(G1)U0
= U2

0 , and (G1)M1rU0
= (M1 r U0)2 × R∗+ ,

We are ready to extend Example 6.11 to manifolds with boundary.

Example 6.15. We consider now a manifold M1 with smooth boundary ∂M1. Let
G1 be a groupoid integrating T bM1 as in Remark 6.13 (that is, A(G1) = T bM1).
Let L1 ⊂ M1 be an embedded smooth submanifold assumed to be such that its
boundary is ∂L1 = L1 ∩ ∂M1 and such that L1 intersects ∂M1 transversely. Then
L1 is A(G1)-tame, so we can define G2 := [[G1 : L1]], which is a Lie groupoid with
base M2 := [M1 : L1]. The filtration of M1 has three sets:

U0 := M1 r (L1 ∪ ∂M1) ⊂ U1 := M1 r L1 ⊂ U2 := M2 ,

which are open and G2 invariant (but not G1 invariant).

Let us now describe the structure of the Lie groupoid G2 := [[G1 : L1]] we have
just defined in the case when G1 is the groupoid defining the b-calculus (that is,
K = π1(M1)).

Remark 6.16. We use the notation and assumptions of Example 6.15. Recall that
U0 and U1 are G2-invariant. The restriction (G2)U1

coincides with the reduction

(G1)U1

U1
by the definition of the desingularization groupoid (Definition 3.9). Hence

the restriction (G2)U0 = (G2)U0

U0
coincides with the reduction (G1)U0

U0
. Therefore,

using the structure of the groupoid G1 hence, assuming that U0 and U1 r U0 are
connected, we have

(G2)U0 := (G1)U0

U0
= U2

0 , and (G2)U1rU0 := (G1)U1rU0

U1rU0
= (U1 r U0)2 × R∗+ ,

where U2
0 and (U1 r U0)2 are pair groupoids. In the general case, if U1 r U0 is

not connected, we write U1 r U0 = tVj as the disjoint union decomposition into
connected subsets, then we have (G2)U1rU0

:= tjV 2
j ×R∗+. Let us denote as in the

boundaryless case by S the unit sphere bundle of the normal bundle to L1 in M1.
(This is going to be the last stratum U2 r U1 in M2, assuming, of course, that it
is connected.) Then the restriction of G1 to S := M2 r U1 is the following fibered
pull-back groupoid. Let π : S → L be the natural projection, as before. Let again
GS := T bL o R∗+ → L be the group bundle over L obtained by taking the direct
product of the b-tangent bundle to L with the action of R∗+ by dilation on the fibers
of TL→ L. Then

GS := π↓↓(GS) .

Let us now comment on the vector fields resulting from our construction.

Remark 6.17. We continue to use the notation and assumptions of Example 6.15.
Let r : M1 → [0,∞) denote the distance to the boundary, as before. Let ρ :
M1 → [0,∞) denote the distance to L1. Then r and ρ lift to smooth functions
on M2 := [M1 : L1] that define a corner of codimension two of M2. Near a point
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in this corner, we can choose a coordinate system with r and and ρ as coordinate
functions and x = (x′, x′′) denoting the remaining coordinates, with x′′ coordinates
in the fibers of π : S → L1 and x′ coordinates in the boundary of L1. Then the
sections of A(G2) are a Lie algebra of vector fields on M2 that near a point in the
codimension two corner {r = 0, ρ = 0} are generated by the vector fields

ρ∂ρ , ρr∂r , ρ∂x′i , ∂x′′j

by multiplication with smooth functions on M2 (i.e. these vector fields form a
local basis). Similarly, near a point in the open face {r > 0, ρ = 0}, we choose
a coordinate system with ρ as one of the coordinate functions and x = (x′, x′′)
denoting the remaining coordinates, with x′′ coordinates in the fibers of π : S → L1

and x′ coordinates in L1 (so r is now incorporated among the x′). Then a local
basis for our vector fields is given by

ρ∂ρ , ρ∂x′i , ∂x′′j

On the other hand, close to a point of the open face {r = 0, ρ > 0}, we choose
coordinates (r, x), with x coordinates in the boundary (we could choose one of the
x coordinates to be ρ, for example), and then the corresponding vector fields have
as local basis

r∂r , ∂x′i
that is, away from its boundary, we obtain all vector fields tangent to the open face
{r = 0, ρ > 0}.

6.4. Desingularization of a one-dimensional stratified subset. We now deal
with a more complicated example by combining the examples discussed in the
previous two subsections. We now introduce the groupoid that is obtained from
the desingularization of a stratified subset of dimension one.

Example 6.18. Let M0 be a smooth, compact manifold (so no corners). Let L0 :=
{P1, P2, . . . , Pk} ⊂ M0 and let us assume that we are given a subset S ⊂ M0 such
that

(23) S = L0 ∪ ∪lj=1γj ,

where each γj is the image of a smooth map cj : [0, 1] → M0, with the following
properties:

(i) c′j(t) 6= 0,
(ii) cj(0), cj(1) ∈ L0 := {P1, P2, . . . , Pk},

(iii) cj((0, 1)) are disjoint and do not intersect L0 and
(iv) the vectors c′j(0), c′j(1) ∈ TM0, j = 1, . . . , l, are all distinct.

We now introduce the desingularization of M0 (or, rather, of its pair groupoid) with
respect to S.

Let G0 be an arbitrary groupoid integrating TM0. The set L0 := {P1, P2, . . . , Pk}
defines then a TM0-tame submanifold of M0. We can first define G1 to be the
desingularization of G0 with respect to L0 as in Example 6.11:

(24) G1 := [[G0 : L0]] ,

which is a groupoid with units M1 := [M0 : L0]. We denote by A1 = A(G1) its Lie
algebroid. The continuous maps cj then lift to continuous maps

c̃j : [0, 1]→ [M0 : L0] .
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The assumption that the vectors c′j(0) and c′j(1), j = 1, . . . , l, are all distinct then
gives that the sets γ̃j := c̃j([0, 1]) are all disjoint. Since c′j(t) 6= 0, we obtain that
all the curves parametrized by the γ̃j are A1-tame submanifolds (their end points
lie on the boundary of M1 and they hit the boundary nontangentially). Let L1

be the disjoint union of the embedded curves γ̃j . Then we can perform a further
desingularization along L1, as in Example 6.15, thus obtaining

G2 := [[G1 : L1]] ,

which is a boundary fibration Lie groupoid.

Definition 6.19. Assume G0 = M0×M0, the pair groupoid. Then the Lie groupoid
G2 introduced in Example 6.18 is the desingularization groupoid of M0 with respect
to S.

The structure of the desingularization groupoid of M0 with respect to S is given
by Remark 6.16. More precisely, we obtain the following:

Remark 6.20. Let U1, U2, and U3 be as in Remark 6.16. Then U1 = M0 r S,

U1 r U0 =
(
∪kj=1{Pj} × S2

)
r {γ′j(0), γ′j(1)} ,

that is, we take the union of all the unit spheres S2 around one of the points Pj
and we remove the directions of the derivative vectors of the curves γj at their end
points (which must be among the Pj points). Let us denote, for each j = 1, . . . , k,
by {Pj} × S2 r {γ′j(0), γ′j(1)}. Then

(G2)U0
= (M r S)2 , and (G2)U1rU0

= tV 2
j × R∗+ .

To complete our description, let H = R o R∗+ be the semidirect product of R∗+
acting on R by dilations (this is, of course, nothing but the “ax+ b-group”). Then
we have U2 r U1 = tγ̃j , the union of the curves parametrized by γj , and

(G2)U2rU1 ' tγ̃j × (S1)2 ×H ,

where tγ̃j is (the groupoid defined by) a space, (S1)2 is the pair groupoid, and H
is the group just defined. The copy (S1)2 comes from the fibered pull-back and the
other factors come from T b(U2 r U1) oR∗+.

We denote by [M0 : S] := [[M0 : L0] : L1] and by [[M0 : S]] := G2.
A similar construction can be used to define the groupoid that is the desingu-

larization of a polyhedral domain and its associated pseudodifferential operators.
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rialité en théorie de Kasparov (d’après une conjecture d’A. Connes). Ann. Sci. École Norm.
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