
Max-Planck-Institut für Mathematik
Bonn

A novel discontinuous Galerkin method using the
principle of discrete least squares

by

Jan Glaubitz
Philipp Öffner

Max-Planck-Institut für Mathematik
Preprint Series 2017 (63)





A novel discontinuous Galerkin method
using the principle of discrete least squares

Jan Glaubitz
Philipp Öffner

Max-Planck-Institut für Mathematik
Vivatsgasse 7
53111 Bonn
Germany

Institut Computational Mathematics
TU Braunschweig
Universitätsplatz 2
38106 Braunschweig
Germany

MPIM 17-63





A novel discontinuous Galerkin method using the
principle of discrete least squares

Jan Glaubitz∗and Philipp Öffner†

October 16, 2017

In this work, a novel discontinuous Galerkin (DG) method is introduced by utilising the princi-
ple of discrete least squares. The key idea is to build polynomial approximations by the method
of (weighted) discrete least squares instead of usual interpolation or (discrete) L2 projections.
The resulting method hence uses more information of the underlying function and provides a
more robust alternative to common DG methods. As a result, we are able to construct high-order
schemes which are conservative as well as linear stable on any set of collocation points. Sev-
eral numerical tests highlight the new discontinuous Galerkin discrete least squares (DG-DLS)
method to significantly outperform present-day DG methods.
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1. Introduction

In the last decades, great efforts have been made to develop accurate and stable numerical methods for time
dependent partial differential equations (PDEs), especially for hyperbolic conservation laws ∂tu+ ∂xf(u) =
0. Traditionally, low order numerical schemes, for instance finite volume (FV), have been used to solve
hyperbolic conservation laws, particularly in industrial applications. Since they become quite costly for
high accuracy or long time simulations, however, there is a rising demand of high order (third and above)
methods. These have the potential of providing accurate solutions at reasonable costs. Yet, high order
methods most often are less robust and specific distributions of points for the numerical integration and
polynomial interpolation of the solution have to be used. This entails, for instance, that present-day high
order methods, such as the discontinuous Galerkin collocation spectral element method (DGSEM) of Gassner
and Kopriva [3, 4, 16] and flux reconstruction (FR) [14, 22] method, heavily rely on Gauss-Legendre (GLe)
or Gauss-Lobatto (GLo) points. The need to improve existing high-order methods as well as to develop
new ones with more favourable properties is therefore a crucial task and has attracted interest of many
researchers.

The current work is a step in this direction. A novel high order discontinuous Galerkin (DG) method
for hyperbolic conservation laws is introduced by using the principle of discrete least squares, i.e. discrete
orthogonal polynomial least squares (DOP-LS) approximations.
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For one spatial dimension, in a high order semidiscretisation of conservation laws, the solution is approx-
imated in each element by an (interpolation) polynomial of degree K. This polynomial, usually referred to
as the solution polynomial, is constructed by using the data at K + 1 (interpolation) points. In order to
achieve high orders of accuracy - and not to run into the Runge phenomenon - one has to restrict to very
specific point distributions, most commonly Gauss-Legendre and Gauss-Lobatto points. Equidistant points
are the worst case scenario from this point of view.

Our new method tackles this problem by making a somewhat maverick generalisation. Instead of the usual
polynomial approximation by interpolation on K + 1 points, we build them by the method of discrete least
squares (DLS), where now the data at N > K+1 points is used. The method thus utilises more information
from the underlying function. By going over to a higher number of nodal values than technically needed,
polynomial DLS approximations are known to provide high accuracy while also successfully suppressing
Runge oscillations, even on equidistant points.

This generalisation does not only allow us to utilise completely new tools, but also to formulate the
new method on any geometry and set of collocation points. We demonstrate this, by especially focusing
on equidistant points. Since the DOP-LS approximation extends the common polynomial interpolation,
the method provides a generalisation of brought classes of existing DG methods, particularly of the recent
discontinuous Galerkin collocation spectral element method (DGSEM) of Gassner and Kopriva [3, 4, 16].

To the best of our knowledge, this is the first time, DOP-LS approximations are incorporate into a DG
method, or any other (spectral element) hp-method for hyperbolic conservation laws. In [8], the authors
applied the DOP-LS approximation based on the super Gaussian weight function as a hybrid spectral method
on the whole computational domain. It should be stressed, however, that this approach fails formidably
when transferred to the problems and numerical method addressed in this work. As we shall see later, when
incorporated into a DG method, the DOP-LS approximation needs to be based on very specific weights.
Utilising these, we are then able to proof conservation as well as linear stability of our novel DG method on
any point distribution.

Our discussion begins by briefly revisiting the idea of DG methods in section 2. This revision, in particular,
is based on the recent DGSEM. Utilising the idea of collocation, we will explain the incorporation of DOP-
LS approximations based on the DGSEM. Before doing so, however, discrete orthogonal polynomials and
the principle of discrete least squares are introduced in section 3. By the Stieltjes recurrence relation, we
are able to construct a basis of orthogonal polynomials to every (discrete) weight function. Orthogonal
basis functions for instance yield a diagonal mass matrix and therefore a significantly more efficient DG
method. Similar to the (Legendre-)Fourier-projection, the coefficients of the DOP-LS approximation can
furthermore be computed highly efficient by evaluating an inner product, where the integral is now replaced
by a simple finite sum. In section 4, the DOP-LS approximation is then introduced in a DG method,
replacing the common polynomial interpolation by a discrete least squares approximation. The resulting
novel DG method is referred to as the discontinuous Galerkin discrete least squares (DG-DLS) method and
generalises brought classes of existing DG methods. Conservation as well as linear stability of the new
DG-DLS method are proven in section 5. While this work mainly focuses on equally distributed points in
the numerical tests, both properties are shown to hold on any set of collocation points. The key point is
solely the ’right’ choice of discrete weights, in order to provide quadrature rules of sufficiently high order.
Numerical tests and an error as well as convergence analysis are provided in section 6. Section 7 summarises
the distinctive features of the new DG-DLS method and further discusses future research and applications.

2. A Discontinuous Galerkin method

Discontinuous Galerkin (DG) methods for hyperbolic conservation laws, ∂tu+ ∂xf(u) = 0, are constructed
by the idea to approximate the conservation variable(s) u as well as the flux f by certain polynomials uK , fK
of degree K or less. Subsequently, the corresponding residual

RK = ∂tuK + ∂xfK (1)
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is demanded to vanish in the sense that it should be orthogonal to the approximation space PK , i.e.

〈RK , ψ〉L2
ω

=

∫ 1

−1

(∂tuK + ∂xfK)ψω = 0 ∀ψ ∈ PK (2)

on a reference element Ωref = [−1, 1] and with weight function ω : [−1, 1]→ R+
0 .

Typically, uK and fK are interpolation polynomials associated to a given set of interpolation points.
Orthogonality is further meant with respect to a common L2 norm (ω = 1), which often is approximated by
a quadrature rule using the same points as for the interpolation then. This idea to match the interpolation
points for the approximations uK , fK also with the quadrature rule is commonly known as the collocation
approach.

For highest accuracy in both, polynomial interpolation as well as numerical integration, typically Gauss
or Gauss-Lobatto points are used. These are more dense at the boundaries and thus prevent spurious
oscillations due to the Runge phenomenon. In [8,18], notably harsh time step restrictions have been pointed
out to arise from collocation points which are more dense at certain areas. In our opinion, there are farther
drawbacks of present-day DG schemes, which will therefore be addressed in subsection 2.2. Before doing so,
we want to give a specific example for a DG method using a collocation approach, namely the discontinuous
Galerkin collocation spectral element method (DGSEM). This is done in the prior subsection 2.1 in a less
abstract and thus more detailed way then the above description. It will further be the DGSEM we will
explain our novel DOP-LS approach for in section 3.

2.1. The Discontinuous Galerkin collocation spectral element method

Decoupling space and time by the method of lines [19], DG methods are designed as semidiscretisations of
hyperbolic conservation laws,

∂tU +∇ · F (U) = 0, (3)

on a computational domain Ω. Thereby, the vector U =
[
u1(t, x), . . . , ud(t, x)

]T
is referred to as the vector

of conservation variables and F (U) =
[
f1(U), . . . , fs(U)

]T
is referred to as the flux. Combining ideas from

finite volume (FV) as well as spectral methods, first of all, the computational domain Ω is subdivided into
nonoverlapping elements Ωi, i ∈ I.

In one space dimension, each element is mapped to a reference element Ωref = [−1, 1] by

x(ξ) = x+
∆x

2
ξ, (4)

where x is the centre of the element and ∆x its length. In the same way, equation (3) is transformed into
the reference space,

∆x

2
∂tU + ∂ξF (U) = 0, (5)

where all computations are performed then. The extension to multiple dimensions can for instance be
achieved by tensor products.

In the following, a DG discretisation using a collocation spectral element method (DGSEM) is reviewed
for a scalar conservation law ∂tu + ∂xf(u) = 0. For systems, the procedure is simply applied to every
conservation variable separately.

The DG method now uses a polynomial approximation of the conservation variable u of degree K or
less in the reference element Ωref = [−1, 1]. Typically, the interpolation polynomial with respect to K + 1
interpolation points {ξj}Kj=0 is utilised, i.e.

u(t, x)
∣∣
Ωi
≈ uK(t, ξ) =

K∑
k=0

uk(t)lk(ξ), (6)
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where uk(t) = u(t, ξk) are the time depended nodal values at the interpolation points and lk are the
corresponding Lagrange basis functions defined by

lk(ξ) =

K∏
j=0,j 6=k

ξ − ξj
ξk − ξj

, (7)

and satisfying the cardinal property lk(ξj) = δkj . The same polynomial approximation is also used for the
flux, which is thus replaced by

f(u)
∣∣
Ωi
≈ fK(t, ξ) =

K∑
k=0

fk(t)lk(ξ). (8)

Here, the idea of collocation is used to determine the nodal values of the flux, i.e.

fk(t) = f(uk(t)), k = 0, . . . ,K, (9)

which means that the flux is approximated by an interpolation polynomial as well, further using the same
interpolation points {ξk}Kk=0. Finally, both polynomial approximations can be inserted into the transformed
equation (5), yielding

∆x

2
∂tuK(t, ξ) + ∂xfK(t, ξ) = 0 (10)

on the reference element Ωref . Multiplying by a test function li, i = 0, . . . ,K, and integrating over the
reference element element, K + 1 equations∫ 1

−1

(
∆x

2
∂tuK + ∂ξfK

)
li d ξ = 0, i = 0, . . . ,K (11)

arise. Applying integration by parts once, the locally defined weak form∫ 1

−1

∆x

2
(∂tuK) li d ξ −

∫ 1

−1

fK
(
∂ξli

)
d ξ = −

(
fnum
R li(1)− fnum

L li(−1)
)
, i = 0, . . . ,K, (12)

is recovered, and by applying integration by parts a second time, the locally defined strong form∫ 1

−1

(
∆x

2
∂tuK + ∂ξfK

)
li d ξ =

(
fK(1)− fnum

R

)
li(1)−

(
fK(−1)− fnum

L

)
li(−1), i = 0, . . . ,K, (13)

arises. Here, fnum is a suitably chosen numerical flux. Numerical fluxes provide a mechanism to couple the
solutions across elements and typically depend on the values left and right of the interface.

The last discretisation step is to evaluate the spatial integrals in the strong form (13) by a suitable
quadrature rule. Still following the idea of collocation, the quadrature points are also matched with the
interpolation points {ξk}Kk=0, yielding high efficiency for the numerical scheme. The resulting method is
typically called the strong formulation of the Discontinuous Galerkin collocation spectral element method
(DGSEM ), see for instance [4] and references therein.

For sake of simplicity, we will just focus on the Gauss-Lobatto points for the interpolation as well as
quadrature points {ξj}Kj=0 and denote the associated integration weights by {ωj}Kj=0. The analytic integra-
tion is replaced by the resulting quadrature rule∫ 1

−1

g(ξ) d ξ ≈
K∑
j=0

ωjg(ξj) (14)

then. Besides the Gauss-Lobatto points, the Gauss-Legendre points are another typical choice for the
collocation approach, which result in some different properties. See for instance the works [3,16] of Kopriva
and Gassner.
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By utilising the mass, differentiation, stiffness, boundary integral, and restriction (interpolation) matrices

M = diag
(
[ω0, . . . , ωK ]

)
, D jk = l′k(ξj), S ik =

∫ 1

−1

lil
′
k d ξ with S = M D , (15)

B =

(
−1 0
0 1

)
, R =

(
l0(−1) . . . lK(−1)
l0(1) . . . lK(1)

)
, (16)

the DGSEM semidiscretisation can be rewritten in its matrix form

∆x

2
M ∂tu = −S f −R TB

(
fnum −Rf

)
. (17)

Here, u, f are vectors containing the nodal coefficients of uK , fK with respect to the Gauss-Lobatto inter-

polation polynomials, and fnum = (fnum
L , fnum

R )T is the vector containing the values of the numerical flux
at the element boundaries. Note that (17) essentially is a direct approximation of the conservation law on
the left hand side augmented by a flux penalty term on the right hand side.

The resulting system of ordinary differential equations

u̇ = L(u) (18)

for the solution coefficients u, can be marched forward in time using, for instance, a Runge-Kutta method
then. See the extensive literature [10–12, 15, 20]. In this work, all later numerical tests are obtained by
the explicit strong stability preserving (SSP) Runge-Kutta (RK) method of third order using three stages
(SSPRK(3,3)) given by Gottlieb and Shu in [11].

2.2. Typical drawbacks

High order DG methods are a commonly accepted and widely used semidiscretisation for hyperbolic con-
servation laws, advection-diffusion equations, and other models representing the behaviour of fluids. Yet,
certain bottlenecks arise in their practical application. It will be these drawbacks that motivate the intro-
duction of the DOP-LS approach in the DG framework in section 3 respectively section 4.

Among other works, in [8, 18], notably harsh time step restrictions have been pointed out for commonly
used sets of collocation points. The authors argument essentially is that - by the well-known Courant-
Friedrichs-Levy (CFL) condition - the time step has to be proportional to the spatial resolution for an
explicit time step to be stable. More precise, the time step has to be proportional to the smallest distance
between any two interpolation points {ξj} in any element Ωi. Denoting the smallest length among all
elements by ∆x, the CFL condition is given by

∆t ∼ ∆x · min
j=1,...,K

{ξj − ξj−1}, (19)

where the minimum occurs at the element boundaries for typical interpolation points such as the Gauss-
Legendre and Gauss-Lobatto points. Using the asymptotic formula (22.16.6) in [1] for zeros of the Legendre
polynomials as well as the small-angle approximation for cos θ, the smallest distance is proportional to K−2

for K →∞. Thus, the time step restriction

∆t ∼ ∆x ·K−2 (20)

arises for the Gauss-Legendre points. A similar CFL condition also occurs for the Gauss-Lobatto points
and other typical collocation points clustered at the boundaries. A way to overcome this problem is to use
implicit time integration. Yet, the resulting ODE-system (18) typically is nonlinear. Even if linear, e.g. for
the linear advection equation, the differentiation matrix L = L often is dense. Since, implicit time marching
algorithms are highly time consuming. As a solution, for instance Gelb, Platte, and Rosenthal aimed to
construct a robust spectral method on equally distributed points by using DOP-LS approximations in [8], in
order to advance explicitly in time with a less restrictive CFL condition. In fact, DOP-LS approximations
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are able to provide high accuracy even on equidistant points, which are somewhat optimal from point of the
CFL condition. It should be stressed, however, that their DOP-LS approximations were build on discrete
weights corresponding to the class of super Gaussian weight functions. As it will be showcased later, such
weights are unsuitable for the application in DG methods.

It is our opinion that further arguments for DOP-LS approximations should be brought into focus. DG
methods, for instance, seriously lack in robustness. When formulated on equidistant points, as it was ini-
tially proposed by Reed and Hill in [23] on triangular elements, robustness as well as high orders (four and
above) of accuracy are detained by the Runge phenomon. Also see the monograph [2] of Cockburn, Karni-
adakis, and Shu. In order to avoid the Runge phenomenon as well as to achieve highest orders of accuracy
for both, interpolation and numerical integration, present-day DG methods are therefore constructed on
Gauss-Legendre and Gauss-Lobatto like points. By the summation-by-parts property, these methods are
further able to provide entropy stability for sufficiently smooth solutions, see for instance the works [4,5,17]
of Kopriva, Gassner, and Winters. Extraordinary care has to be taken for the enforcement of boundary
conditions, [21]. Even slight changes in the boundary conditions seem to render these methods to become
unstable. Also minor perturbation of single nodal values yield significant changes in the resulting inter-
polation polynomial. Even though providing entropy stability, modern DG methods are still more or less
unstable in practice. Further problems emerge in the presence of shock discontinuities.

3. Discrete orthogonal polynomial least squares approximations

While common DG methods, and in particular polynomial interpolation, lack in robustness, discrete least
squares (DLS) approximations, hold promise to provide a much more stable alternative. By using more
information of the underlying function, DLS approximations rely considerably less on single nodal values.
Still maintaining high accuracy, robustness is even possible on equidistant points.

3.1. Discrete least squares approximations

The principle of discrete least squares is of primary computational interest. Originally, it was born from the
wish to fit a linear mathematical model to given observations. In this work, we use the DLS principle to fit
polynomials uK,N of degree K or less to observations given by nodal values at the collocation points. To
reduce the influence of errors in the nodal values we proceed to use a greater number N of measurements
than the number of K + 1 unknown modal coefficients of the polynomial uK,N . This results in the problem
to ’solve’ an overdetermined linear system of equations.

Given is a set of N observations uobs = (uobs
1 , . . . , uobs

N ) by nodal values uobs
j = u(ξj) at N collocation

points {ξj}Nj=1 in [−1, 1] and a basis {ϕk}Kk=0 of PK([−1, 1]). The higher level idea is to determine modal
coefficients ûk,N such that the resulting polynomial

K∑
k=0

ûk,Nϕk(ξ) (21)

fits the observations uobs
j at the collocation points ξj , j = 1, . . . , N . By further denoting the matrix which

contains the values of the basis function ϕk at the collocation points by

A =
(
ϕk−1(ξj)

)K+1,N

k,j=1
, (22)

the problem is to find a vector of modal coefficients û =
(
û0,N , . . . , ûK,N

)
such that A û is the ’best’

approximation to uobs. Referring to r = A û−uobs as the residual vector, the problem can likewise be stated
as to ’minimise’ the residual vector r.

In fact, there are many possible ways of defining the ’best’ approximation, respectively the ’minimal’
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residual vector. In 1799, Laplace used the principle of minimising the sum of the absolute residual errors

N∑
j=1

|rj | (23)

with the additional condition that the sum of the residual errors should be equal to zero, [9]. He then
concluded that such a solution must satisfy exactly K + 1 out of the N equations. In response to Laplace’
results, Gauss opposed that such a solution, satisfying exactly K+ 1 equations, has to be regarded inconsis-
tent with the laws of probability, since smaller or greater errors should be equally possible in all equations.
Inspired by this idea, Gauss consequently went out to formulate the principle of least squares, where now
the sum of squared residual errors

N∑
j=1

r2
j (24)

is minimised. First famous examples for the least squares method include the analysis of survey data and
astronomical calculations, such as the successfully predicted orbit of the asteroid Ceres by Gauss in 1801, [6].

In this work, we utilise the further generalised principle of weighted least squares, where the residual vector
is minimised in a weighted discrete l1 norm

‖r‖2ω =

N∑
j=1

ωjr
2
j . (25)

The resulting problem of discrete least squares (DLS) can thus be formulated as

min
û

∥∥∥A û− uobs
∥∥∥
ω
. (26)

In the fields of data fitting and signal processing, the weights ωj ≥ 0, j = 1, . . . , N , are typically utilised to
control the influence of an observation uobs

k on the fitting procedure, see [24]. Weights are chosen proportional
to the probability that the corresponding observation is correct. In our novel DG method using the principle
of DLS, however, the weights are determined by quadrature rules for numerical integration.

3.2. Discrete orthogonal polynomials

In order to reasonably work the DLS principle into the framework of DG methods, an efficient algorithm is
needed to compute the modal coefficients û which minimise (25). To the polynomial uK,N associated to the
DLS vector of modal coefficients û corresponding to the nodal observations uobs of an underlying function
u, i.e.

uK,N (ξ) =

K∑
k=0

ûk,Nϕk(ξ), (27)

we refer to as the discrete least squares approximation. This polynomial is further characterised by the
relation ∥∥u− uK,N∥∥ω = min

v∈PK

‖u− v‖ω , (28)

or equivalently 〈
u− uK,N , v

〉
ω

= 0 ∀v ∈ PK , (29)
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where 〈f, g〉ω :=
∑N
j=1 ωjf(ξj)g(ξj) is the associated inner product. Since the DLS approximations uK,N

can be expressed by (27) in a basis {ϕk}Kk=0, relation (29) yields the linear (K + 1) × (K + 1) system of
equations

K∑
k=0

ûk,N 〈ϕk, ϕi〉 = 〈u, ϕi〉 , i = 0, . . . ,K, (30)

which can for instance be solved by Gaussian elimination.
Similar to modal bases in DG methods, highest efficiency is obtained by choosing the basis {ϕk}Kk=0 to

be orthogonal with respect to the underlying inner product, i.e.

〈ϕk, ϕi〉ω = δki‖ϕk‖2ω . (31)

Then, the sum in (30) reduces to a single entry and the coefficients are given by

ûk,N =
〈u, ϕk〉ω
‖ϕk‖2ω

(32)

for k = 0, . . . ,K. Orthogonal bases of polynomials {ϕk}Kk=0 with respect to a discrete inner product are
usually called discrete orthogonal polynomials (DOP) and the discrete least squares approximation uK,N is
therefore also referred to as the discrete orthogonal polynomial least squares (DOP-LS) approximation.

Note that once we have decided for a discrete inner product, i.e. certain collocation points {ξj}Nj=1 and

weights {ωj}Nj=1, there are basically two steps in order to compute the DOP-LS approximation uK,N :

1. Find a basis of discrete orthogonal polynomials {ϕk}Kk=0.

2. Compute the modal coefficients ûk,N by simply evaluating finite sums.

In general, the first step is obviously dodgier than the second. For non-classical orthogonal polynomials,
often no explicit formula is known for the orthogonal polynomials {ϕk}Kk=0.

Thus, recursive procedures, such as the Stieltjes procedure, see [7], or Gram-Schmidt like algorithms have
to be applied. Beginning with ϕ−1 = 0, ϕ0 = 1, all further basis elements can be built up successively by
the three-term recurrence relation

ϕk+1(ξ) = (ξ − αk)ϕk(ξ)− βkϕk−1(ξ), (33)

for k = 0, . . . ,K − 1. The recursion coefficients are given by

αk =
〈ξϕk, ϕk〉ω
〈ϕk, ϕk〉ω

, βk =
〈ϕk, ϕk〉ω

〈ϕk−1, ϕk−1〉ω
, (34)

and can be computed in tandem with the discrete orthogonal polynomial ϕk.
Note that for symmetric weights, i.e. weights {ωj}Nj=1 lying on a symmetric point distribution {ξj}Nj=1

such that
ωj = ωN+1−j , for j = 1, . . . , N, (35)

all recursion coefficients αk vanish since ξϕ2
k is an odd function. Thus, in the case of symmetric weights, the

Stieltjes recurrence relation (33) reduces to a more simple recurrence relation,

ϕ0(ξ) = 1, ϕ1(ξ) = ξ,

ϕk+1(ξ) = ξϕk(ξ)− hk
hk−1

ϕk−1(ξ), where hk =‖ϕk‖2ω = 〈ϕk, ϕk〉ω ,
(36)

for symmetric weights.
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Remark 3.1. It should be stressed that several disadvantages arise when implementing iterative approaches
like the one above. Classical inner products (integrals), such as the L2 inner product, are often computed
numerically. When computing the norms hk by a quadrature rule, however, for non-classical orthogonal
polynomials1 numerical errors arise which might get worse due to error propagation in iterative algorithms.
This problem is overcome by using discrete orthogonal polynomials, since the hk’s are exactly evaluated as
simple finite sums (except for round-off errors) then.

4. A novel DG method using DOP-LS approximations

In this section, a novel DG method is proposed using DOP-LS approximations. DG methods are essentially
constructed by the idea to approximate u and f by certain polynomials uK , fK and to force the corresponding
residual RK = ∂tuK + ∂xfK to vanish in the sense that it should be orthogonal to a certain set of test
functions subsequently. In section 2, the DGSEM was in particular constructed by polynomial interpolations
uK , fK and the idea of collocation. Here, we propose the idea of using DOP-LS approximations uK,N , fK,N
as well as to replace integrals by discrete counterparts, i.e. sums. Again, the idea of collocation will be
utilised, i.e. all collocation points are the same. The resulting novel DG method, will be referred to as the
discontinuous Galerkin discrete least squares (DG-DLS) method. In subsection 4.1, a modal formulation
using the modal coefficients of the DOP-LS approximations uK,N , fK,N with respect to the basis of discrete
orthogonal polynomials will be given. Second, a nodal reformulation using the nodal values of uM,N at the
collocation points, i.e. the observations uobs

j = u(ξj), is derived in section 4.2. Both representations have
their own advantages.

4.1. Modal formulation

Following the description of section 2, we again consider a scalar conservation law in one space dimension.
Mapping each element to the reference element Ωref = [−1, 1] by transformation (4), the original equation
is transformed into the reference space,

∆x

2
∂tu+ ∂ξf(u) = 0, (37)

where all computations are performed. Yet, instead of a polynomial interpolation, we propose to approximate
u by a DOP-LS approximation uK,N of order K and with respect to N ≥ N+1 weights {ωj}Nj=1 at collocation

points {ξj}Nj=1 in [−1, 1]. Using more information of the underlying function, the DLS approximations
rely considerably less on single nodal values than, for instance, the polynomial interpolation, and thus
holds promise to provide a much more stable alternative. When further utilising a basis of DOPs {ϕk}Kk=0

associated to the weights {ωj}Nj=1, the DOP-LS approximation on an element Ωi is given by orthogonal
projection,

u(t, x)
∣∣
Ωi
≈ uK,N (t, ξ) =

K∑
k=0

ûk,N (t)ϕk(ξ), (38)

where ûk,N (t) are the time depended modal coefficients given by (32), i.e.

ûk,N =
1

hk
〈u, ϕk〉ω =

1

hk

N∑
j=1

ωju(ξj)ϕk(ξj), hk =‖ϕk‖2ω . (39)

In the same manner, we approximate the flux f by

f(u)
∣∣
Ωi
≈ fK,N (t, ξ) =

K∑
k=0

f̂k,N (t)ϕk(ξ) with f̂k,N =
1

hk
〈f, ϕk〉ω =

1

hk

N∑
j=1

ωjf(u(ξj))ϕk(ξj). (40)

1for which no explicit formula is known
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Inserting both DOP-LS approximations into the transformed equation (37), we obtain

∆x

2
∂tuK,N (t, ξ) + ∂ξfK,N (t, ξ) = 0 (41)

on the reference element Ωref . Now multiplying by a DOP basis function ϕi ∈ {ϕk}Kk=0, integrating over
the reference element, and applying integration by parts twice, the locally defined strong form,∫ 1

−1

(
∆x

2
∂tuK,N + ∂ξfK,N

)
ϕi d ξ =

(
fK,N (1)− fnum

R

)
ϕi(1)−

(
fK,N (−1)− fnum

L

)
ϕi(−1), (42)

for i = 0, . . . ,K, arises. Again, fnum is a suitably chosen numerical flux. The last discretisation step in our
DG-DLS method is to replace the continuous inner products (integrals) in (42) by discrete ones (sums) as
well, i.e. ∫ 1

−1

ϕk(ξ)ϕi(ξ) d ξ 7→ 〈ϕk, ϕi〉ω =

N∑
j=1

ωjϕk(ξj)ϕi(ξj). (43)

To the resulting discretisation,〈
RK,N , ϕi

〉
=
(
fK,N (1)− fnum

R

)
ϕi(1)−

(
fK,N (−1)− fnum

L

)
ϕi(−1), ∀ϕ ∈ {ϕk}Kk=0, (44)

with residual RK,N = ∆x
2 ∂tuK,N + ∂ξfK,N , we will refer to as the discontinuous Galerkin discrete least

squares (DG-DLS) method.
For the new DG-DLS method, a matrix representation can be formulated once more. By using the mass

and stiffness matrices

M =
(
〈ϕi, ϕk〉ω

)K
i,k=0

= diag
(
[h0, . . . , hK ]

)
, S =

(〈
ϕi, ϕ

′
k

〉
ω

)K
i,k=0

(45)

as well as the boundary integral and restriction matrices

B =

(
−1 0
0 1

)
, R =

(
ϕ0(−1) . . . ϕK(−1)
ϕ0(1) . . . ϕK(1)

)
, (46)

all with respect to the DOP basis {ϕk}Kk=0, the matrix form of the modal DG-DLS method is given by

∆x

2
M ∂tû = −S f̂ −R TB

(
fnum −R f̂

)
. (47)

Here, û, f̂ are the vectors containing the modal coefficients of uK,N , fK,N with respect to the DOP basis

{ϕk}Kk=0, and fnum = (fnum
L , fnum

R )T again is the vector containing the values of the numerical flux at the
element boundaries.

Note that there are different options to compute the mass and stiffness matrices. By using the weight,
Vandermonde, and differentiation matrices

W = diag
(
[ω1, . . . , ωN ]

)
, V =

(
ϕi−1(ξj)

)N,K+1

j,i=1
, D =

(
ϕ′k−1(ξj)

)N,K+1

j,k=1
, (48)

the mass and stiffness matrix can be rewritten as

M = V TW V respectively S = V TW D . (49)

We think this is more practical from point of implementation, since V and D can be both computed simply
by utilising the Stieltjes recurrence relation (36). Also the restriction matrix R is simply derived from the
Vandermonde matrix V .

In our implementation, however, we compute the stiffness matrix by the relation

S = M D̂ , (50)

where the (modal) differentiation matrix D̂ is the matrix representation of the linear differentiation operator

on PK with respect to the DOP basis {ϕk}Kk=0. A recursively defined representation for D̂ can be derived
from the Stieltjes recurrence relation (36) and is provided in the appendix.

10



4.2. Nodal formulation

Note that for an non-linear flux f , the modal DOP-LS coefficients f̂ ∈ RK+1 are computed using the nodal

values f ∈ RN at the collocation points. The nodal values f are in turn computed by using the nodal
values u which have to be extrapolated from the modal DOP-LS coefficients û. In summary, we have to
translate between modal and nodal coefficients in every time step. To bypass this procedure, we propose an
alternative nodal reformulation of the DG-DLS method in this subsection. All computations will then be
performed solely with respect to the nodal coefficients u and f .

Since

uK,N (ξ) =

K∑
k=0

ûk,Nϕk(ξ), ûk,N =
1

hk

N∑
j=1

ωju(ξj)ϕk(ξj), (51)

the DOP-LS approximation can also be calculated directly from the discrete data u(ξj) as

uK,N (ξ) =

K∑
k=0

 1

hk

N∑
j=1

ωju(ξj)ϕk(ξj)

ϕk(ξ) =

N∑
j=1

u(ξj)

ωj K∑
k=0

ϕk(ξj)ϕk(ξ)

hk


︸ ︷︷ ︸

=:gj(ξ)

. (52)

Thus, the derivative of the DOP-LS approximation can as well be written as

u′K,N (ξ) =

N∑
j=1

u(ξj)g
′
j(ξ) with g′j(ξ) = ωj

K∑
k=0

ϕk(ξj)ϕ
′
k(ξ)

hk
. (53)

This time multiplying the DOP-LS residual (41) by a nodal function gi ∈ {gj}Nj=1, yet again integrating
over the reference element and applying integration by parts twice, the locally defined strong form,∫ 1

−1

(
∆x

2
∂tuK,N + ∂ξfK,N

)
gi d ξ =

(
fK,N (1)− fnum

R

)
gi(1)−

(
fK,N (−1)− fnum

L

)
gi(−1), (54)

for i = 1, . . . , N , arises. Once more, the DG-DLS method is obtained by finally replacing the continuous
inner products (integrals) by a discrete one (sums).

Also for the nodal DG-DLS method, a matrix form is formulated. This time, by using the corresponding
mass and stiffness matrices

M̃ =
(
〈gi, gk〉ω

)N
i,k=1

, S̃ =
(〈
gi, g

′
k

〉
ω

)N
i,k=1

(55)

as well as the boundary integral and restriction matrices

B =

(
−1 0
0 1

)
, R̃ =

(
g1(−1) . . . gN (−1)
g1(1) . . . gN (1)

)
(56)

with respect to the functions {gj}Nj=1, the matrix form of the nodal DG-DLS method is given by

∆x

2
M̃ ∂tu = −S̃ f − R̃ TB

(
fnum − R̃ f

)
. (57)

Here, u, f are vectors containing observations uobs
j = u(ξj), f(uobs

j ) at the collocation points {ξj}Nj=1, and

fnum = (fnum
L , fnum

R )T again is the vector containing the values of the numerical flux at the element bound-
aries.

11



5. Conservation, linear stability, and construction of suitable weights

We wish for numerical solution uK,N given by the DG-DLS method to mimic certain properties of the exact
solution. In particular, numerical solutions to conservation laws, ∂tu + ∂xf(u) = 0, are derived in order to
preserve certain quantities. Assuming an exact solution u, conservation

d

dt

∫
Ω

u(t, x) dx = −f(u)
∣∣
∂Ω

(58)

is supposed to hold. This property is also fulfilled by the numerical solution uK,N , when

∆x

2

∫ 1

−1

∂tuK,N (t, ξ) d ξ = − (fnum
R − fnum

L ) (59)

holds on the reference element.
Another important design criterion for numerical schemes for hyperbolic conservation laws is stability and

in particular linear stability. Assuming an exact (entropy) solution of the scalar hyperbolic conservation
law ∂tu = ∂xf(u) = 0 with convex flux function f and periodic boundary conditions, the L2 norm of the
solution is supposed not to increase over time, i.e.

d

dt
‖u‖2L2 ≤ 0. (60)

Linear stability now refers to the property of a numerical scheme to mimic this behaviour in the fundamental
case of the linear advection equation

∂tu+ ∂xu = 0, (61)

i.e. f(u) = u. By noting that
d

dt
‖u‖2L2 = 2

∫
Ω

(
∂tu(t, x)

)
u(t, x) dx (62)

it is sufficient to show

∆x

∫ 1

−1

(
∂tuK,N (t, ξ)

)
uK,N (t, ξ) d ξ ≤ 0 (63)

for the numerical DG-DLS solution uK,N on the reference element. Linear stability follows by summing up
over all elements then.

Note that for both, conservation as well as linear stability, integrals have to be evaluated for polynomials
of certain degrees, i.e. ∫ 1

−1

v(ξ) d ξ (64)

with deg v = K for conservation and deg v = 2K for linear stability. Given a set collocation points {ξj}Nj=1

in [−1, 1], we thus need to choose the weights {ωj}Nj=1 such that the discrete inner product 〈·, ·〉ω provides
an quadrature rule

Qω[v] := 〈v, 1〉ω =

N∑
j=1

ωjv(ξj) (65)

of sufficiently high order of exactness. More precise, the associated quadrature rule Qω has to exactly
integrate all polynomials up to degree d = K for conservation, respectively d = 2K for linear stability.
Denoting the exact integral of a function v by

I[v] :=

∫ 1

−1

v(ξ) d ξ, (66)
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the quadrature rule is required to fulfil the exactness condition

Qω[v] = I[v] ∀v ∈ Pd([−1, 1]). (67)

In subsection 5.1, we thus construct suitable weights on a sufficiently large number of given collocation
points {ξj}Nj=1. Choosing the ’right’ weights will be the key to subsequently proof conservation and linear
stability of the resulting DG-DLS method in subsection 5.2. We would like to stress again that both
properties are shown to hold on any sufficiently large set of collocation points once suitable weights are
determined.

5.1. Construction of suitable weights

In this subsection, we aim to construct weights {ωj}Nj=1 lying on a given set of quadrature points {ξj}Nj=1

in [−1, 1] such that the exactness condition (67) holds.
Speaking more generally, we are interested in a quadrature rule that is exact on a finite-dimensional

function space
V = span{ψi}di=0, (68)

where the ψi’s are linearly independent. For a given set of quadrature points, we thus require the d + 1
exactness conditions

Qω[ψi] = I[ψi], i = 0, . . . , d, (69)

to be fulfilled. In general, quadrature rules are known to require N = d+ 1 quadrature points to do so. The
corresponding weights can then be found by solving the linear system

Aω = b, (70)

where the matrix
A =

(
ψi(ξj+1)

)d,N−1

i,j=0
(71)

contains the values of the basis function ψi at the quadrature points ξj and the right hand side vector

b =
(
I[ψk]

)d
k=0

(72)

consists of the moments. A sufficient condition for a unique solution ω and thus the associated quadrature
rule is that the matrix A is regular. This is for instance fulfilled in our case of polynomial basis functions,
i.e. V = Pd([−1, 1]).

Once the weights are computed, for instance by Gaussian elimination, a corresponding DOP basis {ϕk}Kk=0

is desired again for an efficient use of the discrete least squares principle, see section 3. Remember that
the construction of these can be achieved by the Stieltjes procedure, either in general form (33) or more
practical form (36) for symmetric weights. Obviously, the reccurence relation (36) is favoured and thus the
question arises when the above procedure of constructing quadrature rules provides symmetric weights. In
fact, weights defined by (70) are symmetric if the quadrature points {ξj}Nj=1 are symmetrically distributed
in [−1, 1]. This is noted by

Lemma 5.1. Let N = d + 1, {ξj}Nj=1 be a set of quadrature points in [−1, 1] and {ψi}di=0 be a basis

of Pd([−1, 1]). The weights {ωj}Nj=1 defined by (70) are symmetric if the quadrature points {ξj}Nj=1 are
symmetrically distributed.

Proof. Let {ξj}Nj=1 be a set of quadrature points in [−1, 1] and {ψi}di=0 be a basis of Pd([−1, 1]). By (70),

the quadrature rule Qω with respect to the weights {ωj}Nj=1 is exact for all polynomials of degree d or less,
i.e.

Qω[ψ] = I[ψ] ∀ψ ∈ Pd([−1, 1]) (73)

holds.
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Assuming the weights {ωj}Nj=1 to be non-symmetric, there is an index i ∈ {1, . . . , N} such that ωi 6=
ωN+1−i. We can find an odd polynomial ψ, i.e. I[ψ] = 0, of degree d or less then such that

Qω[ψ] = ωi − ωN+1−i 6= 0. (74)

The polynomial ψ is constructed by polynomial interpolation with respect to the data set

(
ξj , ψj

)
=


(
ξj , 0

)
, j 6= i,N + 1− i,(

ξj , 1
)

, j = i,(
ξj ,−1

)
, j = N + 1− i,

(75)

and yields a contradiction to the exactness condition (73).

Example 5.2. Typical examples for quadrature rules include the Gauss-Lobbato and Gauss-Legendre rule
on their corresponding quadrature points as well as the Newton-Cotes rule on equidistant points. Since
equidistant points provide a quite pertinent example for a basic set of collocation points for which the
common DG method fails for higher order, it will be this case we demonstrate the performance of our new
DG-DLS method for in section 6.

Finally, it should be stressed that positivity of the weights is not guaranteed by the above approach.
For instance, the Newton-Cotes rule on equidistant points is known to have weights with mixed signs for
N ≥ 9, see [13]. As a consequence, the quadrature rule does not only become numerically unstable but also
convergence might fail. Exceeding the scope of this work, improvement of our novel DG-DLS method by
positive quadrature rules will be exhaustively discussed in a forthcoming work.

5.2. Conservation and linear stability

In this subsection, we use the precedent determined weights to prove conservation as well as linear stability
for the resulting DG-DLS methods. Note that both properties hold on any sufficiently large set of collocation
points, where at most N = K + 1 points are needed for conservation to hold and at most N = 2K + 1 for
linear stability.

The DG-DLS method was essentially designed in order for the equation〈
RK,N , ψ

〉
ω

=
(
fnum
L − fK,N (−1)

)
ψ(−1)−

(
fnum
R − fK,N (1)

)
ψ(1) (76)

to hold for all polynomials ψ of degree K or less. By setting ψ ≡ 1, this reduces to

N∑
j=1

ωj

(
∆x

2
∂tuK,N (t, ξj) + ∂ξfK,N (t, ξj)

)
=
(
fnum
L − fK,N (−1)

)
−
(
fnum
R − fK,N (1)

)
. (77)

In order to proof conservation of the DG-DLS method, we use the weights determined in the previous
subsection 5.1. Choosing N ≥ K + 1 and the corresponding weights {ωj}Nj=1 given by (70), the resulting
discrete inner product induces a quadrature rule which is exact for polynomials of degreeK or less. Therefore,

∆x

2

∫ 1

−1

∂tuK,N (t, ξ) d ξ =

N∑
j=1

ωj
∆x

2
∂tuK,N (t, ξj)

= −

 N∑
j=1

ωj∂ξfK,N (t, ξj)

+
(
fnum
L − fK,N (−1)

)
−
(
fnum
R − fK,N (1)

)
= −

∫ 1

−1

∂ξfK,N (t, ξ) d ξ +
(
fnum
L − fK,N (−1)

)
−
(
fnum
R − fK,N (1)

)
= − (fnum

R − fnum
L )

(78)
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follows from (77). By summing up over all elements, conservation of our new DG-DLS method is proven.
For linear stability, this time we choose ψ = uK,N in (76), yielding

N∑
j=1

ωj

(
∆x

2
∂tuK,N (t, ξj) + ∂ξuK,N (t, ξj)

)
uK,N (t, ξj)

=
(
fnum
L − uK,N (−1)

)
uK,N (t,−1)−

(
fnum
R − uK,N (1)

)
uK,N (t, 1),

(79)

since fK,N = uK,N for the linear advection equation. It should be stressed that this time integrals over
polynomials of degree 2K or less need to be evaluated. Choosing N ≥ 2K + 1 and utilising the weights
{ωj}Nj=1 given by (70), the resulting discrete sum again is equals to the continuous integral. Hence,

∆x

2

∫ 1

−1

(
∂tuK,N (t, ξ)

)
uK,N (t, ξ) d ξ

=−
∫ 1

−1

(
∂ξuK,N (t, ξ)

)
uK,N (t, ξ) d ξ

+
(
fnum
L − uK,N (−1)

)
uK,N (t,−1)−

(
fnum
R − uK,N (t, 1)

)
uK,N (t, 1)

(80)

follows analogously to (78). At the same time, due to integration by parts,∫ 1

−1

(
∂ξuK,N (t, ξ)

)
uK,N (t, ξ) d ξ = u2

K,N (t, ξ)
∣∣∣1
ξ=−1

−
∫ 1

−1

uK,N (t, ξ)
(
∂ξuK,N (t, ξ)

)
d ξ

⇐⇒ 2

∫ 1

−1

(
∂ξuK,N (t, ξ)

)
uK,N (t, ξ) d ξ = u2

K,N (t, ξ)
∣∣∣1
ξ=−1

(81)

holds. Substituting (81) into (80), we obtain

∆x

∫ 1

−1

(
∂tuK,N (t, ξ)

)
uK,N (t, ξ) d ξ

= −uK,N (t, 1)2 + uK,N (t,−1)2

+
(
fnum
L − uK,N (−1)

)
uK,N (t,−1)−

(
fnum
R − uK,N (t, 1)

)
uK,N (t, 1)

= uK,N (t, 1)
[
uK,N (t, 1)− 2fnum

R

]
− uK,N (t,−1)

[
uK,N (t,−1)− 2fnum

L

]
.

(82)

Assuming periodic boundary conditions, the global rate of change cuts down to a sum of local contributions

u− [u− − 2fnum]− u+ [u+ − 2fnum] . (83)

Here, considering a border between two neighbouring elements, fnum denotes a common numerical flux,
while u− denotes the value uK,N (t, 1) at the right boundary of the element to the left and u+ analogously
denotes the value uK,N (t,−1) at the left boundary of the element to the right. If we, for instance, choose a
common upwind numerical flux

fnum(u−, u+) =
u+ + u−

2
− α(u+ − u−), (84)

linear stability follows from

u− [u− − 2fnum]− u+ [u+ − 2fnum] = −2α(u− − u+)2 ≤ 0, (85)

where α ≥ 0. Here, α = 0 corresponds to the entropy conservative central numerical flux fnum(u−, u+) =
(u++u−)/2, while α = 1/2 corresponds to the entropy stable full upwind numerical flux fnum(u−, u+) = u−.

Conservation and linear stability of our new DG-DLS method utilising the principle of discrete least
squares are summarised in the following
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Theorem 5.3. Let K ∈ N and {ξj}Nj=1 any set of collocation points on the reference element Ωref = [−1, 1].

By utilising the weights {ωj}Nj=1 determined by (70), the discontinuous Galerkin discrete least squares (DG-

DLS) method (44) is conservative for N ≥ K + 1 and linear stable for N ≥ 2K + 1.2

6. Numerical results

In this section, the previous theoretical results are testifyed by several numerical tests. These tests fur-
ther highlight our new DG-DLS method to significantly outperform present-day (interpolation based) DG
methods.

For the numerical tests, we mainly focus on equidistant points, since they provide a basic yet highly
challenging example. Common DG methods are known to have special problems handling collocation points
which are uniformly distributed.

Note that all tests are performed on the spatial domain [0, 2] and that time integration is performed by
the explicit strong stability preserving (SSP) Runge-Kutta (RK) method of third order using three stages
(SSPRK(3,3)) given by Gottlieb and Shu in [11].

We start our numerical investigation in subsection 6.1 by a linear problem which, in accordance to Theorem
5.3, highlights conservation as well linear stability of our new DG-DLS method. At the same time, this
example demonstrates common DG methods to perform quite poor on equidistant points. In subsection 6.2,
we then aim for an error analysis of the DG-DLS method and for the common DG method. Both methods
are compared and the new DG-DLS method is again highlighted to provide significantly higher orders of
accuracy. We close this section by a non-linear Burgers’ test case featuring a shock as well as a rarefaction
wave in the analytic reference solution. While the DG-DLS method is able to provide a fairly good numerical
approximation, common DG methods are demonstrated to fail formidably in this test case. We have not
seen this test case anywhere else. Yet, it is our conjecture that most - if not all - collocation approaches for
which points lie on both element boundaries fail for this test case. This is also demonstrated for the recent
DGSEM on Gauss-Lobatto points, which is a heavily used method

6.1. Conservation and linear stability

In this subsection, we numerically investigate conservation as well as linear stability for our new DG-DLS
method with respect to different choices for the number of equidistant collocation points. This is done for
the linear advection equation ∂tu = ∂xu = 0 and a smooth initial condition

u0(x) = exp
(
−20(x− 1)2

)
(86)

for time t ∈ [0, 4]. Further, in all tests for the linear advection equation, the (full) upwind numerical flux
(84) corresponding to α = 1

2 and periodic boundary conditions are used. Figure 1 shows the numerical
solutions for I = 20 elements, polynomial degree K = 4, and N = K + 1 = 5 (common DG) in Figure 1a as
well as N = K + 1 = 5 (DG-DLS) in Figure 1b. Besides the numerical solution (straight blue line), both
Figures also show the analytic reference solution (dashed red line).

Note that the numerical solution by the common DG method - corresponding to the parameter choice
N = K + 1 in the more general class of DG-DLS methods - shows heavy oscillations which pollute the
solution. We think these oscillations already emerge at t = 0, due to the Runge phenomenon, and increase
over time. At the same time, the parameter choice N = 2K + 1 in the DG-DLS method provides a
considerably better solution. It is not possible, with the naked eye, to distinguish between the numerical
and reference solution anymore. It should also be stressed that the numerical solution for N = K + 1 = 5
was computed using 40 000 time steps, while just 1 000 were used for N = 2K + 1 = 9.

Figure 1c and 1d are furthermore illustrating the total mass
∫ 2

0
u(t, x) dx and energy

∥∥u(t, ·)
∥∥2

ω
of the

corresponding numerical solution over time. Here, the constant C is chosen such that
∫ 2

0
u(0, x) dx + C =

2when, for instance, a common upwind numerical flux (84) is chosen
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(a) Solution for N = K + 1 = 5 and 40000 time steps.

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
x

0.0

0.2

0.4

0.6

0.8

1.0

u

uref

unum

(b) Solution for N = 2K + 1 = 9 and 1000 time steps.
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(c) Mass and energy for N = 5 and 40000 time steps.
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(d) Mass and energy for N = 9 and 1000 time steps.

Figure 1: Numerical solutions with their mass and energy for K = 4 by the DG-DLS method.

∥∥u(0, ·)
∥∥2

ω
. In accordance to Theorem 5.3, mass remains constant for both choices of N , while energy

increases for N = K + 1 but slightly decreases for N = 2K + 1. As stated by Theorem 5.3 in particular,
linear stability (not increasing energy) in general is just ensured for N ≥ 2K + 1.

6.2. Error analysis and convergence

In this subsection an error and convergence analysis is given for our new DG-DLS method and the two
parameter choices N = K + 1 and N = 2K + 1. Again, the linear advection equation ∂u + ∂xu = 0 with
smooth initial condition (86) and periodic boundary conditions is considered on Ω = [0, 2]. Yet, for the
common DG method (N = K + 1) not to break down in the computations, we restrict the time to t ∈ [0, 2]
and use 100 · I · N time steps. The L∞ errors for N ∈ {20, 40, 60, 80} elements and polynomial degrees
K ∈ {1, 2, 3, 4} can be seen in Table 1a for N = K + 1 as well as in Table 1b for N = 2K + 1.

Note that the DG-DLS method for N = 2K+1 always - expect from the case K = 1 - provides significantly
higher accuracy than the common DG method, i.e. for N = K+1. In fact, for K = 4 the Runge phenomenon
seems to perform for the common DG approximation and thus pollutes the numerical solution, see the red
marked values in Table 1a. Using the L∞-errors, also the experimental order of convergence (EOC) with
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I K L∞-error EOC(I) EOC(K)

20 1 1.0719109786e-1
20 2 1.1618825685e-2 3.21
20 3 8.0679316017e-4 6.58
20 4 1.5457899726e-4 5.74
40 1 2.2531359343e-2 2.25
40 2 9.9199334956e-4 3.55 4.51
40 3 6.3943642589e-5 3.66 6.76
40 4 1.4388639567e-4 - 0.10
60 1 8.2924821538e-3 2.47
60 2 2.3208096836e-4 3.58 5.16
60 3 1.3260091970e-5 3.88 7.06
60 4 8.2565289977e-4 - -
80 1 4.0781711754e-3 2.47
80 2 8.8716018393e-5 3.34 5.52
80 3 4.2543976567e-6 3.95 7.49
80 4 6.4437486562e-3 - -

(a) Common DG method, N = K + 1.

I K L∞-error EOC(I) EOC(K)

20 1 1.0799269819e-1
20 2 4.0614959860e-3 4.73
20 3 2.5095142948e-4 6.87
20 4 1.6054263285e-5 9.56
40 1 2.2579118203e-2 2.26
40 2 4.1542964992e-4 3.29 5.76
40 3 1.7425375380e-5 3.85 7.82
40 4 5.8790185741e-7 4.77 11.78
60 1 8.3017236178e-3 2.47
60 2 1.1375701044e-4 3.19 6.19
60 3 3.4851992291e-6 3.97 8.60
60 4 7.9092124405e-8 4.95 13.16
80 1 4.0810762832e-3 2.47
80 2 4.6609924479e-5 3.10 6.45
80 3 1.1079775560e-6 3.98 9.22
80 4 1.9063868483e-8 4.95 14.12

(b) Novel DG-DLS, N = 2K + 1.

Table 1: L∞-errors and experimental orders of convergence (EOC) for the DG as well as DG-DLS method.

respect to an increasing number of elements I and polynomial degree K are provided in Table 1.3 While
both choices of parameters, N = K + 1 and N = 2K + 1, show a somewhat slow convergence in I, the new
DG-DLS method demonstrates an outstandingly faster convergence in the polynomial degree K.

20 30 40 50 60 70 80
I

10 8

10 7

10 6

10 5

10 4

10 3

10 2

||u
re

f
u n

um
||

N = K + 1
N = 2K + 1

(a) Error for K = 4 and increasing I on a log scale.
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(b) Error for I = 40 and increasing K on a log scale.

Figure 2: L∞ errors with respect to K and I.

Convergence for both choices of parameters is illustrated in Figure 2 on a logarithmic scale. Here, Figure
2a shows the convergence of the L∞-errors for K = 4 and increasing number of elements I = 20, 40, 60, 80.
Figure 2b, on the other hand, illustrates the convergence of the L∞-errors for I = 40 and increasing
polynomial degree K = 1, 2, 3, 4.

3- means that the order of convergence is not even positive

18



6.3. Shocks and rarefaction waves

In this last subsection, our new DG-DLS method is demonstrated for the non-linear example of Burgers’

equation ∂tu+ ∂x

(
u2

2

)
= 0 on the spatial domain Ω = [0, 2] and for time t ∈ [0, 1

2 ]. The initial condition is

chosen as a square wave,

u0(x) =

{
−1, for x ≤ 1 or x ≥ 1.5,

1, for 1 < x < 1.5,
(87)

and is known, by the method of characteristics, to yield a solution featuring both, a steady shock at x = 1.5
as well as a rarefaction wave around x = 1. The analytic reference solution (dashed red line) is illustrated in
Figure 3 and Figure 4. The numerical solutions are all computed using I = 81 elements, polynomial degree
K = 3 and 1 000 time steps. Again, periodic boundary conditions are used. For the numerical flux, the
usual local Lax-Friedrichs flux

fnum(u−, u+) =
1

4

(
u2

+ + u2
−

)
− max{|u+|, |u−|}

2
(u+ − u−) , (88)

is applied.
For this problem, the DG-DLS method is not only demonstrated for equidistant points but also for

Gauss-Lobatto points. In the latter case, the parameter choice N = K + 1 corresponds to the discontinuous
Galerkin collocation spectral element method (DGSEM) of Gassner and Kopriva [3,4,16]. Yet, the common
DG methods fail for both choices of collocation points formidably. The numerical solution (straight blue
line) for the DG-DLS method on equidistant points and the parameter choice N = K + 1 = 4, i.e. the
common DG method, can be seen in Figure 3a. Figure 3b shows the corresponding numerical solution for
N = K + 1 = 7.
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(a) Solution for N = K + 1 = 4 (common DG).
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(b) Solution for N = 2K + 1 = 7 (DG-DLS).

Figure 3: Solutions by the DG-DLS method for K = 3 on equidistant points.

While the common DG method fails completely to capture the rarefaction wave in the reference solution,
and thus provides a physically unreasonable solution, our new DG-DLS method with N = 2K + 1 provides
a fairly good solution. Note that oscillations at x = 1.5 are unavoidable without post processing, due to
the Gibbs phenomenon. We want to stress that the same observation can be made for the recently popular
DGSEM on Gauss-Lobatto points, see Figure 4. Here, the DGSEM arises as a special case from our new
DG-DLS method, when Gauss-Lobatto points are used and the parameter N = K + 1 is chosen. The
corresponding numerical solution is shown by Figure 4a and again fails to provide a physically reasonable
solution. At the same time, our DG-DLS method for N = 2K + 1 is able to do so in Figure 4b again.
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(a) Solution for N = K + 1 = 4 (common DGSEM).
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(b) Solution for N = 2K + 1 = 7 (DG-DLS).

Figure 4: Solutions for K = 3 on Gauss-Lobatto points.

This is a serious shortcoming of most present-day DG methods. Even in this first non-linear test case of
Burgers’ equation they are not able to capture rarefaction waves, when the initial jump discontinuity lies
in the interior of an element. The reason for this is that all nodal flux values are given by fj = f(uj) =

(±1)
2

= 1 and the resulting polynomial fK thus becomes constant. By this argument, we conjecture that
this phenomenon also arises for most other collocation methods, such as flux reconstruction, whenever
points lie at the element boundaries. For common (interpolatory) collocation methods, this might just be
overcome by collocation points not lying on the element boundaries, by skew-symmetric formulations of the
differential equation, or by application of a sub-cell shock-capturing procedure, such as artificial viscosity or
finite volume sub-cells. Also staggered grid approaches should avoid the phenomenon to occur. To the best
of our knowledge, this test case and the resulting phenomenon was not discussed anywhere else yet.

Meanwhile, our new DG-DLS method is able to overcome this problem without any concerns.

7. Conclusion

In this work, a novel discontinuous Galerkin method was introduced by utilising the principle of discrete least
squares. To the resulting class of new DG methods, which can be formulated on any set of collocation points,
we referred to as discontinuous Galerkin discrete least squares (DG-DLS) methods. The key idea for our new
method was to build the polynomial approximations uK,N , fK,N by a weighted least squares approximation
instead of interpolation or (discrete) L2 projection. Our method thus utilises more information of the
underlying function and provides a more robust alternative to common DG methods. As a result we were
able to construct conservative as well as linear stable schemes on any set of collocation points whenever a
sufficiently large number N of collocation points is used. This was summarised in our main result, Theorem
5.3. Care just has to be taken for the weights. These have to provide a quadrature rule with order of
exactness K for conservation to hold and 2K for linear stability to further be ensured.

Several numerical tests highlighted our new DG-DLS method to significantly outperform present-day DG
methods. The DG-DLS method is not only able to overcome instabilities related to the Runge phenomenon,
but also to achieve formidable orders of accuracy. Finally, a test case for the Burgers’ equation was proposed
which shows common DG methods to fail to reproduce certain rarefaction waves. At the same, our new
DG-DLS method is able to handle this test case and the resulting phenomenon without any concerns.

Finally, we would like to note distinguished recommendation for future research. Most obviously, appli-
cations of the new method to further models of conservation and balance laws, such as shallow water and
Eulers’ equations seem highly interesting. Before doing so, however, focus should be given to the incorpo-

20



ration of more stable quadrature rules. In particular the Newton-Cotes rule on equidistant points is known
to feature weights with mixed signs for N ≥ 9. As a consequence, the resulting quadrature rule does not
only become numerically unstable, but also convergence is not ensured anymore. In a forthcoming work,
we thus plan to further enhance the DG-DLS method by introducing stable high-order quadrature rules on
arbitrary sets of collocation points.
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Institute for Mathematics (MPIM) in Bonn during summer of 2017. He would like to express his gratitude
for the generous financial support by the MPIM as well as the warm and inspiring research atmosphere
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A. Appendix

The elements di,k of the differentiation matrix

D̂ =
(
di,k
)K
i,k=0

(89)

with respect to the DOP basis {ϕk}Kk=0 are determined by the system of linear equations

û′ = D̂ û, respectively ϕ′i =

K∑
k=0

di,kϕk, i = 0, . . . ,K, (90)

where the vector û′ denotes the modal coefficients of the derivative of the polynomial u. Since {ϕk}Kk=0 is
an orthogonal basis with degϕk = k, the equations reduce to

ϕ′i =

i−1∑
k=0

di,kϕk (91)

for i = 0, . . . ,K. By the Stieltjes recurrence relation (36), we have ϕ0 = 1, ϕ1 = ξ, and thus already

ϕ′0 = 0 =⇒ d0,k = 0 ∀k = 0, . . . ,K (92)

ϕ′1 = 1 = ϕ0 =⇒ d1,0 = 1, d1,k = 0 ∀k = 1, . . . ,K. (93)

In fact, D̂ is a lower triangular matrix, since di,k = 0 holds for k ≥ i by (91).

Building on these first two rows of D̂ , we derive all other rows iteratively by going over to the derivative
on both sides of the Stieltjes recurrence relation, i.e.

ϕ′i+1 = ϕi + ξϕ′i − h̃iϕ′i−1 (94)

for i ≥ 1 and with h̃i = hi

hi−1
. By noting that

ξϕk = ϕk+1 + h̃kϕk−1, for k ≥ 1, (95)

we obtain

ϕ′i+1 = ϕi +

i−1∑
k=0

di,kξϕk − h̃i
i−2∑
k=0

di−1,kϕk

(95)
= ϕi + di,0ϕ1 +

i−1∑
k=1

di,kϕk+1 +

i−1∑
k=1

h̃kdi,kϕk−1 − h̃i
i−2∑
k=0

di−1,kϕk

= ϕi + di,0ϕ1 +

i∑
k=2

di,k−1ϕk +

i−2∑
k=0

h̃k+1di,k+1ϕk − h̃i
i−2∑
k=0

di−1,kϕk.

(96)
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Summing up the coefficients, the elements in the (i+ 1)-th row of D̂ are recursively defined by

di+1,0 = h̃1di,1 − h̃idi−1,0,

di+1,1 = di,0 + h̃2di,2 − h̃idi−1,1

di+1,k = di,k−1 + h̃k+1di,k+1 − h̃idi−1,k, k = 2, . . . , i− 2,

di+1,i−1 = di,i−2 = 0,

di+1,i = di,0 + di,i−1 = 1 + di,i−1,

(97)

for i ≥ 4. Note that the elements of the third (i = 2) and fourth row (i = 3) are obtained by the same idea
as

d2,0 = 0, d2,1 = 2,

d3,0 = 2h̃1 − h̃2, d3,1 = 0, d3,2 = 3.
(98)
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