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## Introduction

For an integer $k \geq 0$ let

$$
\begin{equation*}
\mathcal{H}^{k+2} \tag{0.1}
\end{equation*}
$$

stand for ( $k+2$ )-dimensional hyperbolic space. Here we shall be concerned with two models of $\mathcal{H}^{k+2}$. We write:

$$
\begin{equation*}
\mathbb{K}^{k+2}, \mathbb{H}^{k+2} \tag{0.2}
\end{equation*}
$$

for the hyperboloid or upper half-space model,respectively.
Assume that $\Gamma$ is a discontinuos group of hyperbolic motions so that $\Gamma \backslash \mathcal{H}^{k+2}$ has finite hyperbolic volume. A central theme in Selberg's theory of harmonic analysis on weakly symmetric spaces is the study of the spectral theory of $-\Delta$ acting on a suitable dense subspace of $L^{2}\left(\Gamma \backslash \mathcal{H}^{k+2}\right)$. Here $\Delta$ denotes the Laplace-Beltrami operator attached to the hyperbolic metric. The operator

$$
-\Delta: \mathcal{C}_{0}^{\infty}\left(\Gamma \backslash \mathcal{H}^{k+2}\right) \rightarrow L^{2}\left(\Gamma \backslash \mathcal{H}^{k+2}\right)
$$

is known to be essentially self-adjoint and positive. Here $\mathcal{C}_{0}^{\infty}\left(\Gamma \backslash \mathcal{H}^{k+2}\right)$ stands for the space of $\Gamma$-invariant functions on $\mathcal{H}^{k+2}$ which are infinitely differentiable and have compact support modulo $\Gamma$. Let $-\tilde{\Delta}$ be the unique self-adjoint extension of $-\Delta$. The continuous spectrum of $-\tilde{\Delta}$ is easy to describe. It is empty if $\Gamma \backslash \mathcal{H}^{k+2}$ is compact and equal to the intervall $\left[(k+1)^{2} / 4, \infty[\right.$ otherwise. Even a description of the continuous part of the spectral family can be given in terms of the analytically continued Eisenstein series. The discrete spectrum of $-\tilde{\Delta}$ is a discrete subset of $[0, \infty[$ containing 0 . Apart from the usual theory for spectra of Laplace-Beltrami operators on Riemannian manifolds of finite volume very little more is known about the discrete spectrum. As a general notation we write:

$$
\begin{equation*}
\lambda_{1}^{\Gamma} \tag{0.3}
\end{equation*}
$$

for the smallest eigenvalue $\neq 0$ of $-\tilde{\Delta}$ on $L^{2}\left(\Gamma \backslash \mathcal{H}^{k+2}\right)$.
In dimension two there is a famous conjecture of Selberg ([62]) which can be stated in the following way. The group $\mathrm{SL}_{2}(\mathbb{R})$ acts in a natural way on the upper half-plane $\mathbb{H}^{2}$ and all subgroups of finite index in $\mathbf{S L}_{2}(\mathbb{Z})$ act discontinuously and with a quotient of finite volume on $\mathbb{H}^{2}$. The conjecture of Selberg says: If $\Gamma$ is a congruence subgroup of the modular group $\mathbf{S L}_{2}(\mathbb{Z})$, then we have

$$
\begin{equation*}
\lambda_{1}^{\Gamma} \geq \frac{1}{4} \tag{0.4}
\end{equation*}
$$

that is, the non-trivial discrete spectrum is contained in the continuous one. This conjecture is known to be very deep and to have profound consequences. It is known to be a consequence of the general conjectures of Langlands. It is also known that there are subgroups $\Gamma$ of finite index in $\mathbf{S L}_{2}(\mathbb{Z})$ so that $\lambda_{1}^{\Gamma}$ is arbitrarily small. See for example the
chapters by Randol in [9]. So far, Selberg's conjecture has been proved only for a rather small set of congruence subgroups of the modular group. The first general non-trivial lower bound for $\lambda_{1}^{\Gamma}$ was established by Selberg [62] who proved that:

$$
\begin{equation*}
\lambda_{1}^{\Gamma} \geq \frac{3}{16} \tag{0.5}
\end{equation*}
$$

for all congruence subgroups of the modular group. The strict inequality $\lambda_{1}^{\Gamma}>3 / 16$ was proved by Gelbart and Jacquet [24] by means of a lift from GL(2) to GL(3). Despite considerable efforts a strictly larger lower bound that holds for all congruence subgroups has not been established so far. We refer to the recent papers of Iwaniec [34-39] and the references in these papers for a survey on the state of the art with respect to Selberg's conjecture.
Selberg's proof of (0.5) is based on an ingenious argument that relates the existence of small eigenvalues of $-\Delta$ to the abscissa of convergence of the Dirichlet series:

$$
Z(m, n ; s)=\sum_{c \neq 0}^{\infty} \frac{S(m, n ; c)}{|c|^{2 s}}
$$

where $S(m, n ; c)$ denotes the usual Kloosterman sum. Then Weil's estimate of Kloosterman sums [68] guaranties that $Z(m, n ; s)$ is holomorphic in a suitable half-plane. This yields that the crucial poles do not exist and (0.5) follows.
In the case of dimension 3 the groups $\mathbf{S L}_{2}(\mathcal{O})$ serve as a kind of substitute for the rational modular group. Here, $\mathcal{O}$ denotes the ring of integers in some imaginary quadratic number field. The continuous spectrum of $-\tilde{\Delta}$ on $L^{2}\left(\Gamma \backslash \mathbb{H}^{3}\right)$ is equal to the interval $[1, \infty[$. So far, the analogue of Selberg's conjecture for dimension 3, that is

$$
\begin{equation*}
\lambda_{1}^{\Gamma} \geq 1 \tag{0.6}
\end{equation*}
$$

has been proved only in the special examples $\Gamma=\mathbf{S L}_{2}(\mathbb{Z}[i])$ and $\Gamma=\mathbf{S L}_{2}(\mathbb{Z}[\sqrt{-2}])$ (see [18]). The analogue of (0.5) for all groups $\mathbf{S L}_{2}(\mathcal{O})$ is due to Sarnak [58], who proved that

$$
\begin{equation*}
\lambda_{1}^{\Gamma} \geq \frac{3}{4} \tag{0.7}
\end{equation*}
$$

Sarnak's proof adapts Selberg's arguments to the three-dimensional case. His method also works for all congruence subgroups of the groups $\mathrm{SL}_{2}(\mathcal{O})$.
In the present paper we generalize Selberg's result to congruence groups acting on the higher dimensional spaces.
Our results can conveniently be stated in terms of the hyperboloid model $\mathbb{K}^{k+2}$. The space $\mathbb{K}^{k+2}$ is naturally acted on by the component of the identity $\mathbf{S O}{ }^{\circ}(1, k+2)$ of the orthogonal group $\mathbf{S O}(1, k+2)$. Identifying the group $\mathbf{S O}^{\circ}(1, k+2)$ with the group of orientation preserving isometries of $\mathbb{K}^{k+2}$ we get an identification:

$$
\begin{equation*}
\mathbb{K}^{k+2}=\mathbf{S O}^{\circ}(1, k+2) / \mathbf{S O}(k+2) \tag{0.8}
\end{equation*}
$$

The orthogonal group $\mathbf{S O}(k+2)$ is the stabilizer of a suitable point in $\mathbb{K}^{k+2}$. The congruence subgroups of $\mathbf{S O}^{\circ}(1, k+2)$ are constructed in the following way. Let $Q$ be a quadratic form with rational coefficients which is of signature $(1, k+2)$. The group of units

$$
\mathbf{S O}_{k+3}^{\circ}(\mathbb{Z}, Q):=\mathbf{S O}_{k+3}(\mathbb{Z}, Q) \cap \mathbf{S O}_{k+3}^{\circ}(\mathbb{R}, Q)
$$

acts via

$$
\mathbf{S O}_{k+3}^{\circ}(\mathbb{Z}, Q)<\mathbf{S O}_{k+3}^{\circ}(\mathbb{R}, Q) \cong \mathbf{S O}^{\circ}(1, k+2)
$$

on $\mathbb{K}^{k+2}$. A subgroup $\Gamma<\mathbf{S O}_{k+3}^{\circ}(\mathbb{Z}, Q)$ is called a congruence subgroup if it contains

$$
\mathbf{S O}_{k+3}^{\circ}(\mathbb{Z}, Q) \cap\left(I+\ell\left(M_{k+3}(\mathbb{Z})\right)\right.
$$

for some $\ell \in \mathbb{Z} \backslash\{0\}$. The symbol $M_{k+3}(\mathbb{Z})$ stands for the ring of $(k+3) \times(k+3)$ matrices over $\mathbb{Z}$. For each group $\Gamma$ the quotient $\Gamma \backslash \mathbb{K}^{k+2}$ is always of finite volume, it is compact if and only if $Q$ is $\mathbb{Q}$-anisotropic.

Theorem A. Let $k \geq 0$ be an integer. Let $Q$ be a quadratic form with rational coefficients. Assume that $Q$ is of signature $(1, k+2)$ and isotropic over $\mathbb{Q}$. For any congruence subgroup $\Gamma<\mathbf{S O}_{k+3}^{\circ}(\mathbb{Z}, Q)$ we have

$$
\lambda_{1}^{\Gamma} \geq\left\{\begin{array}{rll}
\frac{3}{16} & \text { if } & k=0 \\
\frac{2 k+1}{4} & \text { if } & k>0
\end{array}\right.
$$

The case $k=0$ is easily derived from Selberg's result (0.5) using the exceptional isomorphism:

$$
\mathbf{P S L}_{\mathbf{2}}(\mathbb{R}) \cong \mathbf{S O}^{\circ}(1,2)
$$

The result in Theorem A was announced by the authors in [16]. Li, Piatetski- Shapiro and Sarnak [45] have recently also announced the same result.The proof indicated by Li , Piatetski- Shapiro and Sarnak seems to be quite different from ours.
Notice that the Theorem of Hasse and Minkowski implies that there are no rational anisotropic quadratic forms $Q$ of signature $(1, k+2)$ if $k \geq 2$. In the remaining cases ( $k=1,2$ ) a result analogous to ( 0.5 ) and (0.7) can be derived from Langlands' correspondence; see for example [17].
In principle, our proof of Theorem A is based on Selberg's approach using the upper halfspace model $\mathbb{H}^{k+2}$ of hyperbolic space. Instead of $\mathbf{S O}_{k+3}^{\circ}(\mathbb{Q}, Q)$ we work with $\operatorname{Spin}_{k+3}(\mathbb{Q}, Q)$ and its congruence subgroups $\Gamma$.Theorem $A$ is then deduced using the spin-homomorphism:

$$
\begin{equation*}
\Theta: \operatorname{Spin}_{k+3}(\mathbb{Q}, Q) \rightarrow \mathbf{0}_{k+3}^{\circ}(\mathbb{Q}, Q) . \tag{0.9}
\end{equation*}
$$

We use a particular representation of $\operatorname{Spin}_{k+3}(\mathbb{Q}, Q)$ as a Vahlen group $\operatorname{SV}_{k}(\mathbb{Q}, q)$ of certain $(2 \times 2)$ - matrices over a rational Clifford algebra $\mathcal{C}(q)$ defined for a negative definite quadratic form $q$ suitably related with $Q$. If $q$ is any negative definite quadratic form over $\mathbb{Q}$ in $k$ variables, then the group $\mathrm{SV}_{k}(\mathbb{R}, q)$ acts naturally on the upper half-space model $\mathbb{H}^{k+2}$. We develop the necessary background on Clifford algebras, the Vahlen group and arithmetic subgroups of the Vahlen group in paragraphs 1,2 . In particular, we define suitable congruence subgroups of $\mathrm{SV}_{k}(\mathbb{Q}, q)$ in paragraph 3 and relate them to the congruence subgroups of $O_{k+3}^{\circ}(\mathbb{Q}, Q)$ for an appropriate quadratic form $Q$.
An important idea in Selberg's approach is to introduce suitable Poincaré series and to compute the inner product of these series. Here our work was inspired by recent developments due to Bump,Deshouillers, Friedberg,Goldfeld,Iwaniec,Kuznetsov,Piatetski-Shapiro and Stevens (see [6,7,13,23,25-28,34-39,43,52,65]).
We develop the necessary machinery for our case in paragraphs 8,9 . There a certain Dirichlet series

$$
\begin{equation*}
Z(\mu, \nu ; s)=\sum_{\gamma} \frac{S(\mu, \nu ; \gamma)}{(\bar{\gamma} \gamma)^{s}} \tag{0.10}
\end{equation*}
$$

the so-called Linnik-Selberg series, comes up, and the half-plane of absolute convergence of this series is intimately connected with the small eigenvalues of $-\tilde{\Delta}$ (see $\S 10$ ). The coefficients of (0.10) are a new type of Kloosterman sums attached to Vahlen groups, and one of the most difficult parts of this work is to establish non-trivial bounds for these generalized Kloosterman sums. We define the generalized Kloosterman sums in paragraph 4 , and in paragraph 5 we decompose them into certain local factors $S_{p}(\mu, \nu ; \gamma)$. These local factors are related with classical Kloosterman sums in paragraph 6, and then Weil's estimate [68] gives estimates for the $S_{p}(\mu, \nu ; \gamma)$.
This approach is different from the method indicated in [16]. In [16] our computations of the coefficients was less specific than in the present paper. We then had to use other estimates for exponential sums from Deligne's theory [12]. We here only need Weil's bound. This, of course, means a noticeable simplification with respect to the tools used. Our estimates for the $S_{p}(\mu, \nu ; \gamma)$ combined with certain results on congruential representation numbers of quadratic forms lead in paragraph 7 to the result that

$$
\begin{equation*}
Z(\mu, \nu ; s) \text { converges absolutely for } R e s>k+1 / 2 \tag{0.11}
\end{equation*}
$$

whenever $k \geq 1$ and $\mu, \nu$ are both nonzero. We also have proved that $Z(\mu, \nu ; s)$ has a meromorphic continuation to the entire complex plane. This will be reported on in a subsequent publication.
In paragraph 10 we then deduce from (0.11) that:

$$
\begin{equation*}
\lambda_{1}^{\Gamma} \geq \frac{2 k+1}{4} \tag{0.12}
\end{equation*}
$$

whenever $k>0$ is an integer, $q$ is a negatively definite rational quadratic form in $k$ variables and $\Gamma<\operatorname{SV}_{k}(\mathbb{Q}, Q)$ is a congruence subgroup.
The case $k=1$ is just Sarnak's result (0.7). Our proof works uniformly only in case $k \geq 2$. We indicate in paragraph 7 the changes which have to be made to obtain Sarnak's result. The result (0.12) implies Theorem A and also the following:

Theorem B. Let $k>0$ be an integer and $Q$ a rational quadratic form which is of signature $(1, k+2)$. Assume that $Q$ is $\mathbb{Q}$-isotropic. Let

$$
\Theta: \operatorname{Spin}_{k+3}(\mathbb{Q}, Q) \rightarrow \mathbf{0}_{k+3}^{\circ}(\mathbb{Q}, Q)
$$

be the spin homomorphism. Let $\Gamma<\mathbf{0}_{k+3}^{\circ}(\mathbb{Q}, Q)$ be a subgroup so that $\Theta^{-1}(\Gamma)$ is a congruence subgroup of $\operatorname{Spin}_{k+3}(\mathbb{Q}, Q)$. Then

$$
\lambda_{1}^{\Gamma} \geq \frac{2 k+1}{4}
$$

Theorem B is slightly better than Theorem A since the image under $\Theta$ of a congruence subgroup in $\operatorname{Spin}_{k+3}(\mathbb{Q}, Q)$ need not be a congruence subgroup. See paragraph 3 for more explanations.
Using our approach we have proved asymptotic relations for sums of certain exponential sums. These results are inspired by the paper of Deshouillers and Iwaniec [13]. We hope to come back to this in a future publication.

Another application of our result is that the error terms in various asymptotic laws connected with the hyperbolic lattice point theorem can be explicitly estimated. See [17] for some number theory in this connection.
In contrast to the Selberg conjecture in dimension 2 and $3((0.4),(0.6))$ we want to point out that the naive generalization of Selberg's conjecture to the higher-dimensional cases, namely

$$
\begin{equation*}
\lambda_{1}^{\Gamma} \geq(k+1)^{2} / 4 \tag{0.13}
\end{equation*}
$$

does not hold for all congruence subgroups of $\mathrm{SV}_{k}(\mathbb{Q}, q)$ for $k \geq 2$. Eigenforms of the Laplace-Beltrami operator can be constructed by lifting certain holomorphic modular forms. See [45] for an announcement. This phenomenon was also noticed in conversations of S. Rallis and the second author. So perhaps all eigenvalues in the interval $\left[(2 k+1) / 4,(k+1)^{2} / 4[\right.$ are obtained by this process.

## §1. Clifford Algebras, Vahlen's Groups and Hyperbolic Spaces

This paragraph gives the construction of Vahlen's groups and their action on hyperbolic spaces. The present work relies heavily on [15]. We briefly recall the basic definitions and fix the notations. Suppose that $K$ is a field with char $K \neq 2$ and $E$ is a $k$-dimensional $(k \geq 0) K$-vector space with non-degenerate quadratic form $q: E \rightarrow K$. Let $\mathcal{C}(q)$ be the associated Clifford algebra (see [5], [10], [14]); for $k=0$ we have $\mathcal{C}(q)=K$. We identify $K$ and $E$ with their canonical images in $\mathcal{C}(q)$ and define

$$
\begin{equation*}
V_{q}:=K \cdot 1 \oplus E \subset \mathcal{C}(q) \tag{1.1}
\end{equation*}
$$

Let $e_{1}, \ldots, e_{k}$ be a basis of $E$ orthogonal with respect to $q$. Then we have in $\mathcal{C}(q)$

$$
\begin{equation*}
e_{\mu}^{2}=q\left(e_{\mu}\right), \quad e_{\mu} e_{\nu}=-e_{\nu} e_{\mu} \quad(\mu, \nu=1, \ldots, k, \quad \mu \neq \nu) \tag{1.2}
\end{equation*}
$$

Denote by $\mathcal{E}_{k}$ the set of all subsets of $\{1, \ldots, k\}$. For $M \in \mathcal{E}_{k}, M=\left\{\nu_{1}, \ldots, \nu_{r}\right\}$ with $\nu_{1}<\ldots<\nu_{r}$ we define

$$
\begin{equation*}
e_{M}:=e_{\nu_{1}} \cdot \ldots \cdot e_{\nu_{r}}, \quad e_{\emptyset}:=1 \in \mathcal{C}(q) \tag{1.3}
\end{equation*}
$$

Then $\left\{e_{M}: M \in \mathcal{E}_{k}\right\}$ is a basis of $\mathcal{C}(q)$ over $K$. There are three important linear involutions defined on $\mathcal{C}(q)$ by means of

$$
\left\{\begin{array}{l}
\bar{e}_{M}=(-1)^{r(r+1) / 2} e_{M},  \tag{1.4}\\
e_{M}^{\prime}=(-1)^{r} e_{M}, \\
e_{M}^{*}=(-1)^{r(r-1) / 2} e_{M}
\end{array} \quad\left(M \in \mathcal{E}_{k}, r=|M|\right)\right.
$$

The linear extensions of ${ }^{-},{ }^{\prime}$ and ${ }^{*}$ are commuting linear automorphisms of $\mathcal{C}(q)$ such that

$$
\left\{\begin{align*}
x^{*} & =\overline{x^{\prime}} \text { for all } x \in \mathcal{C}(q)  \tag{1.5}\\
\bar{x} & =-x, x^{\prime}=-x, x^{*}=x \text { for all } x \in E, \\
\overline{x y} & =\bar{y} \bar{x},(x y)^{\prime}=x^{\prime} y^{\prime},(x y)^{*}=y^{*} x^{*} \text { for all } x \in \mathcal{C}(q)
\end{align*}\right.
$$

The automorphism * is called the main antiinvolution, and 'is called the main involution of $\mathcal{C}(q)$. The trace map $\operatorname{tr}: \mathcal{C}(q) \rightarrow \mathcal{C}(q)$ is defined by

$$
\begin{equation*}
\operatorname{tr} x=x+\bar{x} \tag{1.6}
\end{equation*}
$$

In the following we always assume $K=\mathbb{Q}$ or $K=\mathbb{R}$. We need the following concept:

## §1. Clifford Algebras, Vahlen's Groups and Hyperbolic Spaces

1.1 Definition. Assume that $q$ is negative definite. An element $v \in \mathcal{C}(q)$ with $v \neq 0$ is called a transformer if there exists a linear automorphism $\varphi_{v}: V_{q} \rightarrow V_{q}$ such that

$$
\begin{equation*}
v x=\varphi_{v}(x) v^{\prime} \quad \text { for all } \quad x \in V_{q} . \tag{1.7}
\end{equation*}
$$

Let $T(q)$ denote the set of all transformers contained in $\mathcal{C}(q)$.

We know from [15], Proposition 3.6 that $T(q)$ is the multiplicative subgroup of $\mathcal{C}(q)$ generated by $V_{q} \backslash\{0\}$. It follows that every $x \in T(q)$ satisfies $\bar{x} x \in K \backslash\{0\}$.
Let $k$ be a non-negative integer. For $K=\mathbb{R}, E=\mathbb{R}^{k}$ and

$$
q=-I_{k}=\left(\begin{array}{cccc}
-1 & 0 & \ldots & 0 \\
0 & -1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & -1
\end{array}\right)
$$

the negative definite unit form, we write $\mathcal{C}_{k}, V_{k+1}, T_{k}$ for $\mathcal{C}(q), V_{q}, T(q)$. We denote by $i_{1}, \ldots, i_{k}$ the canonical basis of $\mathbb{R}^{k}$ and by $\left\{i_{M}: M \in \mathcal{E}_{k}\right\}$ the associated basis of $\mathcal{C}_{k}$. We tacitly identify $\mathcal{C}_{k}$ with the obvious subalgebra of $\mathcal{C}_{k+1}$ by means of the inclusion $\mathcal{E}_{k} \subset \mathcal{E}_{k+1}$. By definition, $\mathcal{C}_{0}=\mathbb{R}, \mathcal{C}_{1}=\mathbb{C}$.
We equip $V_{k+1}$ with the scalar product

$$
\begin{equation*}
\langle v, w\rangle:=\frac{1}{2} \operatorname{tr} v \bar{w} \quad\left(v, w \in V_{k+1}\right) . \tag{1.8}
\end{equation*}
$$

Then $\left\{1, i_{1}, \ldots, i_{k}\right\}$ becomes an orthonormal basis of $V_{k+1}$. For

$$
x=\sum_{M \in \mathcal{E}_{k}} \lambda_{M} i_{M} \in \mathcal{C}_{k} \quad\left(\lambda_{M} \in \mathbb{R}\right)
$$

let

$$
\begin{equation*}
|x|:=\left(\sum_{M \in \mathcal{E}_{k}} \lambda_{M}^{2}\right)^{1 / 2} \tag{1.9}
\end{equation*}
$$

denote the Euclidean norm of $x$. Then we have

$$
\begin{equation*}
|v|^{2}=v \bar{v}=\bar{v} v \quad \text { for all } \quad v \in T_{k} \tag{1.10}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
|v w|=\left|v \||w| \quad \text { for all } \quad v, w \in T_{k}\right. \tag{1.11}
\end{equation*}
$$

## §1. Clifford Algebras, Vahlen's Groups and Hyperbolic Spaces

Moreover,

$$
\begin{equation*}
|x|=\langle x, x\rangle^{1 / 2} \quad \text { for all } \quad x \in V_{k+1} . \tag{1.12}
\end{equation*}
$$

For any lattice $M \subset V_{k+1}$ we denote by

$$
\begin{equation*}
M^{\#}:=\left\{y \in V_{k+1} \quad \mid \quad\langle x, y\rangle \in \mathbb{Z} \quad \text { for all } \quad x \in M\right\} \tag{1.13}
\end{equation*}
$$

the dual lattice of $M$.
The set underlying our model of $(k+2)$-dimensional hyperbolic space is the upper halfspace

$$
\mathbb{H}^{k+2}:=\left\{x_{0}+x_{1} i_{1}+\ldots+x_{k+1} i_{k+1} \quad \mid \quad x_{0}, \ldots, x_{k+1} \in \mathbb{R}, x_{k+1}>0\right\} .
$$

Define maps $\left.z: \mathbb{H}^{k+2} \rightarrow V_{k+1}, r: \mathbb{H}^{k+2} \rightarrow\right] 0, \infty[$ by

$$
\left\{\begin{array}{l}
z(P):=x_{0}+x_{1} i_{1}+\ldots+x_{k} i_{k},  \tag{1.14}\\
r(P):=x_{k+1}
\end{array}\right.
$$

for $P=x_{0}+x_{1} i_{1}+\ldots+x_{k+1} i_{k+1} \in \mathbb{H}^{k+2}$. Then (1.10) yields

$$
\begin{equation*}
|P|^{2}=|z(P)|^{2}+r(P)^{2} \quad \text { for all } \quad P \in \mathbb{H}^{k+2} . \tag{1.15}
\end{equation*}
$$

We endow $\mathbb{H}^{k+2}$ with the Riemannian metric

$$
d s^{2}=\frac{d x_{0}{ }^{2}+\ldots+d x_{k+1}^{2}}{x_{k+1}^{2}}
$$

and obtain the model $\left(\mathbb{H}^{k+2}, d\right)$ of $(k+2)$-dimensional hyperbolic space. The hyperbolic distance $d(P, Q)$ of two points $P, Q \in \mathbb{H}^{k+2}$ is given by

$$
\begin{equation*}
2 \cosh d(P, Q)=\delta(P, Q) \tag{1.16}
\end{equation*}
$$

where $\delta(P, Q)$ is defined by

$$
\begin{equation*}
\delta(P, Q)=\frac{|z(P)-z(Q)|^{2}+r(P)^{2}+r(Q)^{2}}{r(P) r(Q)} \tag{1.17}
\end{equation*}
$$

(see [17], Prop. 1.4). The volume measure associated with the hyperbolic metric $d s^{2}$ is

$$
\begin{equation*}
d v=\frac{d x_{0} \wedge d x_{1} \wedge \ldots \wedge d x_{k+1}}{x_{k+1}^{k+2}} \tag{1.18}
\end{equation*}
$$

and the corresponding Laplace-Beltrami operator is

$$
\begin{equation*}
\Delta=x_{k+1}^{2}\left(\frac{\partial^{2}}{\partial x_{0}^{2}}+\ldots+\frac{\partial^{2}}{\partial x_{k+1}^{2}}\right)-k x_{k+1} \frac{\partial}{\partial x_{k+1}} \tag{1.19}
\end{equation*}
$$

The group of orientation preserving isometries of $\mathbb{H}^{k+2}$ can be described by means of a certain group of $(2 \times 2)$ - matrices over $\mathcal{C}_{k}$, the so-called Vahlen group. This description is due to Vahlen [66]; see also [1], [2], [3], [15], [17], [47].
§1. Clifford Algebras, Vahlen's Groups and Hyperbolic Spaces
1.2 Definition. Let $M_{2}\left(\mathcal{C}_{k}\right)$ be the set of $(2 \times 2)$ - matrices over $\mathcal{C}_{k}$ and define the Vahlen group $S V_{k}$ by

$$
\left.S V_{k}:=\left\{\begin{array}{c|c}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in M_{2}\left(\mathcal{C}_{k}\right) \left\lvert\, \begin{array}{ccc}
\text { (i) } & \alpha, \beta, \gamma, \delta \in T_{k} \cup\{0\}, \\
\text { (ii) } & \bar{\alpha} \beta, \bar{\gamma} \delta \in V_{k+1} \\
\text { (iii) } & \alpha \delta \delta^{*}-\beta \gamma^{*}=1
\end{array}\right.\right\} .
$$

Clearly, $S V_{0}=S L_{2}(\mathbb{R}), S V_{1}=S L_{2}(\mathbb{C})$. We infer from [1-3] or [15] or [47] that $S V_{k}$ is a group under matrix multiplication with inverse

$$
\left(\begin{array}{ll}
\alpha & \beta  \tag{1.20}\\
\gamma & \delta
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\delta^{*} & -\beta^{*} \\
-\gamma^{*} & \alpha^{*}
\end{array}\right)
$$

The group $S V_{k}$ was discussed in a more general context in [15], and Theorem 3.7 of the latter paper gives two more descriptions of $S V_{k}$. We remark that $S V_{k}$ is generated by the matrices

$$
\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) \quad, \quad\left(\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right) \quad\left(x \in V_{k+1}\right)
$$

(see [15, Proposition 3.8]). The importance of $S V_{k}$ for hyperbolic geometry is manifest from the next theorem which collects some results from [15], $\S 5$; these results may also be drawn from [1-3, 47, 66].
1.3 Theorem. Suppose that $\sigma=\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in S V_{k}$ and $P \in \mathbb{H}^{k+2}$. Then $\gamma P+\delta \in T_{k+1}$,

$$
\begin{equation*}
\sigma P:=(\alpha P+\beta)(\gamma P+\delta)^{-1} \in \mathbb{H}^{k+2}, \tag{1.21}
\end{equation*}
$$

and the map $P \rightarrow \sigma P$ is an orientation preserving isometry of $\mathbb{H}^{k+2}$. The corresponding group homomorphism induces an isomorphism of $S V_{k} /\{I,-I\}$ onto the group of orientation-preserving motions of $\mathbb{H}^{k+2}$. The action of $S V_{k}$ on $\mathbb{H}^{k+2}$ is both transitive and transitive on pairs of points with fixed hyperbolic distance.

Let $z=z(P), r=r(P)$. Then (1.21) may be rewritten in the form

$$
\begin{gather*}
z(\sigma P)=\frac{(\alpha z+\beta) \overline{(\gamma z+\delta)}+\alpha \bar{\gamma} r^{2}}{|\gamma z+\delta|^{2}+|\gamma|^{2} r^{2}}  \tag{1.22}\\
r(\sigma P)=\frac{r}{|\gamma z+\delta|^{2}+|\gamma|^{2} r^{2}} \tag{1.23}
\end{gather*}
$$

The following technical lemma is contained in [15], Theorem 3.7.
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1.4 Lemma. If $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in S V_{k}$, then
(i) $\alpha \bar{\gamma}, \beta \bar{\delta} \in V_{k+1}$,
(ii) $\alpha x \bar{\delta}+\beta \bar{x} \bar{\gamma} \in V_{k+1}$ for all $x \in V_{k+1}$,
(iii) $\alpha x \bar{\beta}+\beta \bar{x} \bar{\alpha}, \gamma x \bar{\delta}+\delta \bar{x} \bar{\gamma} \in \mathbb{R}$ for all $x \in V_{k+1}$.

Recall that

$$
\operatorname{Re} \frac{a w+b}{c w+d}=\frac{a}{c}-\frac{\operatorname{Re}(c w+d)}{c|c w+d|^{2}}
$$

for all $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L_{2}(\mathbb{R})$ with $c \neq 0$ and $w \in \mathbb{H}^{2}$. The following lemma is a kind of substitute for this rule which holds for the Vahlen group.
1.5 Lemma. If $\sigma=\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in S V_{k}$ with $\gamma \neq 0$ and $P \in \mathbb{H}^{k+2}, z(P)=z, r(P)=r$, then

$$
\begin{equation*}
z(\sigma P)=\alpha \gamma^{-1}-\left(\gamma^{*}\right)^{-1} \frac{\overline{(\gamma z+\delta)}}{|\gamma z+\delta|^{2}+|\gamma|^{2} r^{2}} \tag{1.24}
\end{equation*}
$$

Proof. Using (1.10) and the "determinant condition" $\beta \gamma^{*}=\alpha \delta^{*}-1$, we rewrite the numerator in (1.22) as follows:

$$
\begin{aligned}
(\alpha z+\beta) \overline{(\gamma z+\delta)}+\alpha \bar{\gamma} r^{2} & =\left(\alpha z+\left|\gamma^{\prime}\right|^{-2} \beta \gamma^{*} \gamma^{\prime}\right) \overline{(\gamma z+\delta)}+\alpha \bar{\gamma} r^{2} \\
& =\left(\alpha z+\left|\gamma^{\prime}\right|^{-2} \alpha \delta^{*} \gamma^{\prime}\right) \overline{(\gamma z+\delta)}+\alpha \bar{\gamma} r^{2}-\left(\gamma^{*}\right)^{-1} \overline{(\gamma z+\delta)}
\end{aligned}
$$

Here, the last term yields the second term on the right-hand side of (1.24). Now the assertion follows from

$$
\begin{aligned}
& \left(\alpha z+\left|\gamma^{\prime}\right|^{-2} \alpha \delta^{*} \gamma^{\prime}\right) \overline{(\gamma z+\delta)}+\alpha \bar{\gamma} r^{2} \\
= & \alpha \gamma^{-1}\left(\left(\gamma z+\left|\gamma^{\prime}\right|^{-2} \gamma \delta^{*} \gamma^{\prime}\right) \overline{(\gamma z+\delta)}+|\gamma|^{2} r^{2}\right) \\
= & \alpha \gamma^{-1}\left(|\gamma z+\delta|^{2}+|\gamma|^{2} r^{2}\right),
\end{aligned}
$$

since $\left|\gamma^{\prime}\right|^{-2} \gamma \delta^{*} \gamma^{\prime}=\delta$, because of Lemma 1.4 (i) applied to $\sigma^{-1}$ and since the elements of $V_{k+1}$ are invariant under the anti-involution *
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Let $K$ be a field with char $K \neq 2$ and $k \geq 0$ an integer. $E$ is a $k$ dimensional vector space over $K$ with non-degenerate quadratic form $q: E \rightarrow K$, and let $\mathcal{C}(q), V_{q}$ be defined as in paragraph 1. The Vahlen group for $q$ is defined by

$$
S V_{k}(K, q):=\left\{\begin{array}{l|l} 
& \left.\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in M_{2}(\mathcal{C}(q))  \tag{2.1}\\
& \begin{array}{c}
\text { (i) } \alpha \delta^{*}-\beta \gamma^{*}=1 \\
\text { (ii) } \alpha \beta^{*}=\beta \alpha^{*}, \gamma \delta^{*}=\delta \gamma^{*} \\
\text { (iii) } \alpha \bar{\alpha}, \beta \bar{\beta}, \gamma \bar{\gamma}, \delta \bar{\delta} \in K \\
\\
\\
\\
\\
\\
\\
\\
\text { iv) } \alpha \bar{\gamma}, \beta \bar{\delta} \in V_{q}, \\
\text { (v) } \alpha x \bar{\beta}+\beta \bar{x} \bar{\alpha}, \gamma x \bar{\delta} \\
+\delta \bar{x} \bar{\gamma} \in K\left(\forall x \in V_{q}\right) \\
\text { (vi) } \alpha x \bar{\delta}+\beta \bar{x} \bar{\gamma} \in V_{q}\left(\forall x \in V_{q}\right)
\end{array}
\end{array}\right\}
$$

see [15]. Then $S V_{k}(K, q)$ is a group under matrix multiplication with inverse (1.20), and we proved in [15], Theorem 3.7 that

$$
\begin{equation*}
S V_{k}\left(\mathbb{R},-I_{k}\right)=S V_{k} \tag{2.2}
\end{equation*}
$$

with $S V_{k}$ from Definition 1.2. Note that $S V_{k}(K, q)$ is the set of $K$-rational points of an affine algebraic group defined over $K$.
Suppose now that $q_{1}$ is another non-degenerate quadratic form on the $K$-vector space $E_{1}$ such that $q_{1} \circ f=q$ for some linear isomorphism $f: E \rightarrow E_{1}$. Then there exists a unique isomorphism

$$
\begin{equation*}
\hat{f}: \mathcal{C}(q) \rightarrow \mathcal{C}\left(q_{1}\right) \tag{2.3}
\end{equation*}
$$

such that $\hat{f} \mid E=f$ (see [5], $\S 9$, no. 2, p. 140). Moreover, $\hat{f}$ commutes with *, ' and -. Hence $\hat{f}$ induces an isomorphism

$$
\begin{equation*}
\hat{f}: S V_{k}(K, q) \rightarrow S V_{k}\left(K, q_{1}\right) \tag{2.4}
\end{equation*}
$$

For the rest of paragraph 2 let $K=\mathbb{Q}$, assume that $q$ is negative definite, and let $E, q, \mathcal{C}(q), S V_{k}(\mathbb{Q}, q)$ be as above. Recall that a $\mathbb{Z}$-order in a $\mathbb{Q}$-algebra $A$ is a subring R such that the additive group of R is finitely generated and contains a $\mathbb{Q}$-basis of $A$. Rings and algebras are always (tacitly) assumed to have a unit element and substructures are supposed to contain the unit element.
2.1 Definition. A subring $R \subset \mathcal{C}(q)$ is called compatible if it is stable under the involutions * and ' of $\mathcal{C}(q)$. For a compatible subring $R \subset \mathcal{C}(q)$ let

$$
\begin{equation*}
V(R):=R \cap V_{q}, \quad T(R):=R \cap T(q) \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
S V_{k}(R):=S V_{k}(\mathbb{Q}, q) \cap M_{2}(R) \tag{2.6}
\end{equation*}
$$

For $n \in \mathbb{N}$ and $J \subset \mathcal{C}(q)$ a compatible $\mathbb{Z}$ - order let

$$
S V_{k}(J ; n):=\left\{\left.\left(\begin{array}{cc}
\alpha & \beta  \tag{2.7}\\
\gamma & \delta
\end{array}\right) \in S V_{k}(J) \right\rvert\, \alpha-1, \beta, \gamma, \delta-1 \in n J\right\}
$$

denote the principal congruence subgroup of $S V_{k}(J)$ of level $n$. A subgroup $\Gamma<$ $S V_{k}(J)$ is called a congruence subgroup if $S V_{k}(J ; n)<\Gamma$ for some $n \in \mathbb{N}$.

The set $S V_{k}(\mathbb{Q}, q)$ is the group of $\mathbb{Q}$-rational points of a connected and simply connected affine algebraic $\mathbb{Q}$-group of both rational and real rank one. (In fact, we show in $\S 3$ that $S V_{k}(\mathbb{Q}, q)$ is isomorphic to a certain spin-group which is known to be simply connected.) Let $f$ be an isomorphism of $E \otimes_{\mathbb{Q}} \mathbb{R}$ onto $\mathbb{R}^{k}$ such that $q=-I_{k} \circ f$. (Such an $f$ exists by Sylvester's inertia law.) The groups $\hat{f}\left(S V_{k}(J ; n)\right) \subset S V_{k} \quad(n \in \mathbb{N})$ (see (2.4)) are discrete and hence act discontinuously on $\mathbb{H}^{k+2}$. If $f_{1}$ and $f_{2}$ are two choices for $f$, then the groups $\hat{f}_{1}\left(S V_{k}(J ; n)\right)$, and $\hat{f}_{2}\left(S V_{k}(J ; n)\right)$ are conjugate in $S V_{k}$. Our next aim is to show that the groups $\hat{f}\left(S V_{k}(J ; n)\right)$ are cofinite. For this we need a little lemma.
2.2 Lemma. Let $q$ be negative definite, $n \in \mathbb{N}$, and assume that $J_{1}, J_{2}$ are compatible $\mathbb{Z}$-orders in $\mathcal{C}(q)$. Then there exists an $m \in \mathbb{N}$ such that

$$
S V_{k}\left(J_{2} ; m\right)<S V_{k}\left(J_{1} ; n\right)
$$

Proof. There exists an $\ell \in \mathbb{N}$ such that

$$
\ell J_{1}+\ell J_{2} \subset J_{1} \cap J_{2}
$$

Sometimes it is convenient to restrict to a special set of forms $q$ which contains a representative of each equivalence class of quadratic forms. For $d=\left(d_{1}, \ldots, d_{k}\right)^{t} \in \mathbb{N}^{k} \quad(k \geq 0)$ let $q_{d}: \mathbb{Q}^{k} \rightarrow \mathbb{Q}$,

$$
\begin{equation*}
q_{d}(x):=\sum_{j=1}^{k} d_{j} x_{j}^{2} \quad \text { for } \quad\left(x_{1}, \ldots, x_{k}\right)^{t} \in \mathbb{Q}^{k} \tag{2.8}
\end{equation*}
$$
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and

$$
\begin{equation*}
\mathcal{C}_{d}:=\mathcal{C}\left(-q_{d}\right) . \tag{2.9}
\end{equation*}
$$

The generators $e_{1}, \ldots e_{k}$ of $\mathcal{C}_{d}$ satisfy

$$
\begin{equation*}
e_{\nu}^{2}=-d_{\nu}, \quad e_{\mu} e_{\nu}=-e_{\nu} e_{\mu} \quad(\mu, \nu=1, \ldots, k, \mu \neq \nu) \tag{2.10}
\end{equation*}
$$

Hence we may embed $\mathcal{C}_{d}$ as a subalgebra of $\mathcal{C}_{k}$ via the map

$$
\begin{equation*}
e_{\nu} \mapsto \sqrt{d_{\nu}} i_{\nu}, \quad \nu=1, \ldots, k . \tag{2.11}
\end{equation*}
$$

With respect to this embedding we have the identifications

$$
\begin{equation*}
V_{-q_{d}}=\mathcal{C}_{d} \cap V_{k+1} \tag{2.12}
\end{equation*}
$$

$$
\begin{equation*}
S V_{k}\left(\mathbb{Q},-q_{d}\right)=S V_{k} \cap M_{2}\left(\mathcal{C}_{d}\right) \tag{2.13}
\end{equation*}
$$

In the sequel we always embed $\mathcal{C}_{d}$ tacitly into $S V_{k}$ as above. Note that

$$
\begin{equation*}
J_{d}:=\underset{M \in \mathcal{E}_{k}}{\oplus} \mathbb{Z} e_{M} \tag{2.14}
\end{equation*}
$$

is a compatible $\boldsymbol{Z}$-order of $\mathcal{C}_{\boldsymbol{d}}$.
2.3 Proposition. Let $q$ be negative definite, and let $f: E \otimes_{\mathbb{Q}} \mathbb{R} \rightarrow \mathbb{R}^{k}$ be an isomorphism such that $q=-I_{k} \circ f$. Assume that $J$ is a compatible $\mathbb{Z}$-order in $\mathcal{C}(q)$ and $n \in \mathbb{N}$. Then $\hat{f}\left(S V_{k}(J ; n)\right) \subset S V_{k}$ is a cofinite discrete non-cocompact group.

Proof. By the above arguments, $\hat{f}\left(S V_{k}(J, n)\right)$ is conjugate to a group which is commensurable with $S V_{k}\left(J_{d}\right)$ (see (2.14)). The assertion for $S V_{k}\left(J_{d} ; n\right)$ was proved in [17].
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Although our later considerations will be in terms of the Vahlen group, we also want to formulate our results for orthogonal groups. For this we recall the hyperboloid model of hyperbolic space (see [15], Section 5): For $k \geq 0$ let $\tilde{q}_{k}$ be the following quadratic form in $k+3$ variables:

$$
\tilde{q}_{k}\left(y_{0}, y_{1}, y_{2}, x_{1}, \ldots, x_{k}\right)=y_{0}^{2}-y_{1}^{2}-y_{2}^{2}-x_{1}^{2}-\ldots-x_{k}^{2} .
$$

The set underlying the hyperboloid model is

$$
\begin{equation*}
\mathbb{K}^{k+2}:=\left\{y=\left(y_{0}, y_{1}, y_{2}, x_{1}, \ldots, x_{k}\right)^{t} \quad \mid \quad y_{0}>0, \tilde{q}_{k}(y)=1\right\} . \tag{3.1}
\end{equation*}
$$

The line element

$$
d s^{2}=-d y_{0}^{2}+d y_{1}^{2}+d y_{2}^{2}+d x_{1}^{2}+\ldots+d x_{k}^{2}
$$

defines the hyperbolic metric on $\mathbb{K}^{k+2}$. We denote by Iso $\left(\mathbb{K}^{k+2}\right)$ and $\operatorname{Iso}{ }^{+}\left(\mathbb{K}^{k+2}\right)$ the sets of isometries and orientation preserving isometries of $\mathbb{K}^{k+2}$, respectively.
If $q$ is a non-degenerate quadratic form on the vector space $K^{n}$ over a field $K$ and $R \subset K$ a subring of $K$, we denote by $\mathbf{O}_{n}(R, q)$ the set of elements of the orthogonal group $\mathbf{O}_{n}(K, q)$ of $q$ over $K$ with entries in $R$. This notation follows the book of Dieudonné [14]. Let

$$
\begin{aligned}
\mathbf{0}^{\circ}(1, k+2) & :=\mathbf{0}_{k+3}^{\circ}\left(\mathbb{R}, \tilde{q}_{k}\right) \\
\mathbf{S O}^{\circ}(1, k+2) & :=\mathbf{S O}_{k+3}^{\circ}\left(\mathbb{R}, \tilde{q}_{k}\right)
\end{aligned}
$$

be the components of the identity element in $\mathbf{O}_{k+3}\left(\mathbb{R}, \tilde{q}_{k}\right)$ and $\mathbf{S} \mathbf{O}_{k+3}\left(\mathbb{R}, \tilde{q}_{k}\right)$, respectively. These groups act on $\mathbb{R}^{k+3}$ by left multiplication and stabilize $\mathbb{K}^{k+2}$. The resulting bijections of $\mathbb{K}^{k+2}$ are isometries, and we have the identifications

$$
\left\{\begin{align*}
\mathbf{0}^{\circ}(1, k+2) & =\mathrm{Iso}\left(\mathbb{K}^{k+2}\right),  \tag{3.2}\\
\mathbf{S O}^{\circ}(1, k+2) & =\mathrm{Iso}^{+}\left(\mathbb{K}^{k+2}\right), \\
\mathbb{K}^{k+2} & =\mathbf{0}^{\circ}(1, k+2) / \mathbf{O}(k+2),
\end{align*}\right.
$$

where $\mathbf{O}(k+2)$ denotes the stabilizer of $(1,0, \ldots, 0)^{t} \in \mathbb{K}^{k+2}$ in $\mathbf{O}^{\circ}(1, k+2)$.
In the following we introduce certain arithmetic subgroups of Iso( $\left.\mathbb{K}^{k+2}\right)$. Let $q$ be a quadratic form over $\mathbb{Q}$ in $k+3$ variables which is equivalent to $\tilde{q}_{k}$ over $\mathbb{R}$. If $f \in \mathbf{G} \mathbf{L}_{k+3}(\mathbb{R})$ satisfies $\tilde{q}_{k}=q \circ f$, then conjugation by $f$ induces an isomorphism

$$
\varphi_{f}: \mathbf{O}_{k+3}^{\circ}(\mathbb{R}, q) \rightarrow \mathbf{0}_{k+3}^{\circ}\left(\mathbb{R}, \tilde{q}_{k}\right)
$$

We define

$$
\left\{\begin{array}{l}
\mathbf{0}_{k+3}^{\circ}(\mathbb{Q}, q):=\mathbf{0}_{k+3}(\mathbb{Q}, q) \cap \mathbf{0}_{k+3}^{\circ}(\mathbb{R}, q)  \tag{3.3}\\
\mathbf{0}_{k+3}^{\circ}(\mathbb{Z}, q):=\mathbf{0}_{k+3}(\mathbb{Z}, q) \cap \mathbf{0}_{k+3}^{\circ}(\mathbb{R}, q)
\end{array}\right.
$$

where $\mathbf{O}_{k+3}^{\circ}(\mathbb{R}, q)$ denotes the component of the identity in $\mathbf{O}_{k+3}(\mathbb{R}, q)$.
The group $\varphi_{f}\left(\mathbf{0}_{k+3}^{\circ}(\mathbb{Z}, q)\right)$ acts discontinuously on $\mathbb{K}^{k+2}$. The various choices for $f$ lead to a $\mathbf{O}_{k+3}^{\circ}(\mathbb{R}, q)$-conjugacy class of discontinuous subgroups of $\mathbf{O}_{k+3}^{\circ}(\mathbb{R}, q)$. It is well known that $\varphi_{f}\left(\mathbf{O}_{k+3}^{\circ}(\mathbb{Z}, q)\right)$ acts with compact quotient if and only if $q$ is anisotropic over $\mathbb{Q}$ (see [4]). Note that this is only possible for $k \leq 1$ by the Hasse-Minkowski Theorem.
For $\ell \in \mathbb{N}$ the subgroups

$$
\left\{\begin{array}{l}
\mathbf{0}_{k+3}(\mathbb{Z}, q, \ell):=\left\{g \in \mathbf{0}_{k+3}(\mathbb{Z}, q) \mid g \equiv I \bmod \ell\right\}  \tag{3.4}\\
\mathbf{0}_{k+3}^{\circ}(\mathbb{Z}, q, \ell):=\mathbf{0}_{k+3}(\mathbb{Z}, q, \ell) \cap \mathbf{0}_{k+3}^{\circ}(\mathbb{Z}, q)
\end{array}\right.
$$

are called principal congruence subgroups of level $\ell$. These groups are of finite index in $\mathbf{O}_{k+3}(\mathbb{Z}, q)$ and $\mathbf{O}_{k+3}^{\circ}(\mathbb{Z}, q)$, respectively. A subgroup $\Gamma<\mathbf{0}_{k+3}(\mathbb{Z}, q)$ is called a congruence subgroup if it contains a principal congruence subgroup $\mathbf{0}_{k+3}^{\circ}(\mathbb{Z}, q, \ell)$ for some $\ell \in \mathbb{N}$.
We briefly recall the relation between the Vahlen and orthogonal groups (see [15]). Equip $E_{0}:=\mathbb{Q}^{3}$ with the quadratic form

$$
q_{0}\left(y_{0}, y_{1}, y_{2}\right):=y_{0}^{2}-y_{1}^{2}-y_{2}^{2}
$$

and let $E$ be a $k$-dimensional vector space over $\mathbb{Q}$ with non-degenerate quadratic form $q$. The non-degenerate quadratic form

$$
\begin{equation*}
\tilde{q}:=q_{0} \perp q \tag{3.5}
\end{equation*}
$$

on $\tilde{E}:=E_{0} \oplus E$ defines an associated Clifford algebra $\mathcal{C}(\tilde{q})$. Let $\mathcal{C}^{+}(\tilde{q})$ be the subalgebra of $\mathcal{C}(\tilde{q})$ spanned by the basis elements $e_{M}\left(M \in \mathcal{E}_{k+3}\right)$ with $|M| \equiv 0 \bmod 2$. Writing

$$
f_{0}:=(1,0,0)^{t}, \quad f_{1}:=(0,1,0)^{t}, \quad f_{2}:=(0,0,1)^{t}
$$

for the standard basis of $E_{0}$ we define the following elements of $\mathcal{C}\left(q_{0}\right)$ :

$$
\left\{\begin{align*}
u & :=\frac{1}{2}\left(1+f_{0} f_{1}\right), & w_{1}:=\frac{1}{2}\left(f_{0}-f_{1}\right) f_{2}  \tag{3.6}\\
w_{0} & :=\frac{1}{2}\left(f_{0}+f_{1}\right) f_{2}, & v:=\frac{1}{2}\left(1-f_{0} f_{1}\right)
\end{align*}\right.
$$

The $\mathbb{Q}$-linear map

$$
\begin{aligned}
\because E & \rightarrow \mathcal{C}^{+}(\tilde{q}), \\
x & \rightarrow \dot{x}:=f_{0} f_{1} f_{2} x
\end{aligned}
$$

extends by [15], Proposition 2.4 to an injective $\mathbb{Q}$-algebra homomorphism

$$
\cdot: \mathcal{C}(q) \rightarrow \mathcal{C}^{+}(\tilde{q})
$$
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which commutes with the antiautomorphism *. The map

$$
\begin{aligned}
& \Psi: M_{2}(\mathcal{C}(q)) \rightarrow \mathcal{C}^{+}(\tilde{q}) \\
& \Psi\left(\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\right):=\dot{\alpha} u+\dot{\beta} w_{1}+\dot{\gamma} w_{0}+\dot{\delta} v
\end{aligned}
$$

is a $\mathbb{Q}$-algebra isomorphism which restricts to an isomorphism

$$
\Psi: S V_{k}(\mathbb{Q}, q) \rightarrow \operatorname{Spin}_{k+3}(\mathbb{Q}, \tilde{q})
$$

of the Vahlen group $S V_{k}(\mathbb{Q}, q)$ onto the spin-group

$$
\operatorname{Spin}_{k+3}(\mathbb{Q}, \tilde{q})=\left\{s \in \mathcal{C}^{+}(\tilde{q}) \mid s \tilde{E} s^{*} \subset \tilde{E}, s s^{*}=1\right\}
$$

(see [15], Theorem 4.1). There is a canonical homomorphism

$$
\Theta: \operatorname{Spin}_{k+3}(\mathbb{Q}, \tilde{q}) \rightarrow \mathbf{S O}_{k+3}^{\circ}(\mathbb{Q}, \tilde{q})
$$

mapping an element $s \in \operatorname{Spin}_{k+3}(\mathbb{Q}, \tilde{q})$ to the endomorphism

$$
\Theta(s): \tilde{E} \rightarrow \tilde{E}, \quad \Theta(s)(x):=s x s^{*} \quad(x \in \tilde{E}) .
$$

Defining $\tau:=\Theta \circ \Psi$ we obtain an exact sequence

$$
\begin{equation*}
1 \rightarrow\{1,-1\} \rightarrow S V_{k}(\mathbb{Q}, q) \xrightarrow{\tau} \mathbf{S O}_{k+3}(\mathbb{Q}, \tilde{q}) \xrightarrow{\sigma} \mathbb{Q}^{*} /\left(\mathbb{Q}^{*}\right)^{2} \rightarrow 1 \tag{3.7}
\end{equation*}
$$

(see [15], §5). The map $\sigma$ is the spinoral norm ([14], $\S 7$ and $\S 10$ ). An analogous construction holds over $\mathbb{R}$ instead of $\mathbb{Q}$.
Assume now that $q$ is negative definite. Every linear isomorphism $f: E \otimes_{\mathbb{Q}} \mathbb{R} \rightarrow \mathbb{R}^{k}$ satisfying $q=-I_{k} \circ f$ extends to a linear isomorphism $\tilde{f}: \tilde{E} \otimes \mathbb{Q} \mathbb{R} \rightarrow \mathbb{R}^{k+3}$ such that $\tilde{q}=\tilde{q}_{k} \circ \tilde{f}$ and we have the following commutative diagram (remember (2.4)):

$$
\begin{array}{ccccccc}
S V_{k}(\mathbb{Q}, q) & \subset & S V_{k}(\mathbb{R}, q) & \xrightarrow{\dot{f}} & S V_{k} & = & \mathrm{Iso}^{+}\left(\mathbb{H}^{k+2}\right) \\
\downarrow \tau_{q} & & \downarrow \tau_{q} & & \downarrow \tau_{-I_{k}} & & \\
\mathbf{S O}_{k+3}^{\circ}(\mathbb{Q}, \tilde{q}) & \subset & \mathbf{S O}_{k+3}^{\circ}(\mathbb{R}, \tilde{q}) & \xrightarrow{\varphi_{f}} & \mathbf{S O}_{k+3}^{\circ}\left(\mathbb{R}, \tilde{q}_{k}\right) & = & \mathrm{Iso}^{+}\left(\mathbb{K}^{k+2}\right),
\end{array}
$$

where the indices at the various maps $\tau$ indicate the underlying quadratic forms. In [15], Proposition 5.3 we explicitly wrote out a $\tau_{q}$-equivariant rational bijection $\Psi_{0}: \mathbb{H}^{k+2} \rightarrow$ $\mathbb{K}^{k+2}$. The $\tau_{q}$-equivariance of $\Psi_{0}$ means that

$$
\begin{equation*}
\Psi_{0}(\hat{f}(g) P)=\varphi_{\tilde{f}}\left(\tau_{q}(g)\right)\left(\Psi_{0}(P)\right) \tag{3.8}
\end{equation*}
$$

for all $g \in S V_{k}(\mathbb{R}, q)$ and $P \in \mathbb{H}^{k+2}$.
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3.1 Proposition. Let $q$ be a negative definite form in $k$ variables with rational coefficients and let $\Gamma<\mathbf{O}_{k+3}(\mathbb{Q}, \tilde{q})$ be a congruence subgroup. Then there exists a congruence subgroup $\Delta<S V_{k}(\mathbb{Q}, q)$ such that $\tau_{q}(\Delta)<\Gamma$.

Proof: Let $\ell \in \mathbb{Z}$ be an integer with

$$
\mathbf{0}_{k+3}(\mathbb{Z}, \tilde{q}, \ell)<\Gamma
$$

The quadratic form $q$ is defined on $\mathbb{Q}^{k}$. We choose orthogonal elements $g_{1}, \ldots, g_{k} \in \mathbb{Z}^{k}$ so that $q\left(g_{1}\right), \ldots, q\left(g_{k}\right) \in \mathbb{Z}$. Then

$$
\Lambda:=\mathbb{Z} g_{1} \oplus \ldots \oplus \mathbb{Z} g_{k}
$$

has finite index in $\mathbb{Z}^{k}$. We further choose an integer $m_{1}$ with

$$
m_{1} \cdot \mathbb{Z}^{k}<\Lambda
$$

We define $J$ to be the subring of $\mathcal{C}(q)$ generated by $\Lambda . J$ is an order in $\mathcal{C}(q)$ with

$$
J \cap V_{q}=\Lambda
$$

We define

$$
\Delta:=S V_{k}\left(J, m_{1} \cdot \ell\right)
$$

and prove now that $\tau_{q}(\Delta) \leq \Gamma$ : We define $\tilde{\Lambda}$ to be the lattice in $\mathcal{C}(\tilde{q})$ generated by $\Lambda$ and $f_{0}, f_{1}, f_{2}$. The following inclusions are then trivial:

$$
\begin{equation*}
m_{1} \cdot \mathbb{Z}^{k+3}<\tilde{\Lambda}, m_{1} \tilde{\Lambda}<m_{1} \mathbb{Z}^{k+3} \tag{3.9}
\end{equation*}
$$

For an element $g \in \Delta$ it is clear that $\tau_{q}(g)(\tilde{\Lambda})<\tilde{\Lambda}$. We conclude from (3.9) that $\tau_{q}(g)\left(\mathbb{Z}^{k+3}\right)<\mathbb{Z}^{k+3}$ and $\tau_{q}(g) \equiv I \bmod \ell$.
3.2 Remark. It is in general not true that the image $\tau_{q}(\Delta)<\mathbf{0}_{k+3}^{\circ}(\mathbb{Q}, \tilde{q})$ of a congruence subgroup $\Delta<\mathrm{SV}_{k}(\mathbb{Q}, q)$ is a congruence subgroup. Consider the following example. Let $q$ be negative definite definite form in $k \geq 0$ variables with rational coefficients. Let $J \subset \mathcal{C}(q)$ be any $\mathbb{Z}$-order and let $p_{1}, p_{2}$ be two distinct odd primes. Then clearly $\tau_{q}\left(\mathrm{SV}_{k}\left(J, p_{1} \cdot p_{2}\right)\right)$ is not a congruence subgroup. See [53] for some general theorems in connection with this phenomenon. It is interesting to note that the subgroup

$$
\left\{x \in \mathbf{0}_{k+3}(\mathbb{Z}, \tilde{q}) \quad \mid \quad \sigma(x)=1\right\}
$$

of elements of spiniorial norm 1, is always a congruence subgroup of $\mathbf{0}_{k+3}(\mathbb{Z}, \tilde{q})$. This is proved in [51] and [55].
3.3 Remark. Let again $q$ be a negative definite form in $k \geq 0$ variables with rational coefficients. The congruence subgroups $\Delta<\operatorname{Spin}_{k+3}(\mathbb{Q}, \tilde{q})$ are defined to be those subgroups which contain a group of the form

$$
\left\{g \in \operatorname{Spin}_{k+3}(\mathbb{Q}, \tilde{q}) \quad \mid \quad g-1 \in n J\right\}
$$

for some $n \in \mathbb{N}$ and some compatible $\mathbb{Z}$-order $J<\mathcal{C}(q)$. It is then clear that both

$$
\Psi: \operatorname{SV}_{k}(\mathbb{Q}, q) \rightarrow \operatorname{Spin}_{k+3}(\mathbb{Q}, \tilde{q})
$$

and its inverse map congruence subgroups to congruence subgroups.

## §4. Generalized Kloosterman Sums and the Linnik-Selberg Series

This paragraph introduces the generalized Kloosterman sums and the Linnk-Selberg series. We fix the following hypotheses and notations for paragraph 4:
$k$ - a natural number or 0 ,
$q$ - a negative definite rational quadratic form on a $k$-dimensional rational vector space $E$,
$J<\mathcal{C}(q)$ - a compatible order in the rational Clifford algebra $\mathcal{C}(q)$,
$n$ - a natural number.
In addition we introduce

$$
V_{q}=\mathbb{Q} \cdot 1 \oplus E \subset \mathcal{C}(q), \quad T(q)
$$

as in paragraph 1. We furthermore put:

$$
\begin{aligned}
V(J) & =V_{q} \cap J \\
T(J) & =T(q) \cap J \\
S V_{k}(J) & =S V_{k}(\mathbb{Q}, q) \cap M_{2}(J), \\
\Gamma:=S V_{k}(J, n) & =\left\{\left.\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in S V_{k}(J) \right\rvert\, \alpha-1, \beta, \gamma, \delta-1 \in n J\right\} .
\end{aligned}
$$

The bilinear form

$$
\langle x, y\rangle:=\frac{1}{2} \operatorname{tr} x \bar{y} \quad\left(x, y \in V_{q}\right)
$$

is an inner product on $V_{q}$, and we denote by $\Lambda^{\#}$ the dual of the lattice $\Lambda \subset V_{q}$. Obviously, a matrix $\left(\begin{array}{ll}1 & w \\ 0 & 1\end{array}\right)$ belongs to $\Gamma$ if and only if $w \in n V(J)$. Put

$$
\Gamma_{\infty}^{\prime}:=\left\{\left.\left(\begin{array}{cc}
1 & w \\
0 & 1
\end{array}\right) \right\rvert\, \quad w \in n V(J)\right\} .
$$

## §4. Generalized Kloosterman Sums and the Linnik-Selberg Series

One main aim of paragraph 4 is to describe explicitly a representative system of $\Gamma_{\infty}^{\prime} \backslash \Gamma / \Gamma_{\infty}^{\prime}$. The result will be given in Theorem 4.7. Another aim is to introduce a certain type of generalized Kloosterman sums for Clifford algebras. These sums will come up in our discussion of the scalar product of two Poincaré series in paragraph 9. The following definition will play a major role in what follows.
4.1 Deflnition. For $\gamma \in n T(J)$ let

$$
\left.\begin{array}{llll}
T_{r}(\gamma):=\{\alpha \in J & \mid \alpha-1 \in n J & , \quad \alpha \bar{\gamma} \in n V(J)
\end{array}\right\},
$$

If $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in \Gamma$ and $\gamma \neq 0$, then $\gamma \in n T(J)$ and $\alpha \in T_{r}(\gamma), \delta \in T_{\ell}(\gamma)$. If $\gamma \in n T(J)$ and $k=0$ or $k=1$ then it is easy to see that $T_{r}(\gamma) \neq \emptyset, T_{\ell}(\gamma) \neq \emptyset$. However, the latter conclusion does not hold unconditionally if $k \geq 2$ : By way of example, let $k=2$ and $E=$ $\mathbb{Q}^{2}, q(x, y)=-x^{2}-y^{2}$ for $(x, y)^{t} \in E$. Put $e_{3}=e_{1} e_{2}$ and define $J:=\mathbb{Z}+\mathbb{Z} e_{1}+\mathbb{Z} e_{2}+\mathbb{Z} e_{3}$. Then for $n=2$, we have

$$
\gamma:=2\left(2+2 e_{1}+2 e_{2}+e_{3}\right) \in 2 T(J)
$$

and $T_{r}(\gamma)=\emptyset, T_{\ell}(\gamma)=\emptyset$.
4.2 Lemma. Let $\gamma \in n T(J)$. Then the additive group $n V(J) \gamma$ acts on $T_{r}(\gamma)$ via $\alpha \mapsto \alpha+x \quad\left(\alpha \in T_{r}(\gamma), x \in n V(J) \gamma\right)$, and we have

$$
\left|T_{\mathrm{r}}(\gamma) / n V(J) \gamma\right| \leq(\bar{\gamma} \gamma)^{k+1}
$$

An analogous statement holds for $T_{\ell}(\gamma)$ with $n \gamma V(J)$ instead of $n V(J) \gamma$.

Proof. The assertion is trivially true if $T_{r}(\gamma)=\emptyset$. Suppose now that $T_{r}(\gamma) \neq \emptyset$. Obviously, $n V(J) \gamma$ acts on $T_{r}(\gamma)$. Fix $\alpha_{0} \in T_{r}(\gamma)$ and let $M:=\left\{\alpha-\alpha_{0}: \alpha \in T_{r}(\gamma)\right\}$. Then $M$ is an additive abelian group, and $n V(J) \gamma$ is a subgroup of $M$. For any $x \in M$ we have $x \bar{\gamma} \in n V(J)$ and hence $x \bar{\gamma} \gamma \in n V(J) \gamma$ where $\bar{\gamma} \gamma \in \mathbb{N}$. This implies that the rank of $M$ equals $k+1$ and

$$
[M: n V(J) \gamma] \leq(\bar{\gamma} \gamma)^{k+1}
$$

Since the map

$$
\begin{aligned}
T_{r}(\gamma) / n V(J) \gamma & \rightarrow M / n V(J) \gamma \\
\alpha+n V(J) \gamma & \mapsto \alpha-\alpha_{0}+n V(J) \gamma
\end{aligned}
$$

is a bijection, the assertion follows.
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4.3 Lemma. Let $\gamma \in n T(J)$ and $y \in T_{\ell}(\gamma)$. Then

$$
\gamma y^{*} \in V_{q} \cap J \gamma^{*} .
$$

Proof. Since $\bar{\gamma} y \in n V(J) \subset V_{q}$, we have from (1.7):

$$
\gamma \bar{\gamma} y \gamma^{*}=\varphi_{\gamma}(\bar{\gamma} y) \gamma^{\prime} \gamma^{*} \in V_{q}
$$

and hence

$$
y \gamma^{*} \in V_{q} \cap J \gamma^{*} .
$$

But the antiinvolution * leaves every element of $V_{q}$ fixed and hence

$$
\gamma y^{*}=\left(y \gamma^{*}\right)^{*}=y \gamma^{*} \in J \gamma^{*} .
$$

4.4 Lemma. Assume that $\gamma \in n T(J)$ and $x \in T_{r}(\gamma), y \in T_{\ell}(\gamma), x y^{*}-1 \in n J \gamma^{*}$. Then there exists some $\beta \in n J$ such that

$$
\left(\begin{array}{ll}
x & \beta \\
\gamma & y
\end{array}\right) \in S V_{k}(J, n)
$$

Proof. There exists some $\beta \in n J$ such that $x y^{*}-\beta \gamma^{*}=1$. In order to show that $\beta$ satisfies our requirements we use [15], p. 376, Theorem 3.7, condition 3: Obviously, $x-1, \beta, \gamma, y-1 \in n J$ and $\gamma \in T(q), x, y \in T(q) \cup\{0\}$. Now we have

$$
\begin{aligned}
\bar{x} \beta & =\left(\bar{x} x y^{*} \gamma^{\prime}-\bar{x} \gamma^{\prime}\right)(\bar{\gamma} \gamma)^{-1}, \\
y^{*} \gamma^{\prime} & =(\bar{\gamma} y)^{*} \in V_{q}, \\
\overline{\left(\bar{x} \gamma^{\prime}\right)} & =\gamma^{*}(x \bar{\gamma}) \gamma(\bar{\gamma} \gamma)^{-1} \\
& =\varphi_{\gamma^{*}}(x \bar{\gamma}) \in V_{q}
\end{aligned}
$$

and hence $\bar{x} \beta \in V_{q}$. The condition $\bar{\gamma} y \in V_{q}$ is clearly satisfied. Now if $x \neq 0$, we have $\bar{x} \in T(q)$ and hence $\beta \in T(q) \cup\{0\}$. For $x=0$ we have $-\beta \gamma^{*}=1$ and hence $\beta \in T(q)$.
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4.5 Lemma. Assume that $\gamma \in n T(J)$ and

$$
(x, y),(u, y) \in T_{r}(\gamma) \times T_{\ell}(\gamma), \quad x y^{*}-1 \in n J \gamma^{*}, \quad u y^{*}-1 \in n J \gamma^{*}
$$

Then we have $x-u \in n V(J) \gamma$.

Proof. Using Lemma 4.4 we find $\beta, b \in n J$ such that

$$
\sigma:=\left(\begin{array}{ll}
x & \beta \\
\gamma & y
\end{array}\right) \in S V_{k}(J, n), \quad \tau:=\left(\begin{array}{ll}
u & b \\
\gamma & y
\end{array}\right) \in S V_{k}(J, n) .
$$

Hence using Lemma 4.3 we obtain

$$
\tau \sigma^{-1}=\left(\begin{array}{cc}
1 & -u \beta^{*}+b x^{*} \\
0 & 1
\end{array}\right) \in \Gamma_{\infty}^{\prime}
$$

and hence $-u \beta^{*}+b x^{*} \in n V(J)$.
4.6 Theorem. Let $\gamma \in n T(J)$. Then $\gamma$ is the lower left entry of a matrix

$$
\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in S V_{k}(J, n)
$$

if and only if $(\alpha, \delta) \in T_{r}(\gamma) \times T_{\ell}(\gamma)$ and $\alpha \delta^{*}-1 \in n J \gamma^{*}$.

Proof. If $(\alpha, \delta) \in T_{r}(\gamma) \times T_{\ell}(\gamma)$ satisfies $\alpha \delta^{*}-1 \in n J \gamma^{*}$, the existence of $\beta$ follows from Lemma 4.4. The converse is obvious from the remark after Definition 4.1.
4.7 Theorem. For $\gamma \in n T(J)$ let

$$
\begin{equation*}
D(\gamma):=\left\{(x, y) \in\left(T_{r}(\gamma) / n V(J) \gamma\right) \times\left(T_{\ell}(\gamma) / n \gamma V(J)\right) \quad \mid \quad x y^{*}-1 \in n J \gamma^{*}\right\} \tag{4.3}
\end{equation*}
$$

Then $D(\gamma)$ is well-defined and

$$
\left\{\left.\left(\begin{array}{cc}
\alpha & \beta  \tag{4.4}\\
\gamma & \delta
\end{array}\right) \in S V_{k}(J, n) \right\rvert\, \gamma \in n T(J),(\alpha, \delta) \in D(\gamma)\right\}
$$

is a representative system of the set of elements $\sigma=\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in \Gamma_{\infty}^{\prime} \backslash \Gamma / \Gamma_{\infty}^{\prime}$ with $\gamma \neq 0$.

Proof. Lemma 4.3 yields that $D(\gamma)$ is well-defined. The rest follows from Lemma 4.5 and Theorem 4.6.

We now introduce the generalized Kloosterman sums which naturally come up in the present framework.
4.8 Definition. For $\mu, \nu \in(n V(J))^{\#}$ and $\gamma \in n T(J)$ let the generalized Kloosterman sum $S(\mu, \nu ; \gamma)$ be defined by

$$
\begin{align*}
S(\mu, \nu ; \gamma) & :=\sum_{(x, y) \in D(\gamma)} e\left(\frac{1}{2} \operatorname{tr}\left(x \gamma^{-1} \bar{\mu}+\gamma^{-1} y \bar{\nu}\right)\right) \\
& =\sum_{(x, y) \in D(\gamma)} e\left(\left\langle x \gamma^{-1}, \mu\right\rangle+\left\langle\gamma^{-1} y, \nu\right\rangle\right) \tag{4.5}
\end{align*}
$$

with $D(\gamma)$ from (4.3), where $e(z)=\exp (2 \pi i z)(z \in \mathbb{C})$.

The sum (4.5) contains only finitely many terms since

$$
\begin{equation*}
|D(\gamma)| \leq\left|T_{r}(\gamma) / n V(J) \gamma\right| \leq(\bar{\gamma} \gamma)^{k+1} \tag{4.6}
\end{equation*}
$$

by Lemmas 4.5 and 4.2. It is readily checked that $S(\mu, \nu ; \gamma)$ is well-defined.

### 4.9 Examples.

a) For $k=0$ we have $J=V(J)=\mathbb{Z}$, and for $n=1$ one has the classical Kloosterman sum for the modular group. For $n>1$ one obtains the general Kloosterman sums for the principal congruence subgroups of $S L_{2}(\mathbb{Z})$ as considered by Selberg [62].
b) Let $k=1, E=\mathbb{Q}, D \in \mathbb{N}$ a square-free natural number, $q(x)=-D x^{2}(x \in \mathbb{Q})$, and let $J$ be the ring of integers in $\mathbb{Q}(\sqrt{-D})$. Then the corresponding generalized Kloosterman sums coincide with the sums of Kloosterman type considered by Sarnak [58].
c) Let $q: \mathbb{Q}^{k} \rightarrow \mathbb{Q}$ be a negative definite quadratic form and define the positive definite quadratic form $Q: \mathbb{Q} \oplus \mathbb{Q}^{k} \rightarrow \mathbb{Q}$ by

$$
Q(x):=x_{0}^{2}-q\left(x_{1}, \ldots, x_{k}\right)
$$

for $x=\left(x_{0}, \ldots, x_{k}\right) \in \mathbb{Q} \oplus \mathbb{Q}^{k}$. Suppose that $J \subset \mathcal{C}(q)$ is a $\mathbb{Z}$-order, let $\mu, \nu \in V(J)^{\#}$, and define the linear forms $\lambda_{1}, \lambda_{2}: V_{q} \rightarrow \mathbb{Q}$,

$$
\lambda_{1}(x):=\langle\mu, x\rangle, \quad \lambda_{2}(x):=\langle\nu, x\rangle
$$

$\left(x \in V_{q}\right)$. Consider the special case $\gamma \in \mathbb{Z}$. Then we have $T_{r}(\gamma)=T_{\ell}(\gamma)=V(J)$, and we find

$$
S(\mu, \nu ; \gamma)=\sum_{x \in V(J) / \gamma V(J)} \exp \left(\frac{2 \pi i}{\gamma}\left(\lambda_{1}(x)+\frac{\lambda_{2}(x)}{Q(x)}\right)\right)
$$

Exponential sums of these types have also been considered by Deligne [12].

Following Linnik [46] and Selberg [62] we consider the Dirichlet series associated with the generalized Kloosterman sums (4.5).

## §5. Factorization of Generalized Kloosterman Sums

4.10 Definition. The Dirichlet series

$$
\begin{equation*}
Z(\mu, \nu ; s):=\sum_{\gamma \in n T(J)} \frac{S(\mu, \nu ; \gamma)}{(\bar{\gamma} \gamma)^{s}} \tag{4.7}
\end{equation*}
$$

$\left(\mu, \nu \in(n V(J))^{\#}\right)$ is called the Linnik-Selberg series.
$\mathrm{By}(4.6), Z(\mu, \nu ; s)$ is termwise dominated by

$$
\sum_{\gamma \in n T(J)}(\bar{\gamma} \gamma)^{k+1-R e s} .
$$

Since $\gamma$ is contained in a lattice in $\mathcal{C}(q)$ which is a vector space of dimension $2^{k}$, one finds that $Z(\mu, \nu ; s)$ converges absolutely for

$$
\begin{equation*}
\operatorname{Re} s>2^{k-1}+k+1 \tag{4.8}
\end{equation*}
$$

Of course, one expects a much larger half-plane of absolute convergence. We shall spend much effort in paragraph 7 and actually prove that the Linnik-Selberg series converges absolutely for

$$
\begin{equation*}
R e s>k+\frac{1}{2}, \tag{4.9}
\end{equation*}
$$

(see Theorem 7.17). This will be crucial for the lower bound for $\lambda_{1}$.

## §5. Factorization of Generalized Kloosterman Sums

In this paragraph we study the exponential sums $S(\mu, \nu ; \gamma)$ introduced in paragraph 4 . We consider the following objects to be fixed:
$k$ - a natural number or 0 ,
$q$ - a negative definite rational quadratic form on a $k$-dimensional rational vector space $E$,
$J<\mathcal{C}(q)$ - a compatible order in the rational Clifford algebra $\mathcal{C}(q)$,
$n$ - a natural number.
We shall decompose the sums $S(\mu, \nu ; \gamma)$ as a product of exponential sums which are defined over the localizations of the order $J$. These "local" exponential sums are easier to compute, as the next paragraph will show.
As for the general notation (as $V(J), T(J), \ldots$ ) we refer to paragraphs 1 through 4 . We further introduce:
5.1 Notation. Let $N$ be a natural number. We put

$$
\mathbb{Z}_{(N)}=\left\{\left.\frac{a}{b} \quad \right\rvert\, \quad a \in \mathbb{Z}, b \in \mathbb{N},(b, N)=1\right\}
$$

If $R$ is a subring of a $\mathbb{Q}$-algebra $A$ we define

$$
R_{(N)}=R \otimes_{\mathbb{Z}} \mathbb{Z}_{(N)}<A
$$

$\mathbb{Z}_{(N)}$ always is a semilocal ring. If $N$ is a prime number then $\mathbb{Z}_{(N)}$ is the localization of $\mathbb{Z}$ at $N \cdot \mathbb{Z}$.
5.2 Notation. For $M, N \in \mathbb{N}$ we define $N_{M}$ to be the smallest divisor of $N$ which satisfies $\left(N / N_{M}, M\right)=1$.

Note that $N_{M_{1}} \cdot N_{M_{2}}=N_{M_{1}, M_{2}}$ whenever $\left(M_{1}, M_{2}\right)=1$. The following definition is the first step for the introduction of the "local" exponential sums.
5.3 Deflnition. Let $R<\mathcal{C}(q)$ be a compatible subring and $\gamma \in n T(R)$ an element with $\stackrel{\gamma}{\gamma} \gamma=N$. We put:

$$
\begin{aligned}
& \widehat{T}_{r}(R, \gamma)=\{x \in n V(R) \mid x \gamma-N \in n N R\}, \\
& \widehat{T}_{\ell}(R, \gamma)=\{y \in n V(R) \mid \gamma y-N \in n N R\}, \\
& \widehat{T}_{r}^{\circ}(R, \gamma)=\{x \in n V(R) \mid x \gamma \in n N R\}, \\
& \widehat{T}_{\ell}^{\circ}(R, \gamma)=\{y \in n V(R) \mid \gamma y \in n N R\} .
\end{aligned}
$$

The definition makes it clear that $\widehat{T}_{r}(R, \gamma) \subset V(R)$ is the set of solutions of an (inhomogeneous) system of $R$-linear equations. The set of solutions of the corresponding homogeneous system is $\widehat{T}_{r}^{\circ}(R, \gamma)$.
The sets $\hat{T}_{r}(R, \gamma)$ and $\hat{T}_{\ell}(R, \gamma)$ are additively acted on by the group $n N V(R)$. Note that in case $n=1$ the defining conditions for $\hat{T}_{r}(R, \gamma), \hat{T}_{\ell}(R, \gamma)$ can be expressed as $x \gamma \in N R$ and $\gamma y \in N R$.

## §5. Factorization of Generalized Kloosterman Sums

5.4 Lemma. Let $\gamma \in n \cdot T(J)$ be an element with $\bar{\gamma} \gamma=N$. Then the following maps are (well-defined) bijections:

$$
\begin{aligned}
\varphi_{r}: T_{r}(\gamma) / n V(J) \gamma & \rightarrow \widehat{T}_{r}(J, \gamma) / n N V(J), \\
\varphi_{r}: x & \mapsto x \bar{\gamma}, \\
\varphi_{\ell}: T_{\ell}(\gamma) / n \gamma V(J) & \rightarrow \widehat{T}_{\ell}(J, \gamma) / n N V(J), \\
\varphi_{\ell}: y & \mapsto \bar{\gamma} y .
\end{aligned}
$$

Proof. It is clear that the maps $\varphi_{r}, \varphi_{\ell}$ respect the defining conditions and are well-defined. Their inverses are

$$
\varphi_{\mathrm{r}}^{-1}(z)=\frac{z \gamma}{N}, \quad \varphi_{\ell}^{-1}(z)=\frac{\gamma z}{N}
$$

5.5 Lemma. Let $R<\mathcal{C}(q)$ be a compatible subring and $\gamma \in n \cdot T(R)$ an element with $\bar{\gamma} \gamma=N$. Then the following map is a bijection

$$
\begin{array}{ccc}
\psi: & \widehat{T}_{r}(R, \gamma) & \rightarrow \widehat{T}_{\ell}(R, \gamma) \\
\psi: & x & \mapsto \frac{\bar{\gamma} \bar{x} \gamma^{\prime}}{N}
\end{array}
$$

Proof. Any $x \in \widehat{T}_{r}(R, \gamma)$ is in $n \cdot V(R)$ hence the condition on $\gamma$ implies that

$$
y=\frac{\bar{\gamma} \bar{x} \gamma^{\prime}}{N} \in V_{q} \cap n R=n V(R)
$$

By direct inspection it can also be seen that $y \in \widehat{T}_{\ell}(R, \gamma)$. The inverse of $\psi$ can be computed as

$$
\psi^{-1}(z)=\frac{\gamma^{\prime} \bar{z} \bar{\gamma}}{N}
$$

Note that the bijections $\psi: \widehat{T}_{r}(R, \gamma) \rightarrow \widehat{T}_{\ell}(R, \gamma)$ do in general not induce maps between

$$
\widehat{T}_{r}(R, \gamma) / n N V(R) \quad \text { and } \quad \widehat{T}_{\ell}(R, \gamma) / n N V(R)
$$
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5.6 Definition. Let $R<\mathcal{C}(q)$ be a compatible subring and $\gamma \in n T(R)$ an element with $\bar{\gamma} \gamma=N$. We define

$$
\widehat{D}(R, \gamma)=\left\{(x, y) \in\left(\widehat{T}_{r}(R, \gamma) / n N V(R)\right) \times\left(\widehat{T}_{\ell}(R, \gamma) / n N V(R)\right) \left\lvert\, \frac{x \gamma}{N} \cdot \frac{y \gamma^{*}}{N}-1 \in n R \gamma^{*}\right.\right\} .
$$

To see that Definition 5.6 makes sense we use considerations similar to those in paragraph 4 after the definition of $D(\gamma)$.
5.7 Lemma. Let $\gamma \in n T(J)$ be an element with $\bar{\gamma} \gamma=N$. Then the maps $\varphi_{r}, \varphi_{\ell}$ induce a bijection

$$
\begin{array}{cccc}
\varphi_{r} \times \varphi_{\ell}: & D(\gamma) & \rightarrow & \hat{D}(J, \gamma), \\
\varphi_{r} \times \varphi_{\ell}: & (\alpha, \delta) & \mapsto & \left(\varphi_{r}(\alpha), \varphi_{\ell}(\delta)\right) .
\end{array}
$$

For $\mu, \nu \in(n V(J))^{\#}$ the exponential sums of paragraph 4 can be computed as:

$$
S(\mu, \nu ; \gamma)=\sum_{(u, v) \in \widehat{D}(J, \gamma)} e\left(\frac{1}{2} \operatorname{tr}\left(\frac{u \bar{\mu}+v \bar{\nu}}{N}\right)\right)
$$

Proof. Using the fact that every element from $V_{q}$ is left fixed by the involution * the first part is obvious. For the second we find

$$
\begin{aligned}
S(\mu, \nu ; \gamma) & =\sum_{(x, y) \in D(\gamma)} e\left(\frac{1}{2} \operatorname{tr}\left(x \gamma^{-1} \bar{\mu}+\gamma^{-1} y \bar{\nu}\right)\right) \\
& =\sum_{(x, y) \in D(\gamma)} e\left(\frac{1}{2} \operatorname{tr}\left(\frac{x \bar{\gamma}}{N} \bar{\mu}+\frac{\bar{\gamma} y}{N} \bar{\nu}\right)\right) \\
& =\sum_{(u, v) \in \widehat{D}(J, \gamma)} e\left(\frac{1}{2} \operatorname{tr}\left(\frac{u \bar{\mu}+v \bar{\nu}}{N}\right)\right) .
\end{aligned}
$$

The following contains our definition of the local Kloosterman sums.
5.8 Definition. Let $M$ be a natural number and $\gamma \in n T\left(J_{(M)}\right)$ with $\bar{\gamma} \gamma=N$. The number $n N \in \mathbb{Z}_{(M)}$ can uniquely be written as

$$
n N=L \cdot \eta
$$

where $\eta \in \mathbb{Z}_{(M)}^{*}$ and $L \in \mathbb{N}$ with $L_{M}=L$. The inclusion $V(J)<V\left(J_{(M)}\right)$ induces an isomorphism

$$
i: V(J) / L \cdot V(J) \rightarrow V\left(J_{(M)}\right) / n N \cdot V\left(J_{(M)}\right) .
$$

For $\mu, \nu \in(n V(J))^{\#}$ we define

$$
S_{M}(\mu, \nu ; \gamma)=\sum_{\substack{(x, y) \in(V(J) / L V(J))^{2} \\(i(x), i(y)) \in \widetilde{D}\left(J_{(M)}, \gamma\right)}} e\left(\frac{1}{2} \operatorname{tr}\left(\frac{x \bar{\mu}+y \bar{\nu}}{L}\right)\right) .
$$

Note that $S_{p}(\mu, \nu ; \gamma)=S_{p^{e}}(\mu, \nu ; \gamma)$ for a prime $p$ and every $e \in \mathbb{N}$. The connection with our previous exponential sums is given by the following:
5.9 Lemma. Let $\gamma \in n \cdot T(J)$ be an element with $\bar{\gamma} \gamma=N$. For any $\mu, \gamma \in(n V(J))^{\#}$ we have:

$$
S_{N}(\mu, \nu ; \gamma)=S(\mu, \nu ; \gamma)
$$

Proof. Since $n \mid N$ the number $L$ from Definition 5.8 is equal to $n \cdot N$. By elementary considerations we find that for

$$
(x, y) \in V(J) / n N V(J) \times V(J) / n N V(J)
$$

the condition $(i(x), i(y)) \in \widehat{D}\left(J_{(N)}, \gamma\right)$ is equivalent to $(x, y) \in \widehat{D}(J, \gamma)$. The result follows from Lemma 5.7.
5.10 Lemma. Let $M, \lambda$ be natural numbers with $(M, \lambda)=1$. Let $\gamma \in n T\left(J_{(M)}\right)$ be an element with $\bar{\gamma} \gamma=N$. Then $\lambda \gamma \in n \cdot T\left(J_{(M)}\right)$ and for any $\mu, \nu \in(n V(J))^{\#}$ we have

$$
S_{M}(\mu, \nu ; \lambda \gamma)=S_{M}(\lambda \mu, \lambda \nu ; \gamma)
$$

Proof. The proof results from a straightforward check of the summation conditions.
The following describes the multiplicative behaviour of the exponential sums $S_{M}(\mu, \nu ; \gamma)$.
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5.11 Proposition. Let $M_{1}, M_{2}, \in \mathbb{N}$ be coprime natural numbers. Let $\gamma \in n T\left(J_{\left(M_{1} M_{2}\right)}\right)$ be an element with $\bar{\gamma} \gamma=N$. Choose $L_{1}, L_{2}, l_{1}, l_{2} \in \mathbb{N}$ with

$$
\frac{n N}{L_{1}} \in \mathbb{Z}_{\left(M_{1}\right)}^{*}, \quad \frac{n N}{L_{2}} \in \mathbb{Z}_{\left(M_{2}\right)}^{*}
$$

and $L_{i} l_{i}-1 \in M_{i} \mathbb{Z}$ for $i=1,2$. For $\mu, \nu \in(n V(J))^{\#}$ we have:

$$
S_{M_{1} M_{2}}(\mu, \nu ; \gamma)=S_{M_{1}}\left(l_{2} \mu, l_{2} \nu ; \gamma\right) \cdot S_{M_{2}}\left(l_{1} \mu, l_{1} \nu ; \gamma\right)
$$

Proof. Note first of all that the $L$ found in the Definition 5.8 for $S_{M_{1} M_{2}}(\mu, \nu ; \gamma)$ is equal to $L_{1} \cdot L_{2}$. The summation in the definition of $S_{M_{1} M_{2}}(\mu, \nu ; \gamma)$ extends over certain elements

$$
(x, y) \in V(J) / L_{1} \cdot L_{2} V(J) \times V(J) / L_{1} \cdot L_{2} V(J)
$$

The elements $x, y$ can be written as

$$
x=L_{1} x_{1}+L_{2} x_{2}, \quad y=L_{1} y_{1}+L_{2} y_{2}
$$

where $x_{1}, y_{1}$ are uniquely determined modulo $L_{2} V(J)$ and $x_{2}, y_{2}$ are uniquely determined modulo $L_{1} V(J)$. It is straightforward to check that the condition

$$
(i(x), i(y)) \in \widehat{D}\left(J_{\left(M_{1} M_{2}\right)}, \gamma\right)
$$

is equivalent to the following two conditions:

$$
\begin{aligned}
& \left(i\left(L_{1} x_{1}\right), i\left(L_{1} y_{1}\right)\right) \in \widehat{D}\left(J_{\left(M_{2}\right)}, \gamma\right) \\
& \left(i\left(L_{2} x_{2}\right), i\left(L_{2} y_{2}\right)\right) \in \widehat{D}\left(J_{\left(M_{1}\right)}, \gamma\right) .
\end{aligned}
$$

The proposition follows.
5.12 Corollary. Let $\gamma \in n T(J)$ be an element with $\bar{\gamma} \gamma=N$. Assume that

$$
N=p_{1}^{e_{1}} \ldots p_{r}^{e_{r}}
$$

is the prime factorization of $N$. For $i=1, \ldots, r$ there are $\lambda_{i} \in \mathbb{N}$ with $\left(\lambda_{i}, p_{i}\right)=1$ such that

$$
S(\mu, \nu ; \gamma)=\prod_{i=1}^{r} S_{p_{i}}\left(\lambda_{i} \mu, \lambda_{i} \nu ; \gamma\right)
$$

for all $\mu, \nu \in(n V(J))^{\#}$.

Proof. The corollary follows from Lemma 5.9 and Proposition 5.11.
Corollary 5.12 contains a formula given by Estermann [19] for the classical Kloosterman sums; see also Sarnak [58].
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This paragraph contains certain estimates of the exponential sums $S_{p}(\mu, \nu ; \gamma)$ defined in paragraph 5. These will be important for our estimates of the coefficients of the LinnikSelberg series. Under a certain hypothesis on $\gamma$ we shall be able to compute $S_{p}(\mu, \nu ; \gamma)$ in terms of classical Kloosterman sums. The required estimate will follow from the bounds of Weil [68] and Salié [56], [57]. In the remaining cases we study the summation condition and estimate the exponential sum $S_{p}(\mu, \nu ; \gamma)$ by the number of summands. These last results are far from being optimal. But for our purposes here they turn out to be sufficient.
As for this paragraph we consider the following objects to be fixed:
$k$ - a natural number or 0,
$q$ - a negative definite rational quadratic form on a $k$-dimensional rational vector space $E$,
$J<\mathcal{C}(q)$ - a compatible order in the rational Clifford algebra $\mathcal{C}(q)$,
$n$ - a natural number,
$p$ - a prime number,
$n_{p}$ - the maximal integer such that $p^{n_{p}} \mid n$.
For our later considerations it will be useful to introduce the following classification of elements of $\mathcal{C}(q)$.
6.1 Definition. Let $R<\mathcal{C}(q)$ be a compatible subring. Put $R_{0}=R \cap \mathbb{Q} \cdot 1$. An element $\gamma \in T(R)$ is called ( $R_{0}, n$ )-primitive if the equation

$$
r \cdot \eta=\gamma
$$

for $\eta \in R$ and $r \in R_{0}$ implies that $r$ divides $n$ in $R_{0}$. A ( $R_{0}, n$ )-primitive element $\gamma \in T(R)$ is called ( $R_{0}, n$ )-degenerate if there is a non-unit $\lambda \in R_{0}$ with:
(i) $\lambda \mid \gamma \bar{\gamma}$,
(ii) $\widehat{T}_{r}(R, \gamma) \subset \lambda \cdot n V(R) \quad$ or $\quad \widehat{T}_{\ell}(R, \gamma) \subset \lambda \cdot n V(R)$;
$\gamma$ is called $\left(R_{0}, n\right)$-nondegenerate otherwise. $R_{0}$-primitive or $R_{0}$ - degenerate is defined as ( $R_{0}, 1$ )-primitive or degenerate.

For an element $\gamma \in T(J)$ the following statements are equivalent:
(i) $\gamma$ is $(\mathbb{Z}, n)$-primitive.
(ii) $\gamma$ is $\left(\mathbb{Z}_{(\ell)}, n\right)$-primitive for all primes $\ell$.
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(iii) $\gamma$ is $\left(\mathbb{Z}_{(M)}, n\right)$-primitive for all $M \in \mathbb{N}$.

For a ( $\mathbb{Z}, n$ )-primitive element $\gamma \in T(J)$ the following statements are equivalent:
(i) $\gamma$ is $(\mathbb{Z}, n)$-nondegenerate .
(ii) $\gamma$ is $\left(\mathbb{Z}_{(\ell)}, n\right)$-nondegenerate for all primes $\ell$.
(iii) $\gamma$ is $\left(\mathbb{Z}_{(M)}, n\right)$-nondegenerate for all $M \in \mathbb{N}$.

Every $\left(\mathbb{Z}_{(p)}, n\right)$-primitive element $v \in V\left(J_{(p)}\right)$ is also $\left(\mathbb{Z}_{(p)}, n\right)$-nondegenerate. Note further that every element $\delta \in n \cdot T\left(J_{(p)}\right)$ can be written as

$$
\delta=p^{f} \gamma
$$

with $f \geq 0$, where $\gamma \in n \cdot T\left(J_{(p)}\right)$ is $\left(\mathbb{Z}_{(p)}, n\right)$-primitive.
The following is more or less obvious.
6.2 Lemma. Let $\delta, \gamma \in n T\left(J_{(p)}\right)$ with $\delta=p^{f} \cdot \gamma$ for some $f \in \mathbb{N} \cup\{0\}$. Then:

$$
\begin{array}{ll}
\widehat{T}_{r}\left(J_{(p)}, \delta\right)=p^{f} \widehat{T}_{r}\left(J_{(p)}, \gamma\right), & \widehat{T}_{\ell}\left(J_{(p)}, \delta\right)=p^{f} \widehat{T}_{\ell}\left(J_{(p)}, \gamma\right), \\
\widehat{T}_{r}^{\circ}\left(J_{(p)}, \delta\right)=p^{f} \widehat{T}_{r}^{\circ}\left(J_{(p)}, \gamma\right), & \widehat{T}_{\ell}^{\circ}\left(J_{(p)}, \delta\right)=p^{f} \widehat{T}_{\ell}^{\circ}\left(J_{(p)}, \gamma\right)
\end{array}
$$

The following lemma is useful for the final computation of our exponential sums.
6.3 Lemma. Let $p$ be a prime and $\gamma \in n T\left(\mathbb{Z}_{(p)}\right)$ a ( $\left.\mathbb{Z}_{(p)}, n\right)$-primitive element which is ( $\left.\boldsymbol{Z}_{(p)}, n\right)$-degenerate. Then:

$$
\widehat{D}\left(J_{(p)}, p^{f} \gamma\right)=\emptyset
$$

for all $f \in \mathbb{N} \cup\{0\}$.

Proof. We first consider the case $f=0$. Take an element

$$
(x, y) \in \widehat{T}_{r}\left(J_{(p)}, \gamma\right) \times \widehat{T}_{\ell}\left(J_{(p)}, \gamma\right)
$$

so that its image lies in $\widehat{D}\left(J_{(p)}, \gamma\right)$.
If $y \in p n V\left(J_{(p)}\right)$ we consider the equation

$$
\frac{x \gamma}{p^{r} \eta} \cdot \frac{y \gamma^{*}}{p^{r} \eta}-1 \in n J_{(p)} \gamma^{*}
$$
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where $\bar{\gamma} \gamma=p^{r} \eta$ with a unit $\eta$ and $r \in \mathbb{N}$. Notice that $r=0$ is not possible because $\gamma$ is $\left(\mathbb{Z}_{(p)}, n\right)$-degenerate. Multiplication by $\gamma^{\prime}$ yields

$$
\frac{x \gamma}{p^{r} \eta} \cdot y-\gamma^{\prime} \in n J_{(p)} p^{r} .
$$

This contradicts the fact that $\gamma$ is $\left(\mathbb{Z}_{(p)}, n\right)$ primitive.
If $x \in p n V\left(J_{(p)}\right)$ then using Lemma 5.5 we write:

$$
y=\frac{\bar{\gamma} \bar{z} \gamma^{\prime}}{p^{\tau} \eta}
$$

with a suitable $z \in \widehat{T}_{r}\left(J_{(p)}, \gamma\right)$. The defining equation for $(x, y) \in \widehat{D}\left(J_{(p)}, \gamma\right)$ yields

$$
\frac{x \gamma}{p^{r} \eta} \cdot \frac{\bar{\gamma} \bar{z} \gamma^{\prime} \bar{\gamma}^{\prime}}{p^{r} \eta \cdot p^{r} \eta}-1=\frac{x \bar{z}}{p^{r} \eta}-1 \in n J_{(p)} \gamma^{*} .
$$

We multiply by $\gamma^{\prime}$ and obtain

$$
x \cdot \frac{\bar{z} \cdot \gamma^{\prime}}{p^{r} \eta}-\gamma^{\prime} \in n J_{(p)} p^{r} .
$$

This again is a contradiction against $\gamma$ being $\left(\mathbb{Z}_{(p)}, n\right)$-primitive. This finishes the case $f=0$.
The case $f \geq 1$ follows with the help of Lemma 6.2 and similar arguments.
6.4 Corollary. Let $\gamma \in n T(J)$ be an element which is ( $\mathbb{Z}, n)$-primitive and ( $\mathbb{Z}, n$ )degenerate. Then:

$$
S(\mu, \nu ; t \gamma)=0
$$

for all $t \in \mathbb{Z} \backslash\{0\}$ and $\mu, \nu \in(n V(J))^{\#}$.

Proof. This is deduced from the above and Corollary 5.12 which describes the multiplicative decomposition of $S(\mu, \nu ; t \gamma)$.

To proceed with our computations we need the following definitions.
6.5 Definition. Let $R<\mathcal{C}(q)$ be a compatible subring. Put $R_{0}=R \cap \mathbb{Q} \cdot 1$ and

$$
V_{1}(R)=R \cap E
$$

Define $\tilde{R}$ to be the $R_{0}$-algebra generated by $V_{1}(R)$ in $\mathcal{C}(q)$.
6.6 Definition. We define $p^{f(p, J)}$ to be the exponent of $\tilde{J}_{(p)}$ in $J_{(p)}$, that is

$$
f(p, J)=\min \left\{f \in \mathbb{N} \cup\{0\} \quad \mid p^{f} J_{(p)}<\tilde{J}_{(p)}\right\}
$$

We call $J$ to $\mathbb{Z}_{(p)}$-diagonal if $f(p, J)=0$.

Notice that $f(p, J)$ is well-defined since $\tilde{J}_{(p)}$ has finite index in $J_{(p)}$. Since $\tilde{J}$ also has finite index in $J$, the $\mathbb{Z}$-order $J$ is $\mathbb{Z}_{(p)}$-diagonal for almost all primes $p$.
The two following lemmas are used to compute $\widehat{T}_{r}\left(J_{(p)}, \gamma\right)$ for certain elements $\gamma$.
6.7 Lemma. Let $p$ be an odd prime and $f \in \mathbb{N} \cup\{0\}$. Let $u \in V\left(J_{(p)}\right)$ be a $\mathbb{Z}_{(p)^{-}}$ primitive element with

$$
\bar{u} u=p^{t} \cdot \kappa
$$

where $t \in \mathbb{N} \cup\{0\}$ and $\kappa \in \mathbb{Z}_{(p)}$ is a unit. Then we have:

$$
\begin{array}{ll}
\left\{x \in V\left(J_{(p)}\right) \quad \mid \quad\right. & \left.x u \in p^{f} J_{(p)}\right\} \subset \\
& \left\{\lambda \bar{u}+p^{f-f(p, J)} z \quad \mid \lambda \in \mathbb{Z}_{(p)} \cap p^{f-f(p, J)-t} \mathbb{Z}_{(p)}, \quad z \in V\left(J_{(p)}\right)\right\} .
\end{array}
$$

Equality holds if $J$ is $\mathbb{Z}_{(p)}$-diagonal.

Proof. Since $J_{(p)}$ is a compatible subring of $\mathcal{C}(q)$ and $p$ is odd we have

$$
V\left(J_{(p)}\right)=\mathbb{Z}_{(p)} \oplus V_{1}\left(J_{(p)}\right)
$$

Take a $\mathbb{Z}_{(p)}$-basis $f_{1}, \ldots, f_{k}$ of $V_{1}\left(J_{(p)}\right)=J_{(p)} \cap E$ and write

$$
\begin{aligned}
& x=x_{0}+x_{1} f_{1}+\ldots+x_{k} f_{k}, \\
& u=u_{0}+u_{1} f_{1}+\ldots+u_{k} f_{k} .
\end{aligned}
$$

We compute

$$
\begin{equation*}
x u=a+\sum_{i=1}^{k}\left(x_{0} u_{i}+u_{0} x_{i}\right) f_{i}+\sum_{i<j}\left(x_{i} u_{j}-u_{i} x_{j}\right) f_{i} f_{j} \tag{6.1}
\end{equation*}
$$

with some $a \in \mathbb{Z}_{(p)}$. Clearly for $x u \in p^{f} J_{(p)}$ it is necessary that $p^{f-f(p, J)}$ divides the coefficients of the expression (6.1). Hence the ( $2 \times 2$ )-minors of the matrix

$$
\left(\begin{array}{cc}
x_{0} & x_{1} \ldots x_{k} \\
-u_{0} & u_{1} \ldots u_{k}
\end{array}\right)
$$
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are all divisible by $p^{f-f(p, J)}$. By linear algebra ( $u$ is $\mathbb{Z}_{(p)}$-primitive!) this implies that

$$
\begin{equation*}
x=\lambda \bar{u}+p^{f-f(p, J)} z \tag{6.2}
\end{equation*}
$$

for some $\lambda \in \mathbb{Z}_{(p)}$ and $z \in V\left(J_{(p)}\right)$. From (6.2) we compute $x \cdot u$ and find the condition for $\lambda$.
If $f(p, J)=0$ then the other inclusion is obvious.
The prime 2 plays a somewhat particular role:
6.8 Lemma. Let $f \in \mathbb{N} \cup\{0\}$ and $u \in V\left(J_{(2)}\right)$ a $\mathbb{Z}_{(2)}$-primitive element with

$$
\bar{u} u=2^{t} \cdot \kappa
$$

where $t \in \mathbb{N} \cup\{0\}$ and $\kappa \in \mathbb{Z}_{(2)}$ is a unit. Then

$$
\begin{array}{lll}
\left\{x \in V\left(J_{(2)}\right) \quad \mid\right. & \left.x u \in 2^{f} J_{(2)}\right\} \subset \\
& \left\{\lambda \bar{u}+p^{f-f(2, J)-2} z \quad \mid \quad \lambda \in \mathbb{Z}_{(2)} \cap 2^{f-f(2, J)-t-2} \mathbb{Z}_{(2)}, \quad z \in V\left(J_{(2)}\right)\right\} .
\end{array}
$$

Proof. The compatibility of $J_{(2)}$ implies that

$$
2 \cdot V(J(2))<\mathbb{Z}_{(2)} \oplus V_{1}\left(J_{(2)}\right)
$$

As in the proof of Lemma 6.7 the elements $2 x$ und $2 u$ can be suitably expressed and the proof is finished by the same argument.
6.9 Corollary. Let $\gamma \in n T\left(J_{(p)}\right)$ be a $\left(\mathbb{Z}_{(p)}, n\right)$-primitive and $\left(\mathbb{Z}_{(p)}, n\right)$-nondegenerate element with $\bar{\gamma} \gamma=N=p^{r} \eta$ where $r \in \mathbb{N} \cup\{0\}$ and $\eta$ is a unit in $\mathbb{Z}_{(p)}$. Then

$$
\begin{aligned}
& \left|\widehat{T}_{r}^{0}\left(J_{(p)}, \gamma\right) / p^{r} n V\left(J_{(p)}\right)\right| \leq p^{r+(k+1)\left(f(p, J)+n_{p}+a_{p}\right)}, \\
& \left|\hat{T}_{\ell}^{0}\left(J_{(p)}, \gamma\right) / p^{r} n V\left(J_{(p)}\right)\right| \leq p^{r+(k+1)\left(f(p, J)+n_{p}+a_{p}\right)} .
\end{aligned}
$$

Here, $a_{p}=0$ if $p$ is odd and $a_{2}=2$.

Proof. Take an element $x \in \widehat{T}_{r}\left(J_{(p)}, \gamma\right)$ which is not contained in $p^{n_{p}+1} V\left(J_{(p)}\right)$. Let $y \in \widehat{T}_{r}^{0}\left(J_{(p)}, \gamma\right)$. The two equations

$$
\begin{equation*}
x \gamma-N \in n N J_{(p)} \quad, \quad y \gamma \in n N J_{(p)} \tag{6.3}
\end{equation*}
$$
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imply

$$
y \frac{\bar{x}}{p^{n_{p}}} \in p^{r} J_{(p)},
$$

and since $\bar{x} / p^{\boldsymbol{n}_{\boldsymbol{p}}}$ is $\mathbb{Z}_{(p)}$ primitive Lemmas 6.7 and 6.8 apply.
The statement about $\widehat{T}_{\ell}^{0}\left(J_{(p)}, \gamma\right)$ follows by using the antiinvolution ${ }^{-}$.
For the following note that if $p$ does not divide $n$ (i.e. $n_{p}=0$ ) we have

$$
\widehat{T}_{r}\left(J_{(p)}, \gamma\right)=\widehat{T}_{r}^{0}\left(J_{(p)}, \gamma\right)
$$

for all $\gamma \in n T\left(J_{(p)}\right)=T\left(J_{(p)}\right)$.
6.10 Corollary. Assume that $p$ is an odd prime and that $J$ is $\mathbb{Z}_{(p)}$-diagonal. Assume further that $n_{p}=0$. Let $\gamma \in T\left(J_{(p)}\right)$ be $\mathbb{Z}_{(p)}$-primitive and $\mathbb{Z}_{(p)}$-nondegenerate with $\bar{\gamma} \gamma=p^{r} \eta$ where $r \in \mathbb{N} \cup\{0\}$ and $\eta \in \mathbb{Z}_{(p)}$ is a unit. Then the groups

$$
\widehat{T}_{r}\left(J_{(p)}, \gamma\right) / p^{r} V\left(J_{(p)}\right) \quad \text { and } \quad \widehat{T}_{\ell}\left(J_{(p)}, \gamma\right) / p^{r} V\left(J_{(p)}\right)
$$

are cyclic of order $p^{r}$.

Proof. Follows as in Corollary 6.9 from Lemma 6.7.
6.11 Remark. The structure of the groups $\widehat{T}_{r}^{\circ}(J, \gamma) / n N V(J)$ can also be described in the case where $\gamma$ is $\mathbb{Z}$-degenerate. We wish to mention the following result which we shall not prove here. Let $n=1$ and assume that $J$ is $\mathbb{Z}$-diagonal. Let $\gamma \in T(J)$ be a $\mathbb{Z}$-primitive element with $\bar{\gamma} \gamma=N$. Then

$$
\begin{equation*}
\left|\widehat{T}_{r}^{\circ}(J, \gamma) / N V(J)\right|=N \tag{6.4}
\end{equation*}
$$

We also have obtained results on the exact cycle structure of the groups $\widehat{T}_{r}^{\circ}(J, \gamma) / N V(J)$.

Under the assumptions of Corollary 6.10 we shall now compute the exponential sums $S_{p}(\mu, \nu ; \gamma)$. We remind the reader now of the definition of the classical Kloosterman sums [13], [56], [68].
6.12 Notation. Let $N, a, b, c$ be integers with $N \neq 0$. Then the (classical) Kloosterman sum is defined as:

$$
\begin{equation*}
K S(a, b ; c, N)=\sum_{\substack{x, y \in \mathbb{Z} / N \mathbb{Z} \\ x y c-1 \in N \boldsymbol{Z}}} e\left(\frac{x a+y b}{N}\right) . \tag{6.5}
\end{equation*}
$$

The following definition is made possible by Corollary 6.10 .
6.13 Definition. Assume that $p$ is an odd prime and that $J$ is $\mathbb{Z}_{(p)}$-diagonal. Assume further that $n_{p}=0$. Let $\gamma \in T\left(J_{(p)}\right)$ be a $\mathbb{Z}_{(p) \text {-primitive and nondegenerate element with }}$ $\bar{\gamma} \gamma=p^{r} \eta$ where $r \in \mathbb{N} \cup\{0\}$ and $\eta \in \mathbb{Z}_{(p)}$ is a unit. Define

$$
v_{\gamma} \in \widehat{T}_{r}\left(J_{(p)}, \gamma\right), \quad w_{\gamma} \in \widehat{T}_{\ell}\left(J_{(p)}, \gamma\right)
$$

so that their residue classes $\left[v_{\gamma}\right]$ and $\left[w_{\gamma}\right]$ generate $\widehat{T}_{r}\left(J_{(p)}, \gamma\right) / p^{r} V\left(J_{(p)}\right)$ or $\widehat{T}_{\ell}\left(J_{(p)}, \gamma\right) / p^{r} V\left(J_{(p)}\right)$, respectively.
6.14 Proposition. Assume that $p$ is an odd prime number and that $J$ is $\mathbb{Z}_{(p)}$-diagonal. Assume further that $p \nmid n$. Let $\gamma \in T\left(J_{(p)}\right)$ be a $\mathbb{Z}_{(p)}$-primitive and $\mathbb{Z}_{(p)}$-nondegenerate element with $\bar{\gamma} \gamma=p^{r} \eta$ where $r \in \mathbb{N} \cup\{0\}$ and $\eta \in \mathbb{Z}_{(p)}$ is a unit. Choose $v_{\gamma}, w_{\gamma}$ as in Definition 6.13. Let $t_{1}, t_{2}, t_{3} \in \mathbb{Z}_{(p)}$ and $u \in V\left(J_{(p)}\right)$ be chosen so that

$$
\begin{gather*}
w_{\gamma}=\frac{\bar{\gamma} \overline{\left(t_{1} v_{\gamma}+p^{r} \eta u\right)} \gamma^{\prime}}{p^{r} \eta},  \tag{6.6}\\
t_{2}=\frac{\bar{v}_{\gamma} v_{\gamma}}{p^{r} \eta}, \quad t_{3}=v_{\gamma} \bar{u}+\bar{v}_{\gamma} .
\end{gather*}
$$

Define $d=d\left(\gamma, v_{\gamma}, w_{\gamma}\right)$ to be $d=t_{1} t_{2}+t_{3}$. Then the following statements hold:
(i) For $x, y \in \mathbb{Z}_{(p)}$ the conditions

$$
\left(x\left[v_{\gamma}\right], y\left[w_{\gamma}\right]\right) \in \widehat{D}\left(J_{(p)}, \gamma\right)
$$

and

$$
d x y-1 \in p^{r} \mathbb{Z}_{(p)}
$$

are equivalent.
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(ii) For $\mu, \nu \in(n V(J))^{\#}$ put

$$
a=\left\langle v_{\gamma}, \mu\right\rangle \quad, \quad b=\left\langle v_{\gamma}, \nu\right\rangle .
$$

Then we have

$$
S_{p}(\mu, \nu ; \gamma)=K S\left(a, b ; d, p^{r}\right)
$$

Proof. Notice first of all that the choice of $t_{1}, t_{2}, t_{3}$ is possible because of Lemmas 5.5 and 6.7. The condition $\left(x\left[v_{\gamma}\right], y\left[w_{\gamma}\right]\right) \in \widehat{D}\left(J_{(p)}, \gamma\right)$ is equivalent to

$$
\begin{equation*}
\frac{x v_{\gamma} \gamma}{p^{r} \eta} \cdot \frac{y w_{\gamma} \gamma^{*}}{p^{r} \eta}-1 \in J_{(p)} \gamma^{*} . \tag{6.8}
\end{equation*}
$$

We substitute (6.6) and (6.7) into (6.8) and multiply by $\gamma^{\prime}$ from the right and find that (6.8) is equivalent to

$$
(x y d-1) \gamma^{\prime} \in p^{r} J_{(p)} .
$$

Since $\gamma$ is $\mathbb{Z}_{(p)}$-primitive the claim (i) follows. (ii) is an obvious consequence of (i).

The formula for the $S_{p}(\mu, \nu ; \gamma)$ can now be used to evaluate our generalized Kloosterman sums in terms of classical Kloosterman sums.
6.15 Corollary. Assume that $n=1$ and that $J$ is $\mathbb{Z}$-diagonal. Let $\gamma \in T(J)$ be a $\mathbb{Z}$-primitive and $\mathbb{Z}$-nondegenerate element with $\bar{\gamma} \gamma=N$. For every $\mu, \nu \in V(J)^{\#}$ there are $a, b, d \in \mathbb{Z}$ so that

$$
S(\mu, \nu ; \gamma)=K S(a, b ; d, N)
$$

Proof. This fact follows from the multiplicative decomposition in Lemma 5.5. Notice that for the classical Kloosterman sums the same formulas hold, [19].

The assumption $n=1$ in Corollary 6.15 can easily be removed. One gets a similar formula where the Kloosterman sum on the right has to be replaced by a somewhat generalized exponential sum.
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6.16 Remark. Proposition 6.14 is a special case of a great variety of special formulas for the $S_{p}(\mu, \nu ; \gamma)$. As these play no role in the present proofs we do not treat them in detail. We want to mention here the case that $\gamma=p^{f} \gamma_{0}$ where $\gamma_{0}$ is $\mathbb{Z}$-primitive and $f \geq 1$. In this case we report on the following (generic) special case. Assume that $p$ is a prime and $r, f \in \mathbb{N} \cup\{0\}$. Assume further that $J_{(p)}$ is $\mathbb{Z}_{(p)}$-diagonal and that $V\left(J_{(p)}\right) / p^{r+2 f} V\left(J_{(p)}\right)$ has a basis

$$
\begin{equation*}
1, \bar{v}=f_{1}, f_{2}, \ldots, f_{k} \tag{6.9}
\end{equation*}
$$

with

$$
f_{i} f_{j}=-f_{j} f_{i} \quad \text { for } \quad i, j=1, \ldots, k \text { with } i \neq j
$$

and

$$
f_{i} \bar{f}_{i}=\lambda_{i} \quad \text { for } \quad i=2, \ldots, k
$$

and

$$
\bar{f}_{1} f_{1}=\bar{v} v=p^{r}
$$

It follows from the above that

$$
\begin{aligned}
\widehat{T}_{\mathbf{r}}\left(J_{(p)}, p^{f} v\right) & =\widehat{T}_{\ell}\left(J_{(p)}, p^{f} v\right)= \\
& =\left\{x p^{f} \bar{v}+p^{r+f}\left(x_{0}+\sum_{i=2}^{k} x_{i} f_{i}\right) \mid x, x_{0}, x_{2}, \ldots, x_{k} \in \mathbb{Z}_{(p)}\right\} .
\end{aligned}
$$

We write $[u]$ for the residue class of $u \in V\left(J_{(p)}\right)$ in $V\left(J_{(p)}\right) / p^{r+2 f} V\left(J_{(p)}\right)$. Then the condition

$$
\left(\left[x p^{f} \bar{v}+p^{r+f}\left(x_{0}+\sum_{i=2}^{k} x_{i} f_{i}\right)\right] \quad, \quad\left[y p^{f} \bar{v}+p^{r+f}\left(y_{0}+\sum_{i=2}^{k} y_{i} f_{i}\right)\right]\right) \in \widehat{D}\left(J_{(p)}, p^{f} v\right)
$$

is equivalent to the following set of equations:

$$
\left\{\begin{align*}
& x y-1+p^{r}\left(x_{0} y_{0}+\sum_{i=2}^{k} \lambda_{i} x_{i} y_{i}\right) \in p^{r+f} \mathbb{Z}_{(p)}  \tag{6.10}\\
& x y_{i}+y x_{i} \in p^{f} \mathbb{Z}_{(p)} \text { for } \quad i=0,2, \ldots, k \\
& x_{0} y_{i}+y_{0} x_{i} \in p^{f} \mathbb{Z}_{(p)} \text { for } \quad i=2, \ldots, k, \\
& x_{i} y_{j}-y_{j} x_{i} \in p^{f} \mathbb{Z}_{(p)} \text { for } \quad i, j=2, \ldots, \text { kwith } i \neq j
\end{align*}\right.
$$

From (6.10) a description of the exponential sums $S_{p}\left(\mu, \nu ; p^{f} v\right)$ can be derived.

For the formulation of our final results we give the following definition.

## §6. Relations with classical Kloosterman Sums

6.17 Definition. For $\mu \in(n V(J))^{\#}$ and $N \in \mathbb{N}$ we write $\mu_{N}$ for the following homomorphism

$$
\begin{aligned}
\mu_{N}: n V(J) / n N V(J) & \longrightarrow \mathbb{Z} / N \mathbb{Z}, \\
x+n N V(J) & \longmapsto\langle x, \mu\rangle+N \mathbf{Z} .
\end{aligned}
$$

6.18 Theorem. Let $p$ be a prime and let $\gamma_{0} \in n T\left(J_{(p)}\right)$ be a $\left(\mathbb{Z}_{(p)}, n\right)$-primitive element with $\overline{\gamma_{0}} \gamma_{0}=p^{r} \eta$ with $r \in \mathbb{N} \cup\{0\}$ and $(p, \eta)=1$. For $f \in \mathbb{N} \cup\{0\}$ consider $\gamma=p^{f} \gamma_{0}$. Then the following statements hold:
(i) There is a constant $c_{p}$ (depending only on $p$ and not on $\gamma$ ) such that

$$
\left|S_{p}(\mu, \nu ; \gamma)\right| \leq c_{p} p^{r+f(k+1)}
$$

for all $\mu, \nu \in(n V(J))^{\#}$ and $\gamma$ as above.
(ii) If $J_{(p)}$ is $\mathbb{Z}$-diagonal and if $n_{p}=0$ then

$$
\left|S_{p}(\mu, \nu ; \gamma)\right| \leq p^{r+f(k+1)}
$$

for all $\mu, \nu \in V(J)^{\#}$ and $\gamma$ as above.
(iii) Let $J_{(p)}$ be $\mathbb{Z}_{(p)}$-diagonal and assume that $r=1$ and $f=0$. Let $v_{\gamma}, w_{\gamma}$ be the elements defined in Definition 6.13. Then

$$
\left|S_{p}(\mu, \nu ; \gamma)\right| \leq \begin{cases}p-1 & \text { if }\left[v_{\gamma}\right] \in \operatorname{ker} \mu_{p} \text { and }\left[w_{\gamma}\right] \in \operatorname{ker} \nu_{p}, \\ 1 & \text { if }\left[v_{\gamma}\right] \notin \operatorname{ker} \mu_{p} \text { and }\left[w_{\gamma}\right] \in \operatorname{ker} \nu_{p}, \\ 1 & \text { if }\left[v_{\gamma}\right] \in \operatorname{ker} \mu_{p} \text { and }\left[w_{\gamma}\right] \notin \operatorname{ker} \nu_{p}, \\ 2 \sqrt{p} & \text { if }\left[v_{\gamma}\right] \notin \operatorname{ker} \mu_{p} \text { and }\left[w_{\gamma}\right] \notin \operatorname{ker} \nu_{p} .\end{cases}
$$

Proof. In case $f=0$ the statements (i) and (ii) follow from Corollary 6.9 and 6.10 . The case $f>0$ is easily derived from this and Lemma 6.2. Statement (iii) follows from Proposition 6.14 together with either trivial considerations or as in the last case from Weil's estimate [68] for Kloosterman sums.
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## §7. An upper bound for the abscissa of absolute convergence of the LinnikSelberg series

Here we shall use our estimates of the generalized Kloosterman sums from paragraph 6 to obtain results about the region of absolute convergence of the Linnik-Selberg series defined in paragraph 4.
We consider the following objects to be fixed:
$k$ - a natural number or 0 ,
$q$ - a negative definite rational quadratic form on a $k$-dimensional vector space $E$,
$J<\mathcal{C}(q)$ - a compatible order in the rational Clifford algebra $\mathcal{C}(q)$,
$J^{1}$ - is the set of transformers of norm 1 in $T(J)$,
$w_{J}$ - is the cardinality of $J^{1}$,
$n$ - a natural number.
Notice that $J^{1}=\{\varepsilon \in T(J) \quad \mid \quad \varepsilon \bar{\varepsilon}=1\}$ is finite because of (1.10).
We start by introducing the coefficients of the Dirichlet series represented by the LinnkSelberg series.
7.1 Definition. For every $\mu, \nu \in(n V(J))^{\#}$ and every $N \in \mathbb{N}$ we put

$$
A(\mu, \nu ; N)=\sum_{\substack{\gamma \in \mathbb{n} T(J) \\ \bar{\gamma} \gamma=N}} S(\mu, \nu ; \gamma)
$$

For a $d \in \mathbb{N}$ with $d^{2} \mid N$ we put

$$
A_{d}(\mu, \nu ; N)=\sum_{\substack{\delta \in n T(J) \\ \delta \text { is }(\mathbb{Z}, n)-\text { primitive } \\ d^{2} \bar{\delta} \delta=N}} S(\mu, \nu ; d \delta) .
$$

With our definitions from paragraph 4 we find

$$
\begin{equation*}
Z(\mu, \nu ; s)=\sum_{N=1}^{\infty} \frac{A(\mu, \nu ; N)}{N^{s}} \tag{7.1}
\end{equation*}
$$

Obviously we have

$$
\begin{equation*}
A(\mu, \nu ; N)=\sum_{d^{2} \mid N} A_{d}(\mu, \nu ; N) \tag{7.2}
\end{equation*}
$$

Next we shall replace the summation over $\gamma$ in the definition of $A(\mu, \nu ; N)$ by the summation over certain subgroups of $V(J) / n N V(J)$. In the following we shall think of $N, d, M$ as natural numbers satisfiying $N=M d^{2}$.
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7.2. Definition. Let $M \geq 1$ be an integer. A subgroup $U \leq V(J) / n M V(J)$ is called a liftable 1-dimensional isotropic subspace if there is an $a \in n V(J)$ with the following properties:
(i) the residue class $a+n M V(J)$ generates $U$,
(ii) $a \bar{a}=M t$ and $(M, t)=1$,
(iii) $a / n$ is $\mathbb{Z}_{(M)}$-primitive.

The element $a$ is called a distinguished generator for $U$. We write $\boldsymbol{I}(\boldsymbol{M})$ for the set of liftable 1-dimensional isotropic subspaces in $V(J) / n M V(J)$.
7.3 Definition. Let $N, d, M \geq 1$ be integers with $N=M d^{2}$. Let $\gamma \in n T(J)$ be an element with $\bar{\gamma} \gamma=N$ so that $\gamma / d$ is $(\mathbb{Z}, n)$-primitive. A liftable 1-dimensional isotropic subspace $U \in I(M)$ is called attached to $\gamma$ if there is a distinguished generator $a$ of $U$ with

$$
d a \gamma-N \in n N J
$$

We write $I(\gamma)$ for the set of $U \in I(M)$ attached to $\gamma$.
7.4 Lemma. Let $N \geq 1$ be an integer and $\gamma \in n T(J)$ be an element with $\bar{\gamma} \gamma=N$. Assume that

$$
\widehat{D}(J, \gamma) \neq \emptyset .
$$

Then $I(\gamma) \neq \emptyset$.

Proof. The hypothesis being satisfied choose $(x, y) \in \widehat{T}_{r}(J, \gamma) \times \widehat{T}_{\ell}(J, \gamma)$ with

$$
\begin{equation*}
\frac{x \gamma}{N} \cdot \frac{y \gamma^{*}}{N}-1 \in n J \gamma^{*} \tag{7.3}
\end{equation*}
$$

By Lemma 5.5 we find a $z \in \widehat{T}_{r}(J, \gamma)$ with

$$
y=\frac{\bar{\gamma} \bar{z} \gamma^{\prime}}{N} .
$$

Equation (7.3) implies:

$$
\begin{equation*}
\frac{x \bar{z}}{N}-1 \in n J \gamma^{*} \tag{7.4}
\end{equation*}
$$

It follows from the definitions that $N \mid u \bar{u}$ for every $u \in \widehat{T}_{r}(J, \gamma)$. We define $t_{u}$ to be the integer satisfying $N t_{u}=u \bar{u}$. From (7.4) we get by taking norms:

$$
\begin{equation*}
t_{x} t_{z}-\frac{x \bar{z}+z \bar{x}}{N}+1 \in n N \cdot \mathbb{Z} . \tag{7.5}
\end{equation*}
$$
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Using the Chinese remainder theorem we see that there are $r, s \in \mathbb{Z}$ with

$$
\left\{\begin{array}{l}
r-s-1 \in n \mathbb{Z}  \tag{7.6}\\
\left(r^{2} t_{x}-r s t_{x} t_{z}-r s+s^{2} t_{z}, N\right)=1
\end{array}\right.
$$

We define

$$
b=r x-s z .
$$

Clearly we have:

$$
\begin{equation*}
b \gamma-N \in n N J \tag{7.7}
\end{equation*}
$$

Let $d$ be the natural number so that $\gamma / n d$ is in $J$ and is $\mathbb{Z}$-primitive. We infer from (7.7): $b-\bar{\gamma} \in n J \bar{\gamma}$. This implies that $b / n d \in V(J)$. Multiplying (7.7) from the left by $\bar{b}$ we find $t \gamma-\bar{b} \in \vec{b} n J$ where t satisfies $\bar{b} b=N t$. This implies that $a=b / d$ is $\mathbb{Z}_{(N)}$-primitive. It is easy to check now using (7.5), (7.6) that $a$ is a distinguished generator for a liftable 1-dimensional isotropic subspace in $I(M)$ which is attached to $\gamma$.
7.5 Lemma. Let $N, d \geq 1$ be integers with $d^{2} \mid N$. Suppose that $\gamma_{1}, \gamma_{2} \in n T(J)$ are elements with $\bar{\gamma}_{1} \gamma_{1}=\bar{\gamma}_{2} \gamma_{2}=N$ and such that $\gamma_{2} / d$ and $\gamma_{2} / d$ are $(\mathbb{Z}, n)$-primitive. Assume that

$$
I\left(\gamma_{1}\right) \cap I\left(\gamma_{2}\right) \neq \emptyset
$$

then there is a unit $\varepsilon$ in $J^{1}$ with

$$
\gamma_{2}=\gamma_{1} \cdot \varepsilon
$$

Proof. Take $U \in I\left(\gamma_{1}\right) \cap I\left(\gamma_{1}\right)$ and distinguished generators $a, b$ for $U$ with

$$
d a \gamma_{1}=N j_{1} \quad \text { and } \quad d b \gamma_{2}=N b_{1}
$$

with suitable $j_{1}, b_{1} \in J$. Since we have

$$
a=\lambda b+n M c
$$

with some $c \in V(J)$ and $\lambda \in \mathbb{Z}$ we have

$$
\begin{equation*}
a \gamma_{1}=N j_{1} \quad \text { and } \quad a \gamma_{2}=N j_{2} \tag{7.8}
\end{equation*}
$$

with suitable $j_{2} \in J$. Let $t$ be the integer satisfying $a \bar{a}=N t,(N, t)=1$. Put

$$
\varepsilon=\frac{\bar{\gamma}_{1} \gamma_{2}}{N}
$$

From (7.8) we get

$$
\varepsilon=\frac{\bar{j}_{1} j_{2}}{t}
$$

Since the denominators $N$ and $t$ are coprime we have $\varepsilon \in J$. Clearly $\varepsilon$ satisfies the conclusion of the lemma.

The following sets of primes play a somewhat exceptional role in our arguments.
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7.6 Definition. For the order $J<\mathcal{C}(q)$ we define the following set of primes.

$$
\begin{aligned}
B(J, n)=\{2\} & \cup\left\{p \mid J_{(p)} \text { is not } \mathbb{Z}_{(p)} \text {-diagonal }\right\} \\
& \cup\{p \mid \text { the quadratic form } x \mapsto x \bar{x} \text { on } V(J) / p V(J) \text { is degenerate }\} \\
& \cup\{p|p| n\}
\end{aligned}
$$

For $\mu \in(n V(J))^{\#} \backslash\{0\}$ we define

$$
B(\mu)=\left\{p \mid \mu_{p}=0\right\}
$$

For the definition of $\mu_{p}$ see Definition 6.17. Notice that both sets of primes $B(J, n)$ and $B(\mu)$ are finite.
Let $N$ be an integer and $p$ a prime then we use

$$
\begin{equation*}
p \| N \tag{7.9}
\end{equation*}
$$

to indicate that $p$ divides $N$ exactly once.
7.7 Definition. For an integer $M \geq 1$ and an element $\mu \in(n V(J))^{\#}$ with $\mu \neq 0$ we define the following set of primes:

$$
P(\mu, M)=\left\{\begin{array}{l|l}
p & \mid p \| M, p \notin B(J, n) \cup B(\mu)\} .
\end{array}\right.
$$

Let $N, d, M$ be a natural numbers with $N=M d^{2}, P \subset P(\mu, M)$ a subset and $\mu \in(n V(J))^{\#}$. We define

$$
T(N, d ; P, \mu)=\left\{\begin{array}{c|ccccc} 
& \gamma \in n T(J) & \begin{array}{cc}
\text { (i) } & \gamma \bar{\gamma}=N, \\
\text { (ii) } & \gamma=d \cdot \gamma_{0} \\
\text { (iii) } & v\left(p, \gamma_{0}\right) \notin \operatorname{ker} \mu_{p}
\end{array} & \text { with } & & \gamma_{0} \\
& \text { if } & (\mathbb{Z}, n) \text {-primitive } \\
\text { (iv) } & v\left(p, \gamma_{0}\right) \in \operatorname{ker} \mu_{p} & \text { if } & p \in P(\mu, M) \backslash P .
\end{array}\right\}
$$

The elements $v\left(p, \gamma_{0}\right) \in V(J) / p V(J)$ are the residue classes of the elements $v_{\gamma_{0}}$ defined in Definition 6.13.

Obviously we have

$$
\begin{equation*}
A_{d}(\mu, \nu ; N)=\sum_{P \subset P(\mu, M)} \sum_{\gamma \in T(N, d ; P, \mu)} S(\mu, \nu ; \gamma) . \tag{7.10}
\end{equation*}
$$

In Theorem 6.18 we have given an estimate of $S_{p}(\mu, \nu ; \gamma)$ for $\gamma \in T(N, d ; P, \mu)$ which does not depend on $\gamma$. Considering an estimate for $A_{d}(\mu, \nu ; N)$ and the equation (7.10) we are left with finding the sizes of the sets $P(\mu, M)$ and of $T(N, d ; P, \mu)$ for a subset $P \subset P(\mu, N)$. To do this we define:
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7.8 Definition. For an integer $M \geq 1$, a subset $P \subset P(\mu, M)$ and an element $\mu \in(n V(J))^{\#}$ with $\mu \neq 0$ we define

$$
I(M ; P, \mu)=\left\{\begin{array}{c|cl}
U \in I(M) & \begin{array}{cl}
U \text { has a distinguished generator } a \text { with } \\
\text { (i) } a+p V(J) \notin \operatorname{ker} \mu_{p} & \text { if } p \in P \\
& \text { (ii) } a+p V(J) \in \operatorname{ker} \mu_{p}
\end{array} \quad \text { if } p \in P(\mu, M) \backslash P
\end{array}\right\}
$$

7.9 Lemma. Let $N, d, M \geq 1$ be integers with $N=M d^{2}$ and $P \subset I(M)$ a subset and $\mu \in(n V(J))^{\#} \backslash\{0\}$ an element. We have

$$
|T(N, d ; P, \mu)| \leq w_{J} \cdot|I(M ; P, \mu)| .
$$

Proof. This is an obvious consequence of Lemmas 7.4, 7.5.
For our estimates we need now some considerations about representation numbers of quadratic forms.
Let $p$ be an odd prime number and let $V$ be a vector space of dimension $m \geq 0$ over the field $\mathbb{F}_{p}=\mathbb{Z} / p \mathbb{Z}$. Let $q$ be a quadratic form on $V$. A subspace $U<V$ is called isotropic if $q(u)=0$ for all $u \in U$. If $q$ is nondegenerate it follows from [32], Theorem 5.2.6 that
(7.11) $\quad \mid\{W<V \mid W$ is a 1-dimensional isotropic subspace $\} \mid \leq m \cdot p^{m-2}$.

See also [60]. We notice that (7.11) implies

$$
\begin{equation*}
|\{x \in V \quad \mid \quad q(x)=0\}| \leq c_{1} p^{m-1} \tag{7.12}
\end{equation*}
$$

with a constant $c_{1}$ independent of $q$ and $p$.
Every quadratic form $q$ over $\mathbb{F}_{p}$ can be decomposed as orthogonal sum $q=q_{1} \perp q_{0}$, where $q_{0}$ is 0 and $q_{1}$ is nondegenerate, [8]. Hence (7.11) holds for every nonzero quadratic form $q$. This implies:
7.10 Lemma. Let $p$ be an odd prime number and $k \geq 2$ an integer. Let $V$ be a $(k+1)$-dimensional $\mathbb{F}_{p}$-vectorspace with nondegenerate quadratic form $q$. Let $U$ be a $k$-dimensional subspace. Then

$$
\mid\{W<U \quad \mid \quad W \quad \text { is } 1 \text {-dimensional isotropic subspace }\} \mid \leq(k+1) \cdot p^{k-2}
$$

Proof. By the above remarks it is enough to notice that $q$ restricted to $U$ cannot be the zero form.

We also need the following result on congruential representation numbers which is intimately related to (7.12).
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7.11 Lemma. Let $p$ be a prime and let $\mathbb{Z}_{p}$ be the ring of $p$-adic integers. Let $Q$ be a nondegenerate quadratic form in $m \geq 0$ variables with coefficients in $\mathbb{Z}_{p}$. For an $e \in \mathbb{N}$ define

$$
N(Q, e)=\left|\left\{x \in \mathbb{Z}_{p}^{m} / p^{e} \mathbb{Z}_{p}^{m} \quad \mid \quad x \notin p \cdot \mathbb{Z}_{p}^{m}+p^{e} \mathbb{Z}_{m}^{m} \quad, \quad Q(x) \equiv 0 \bmod p^{e}\right\}\right|
$$

Then there is a $\kappa>0$ so that

$$
p^{-e(m-1)} \cdot N(Q, e)
$$

is independent of $e$ for all $e \geq \kappa$.

Proof. For an element $v \in \mathbb{Z}_{p}^{m}$ write $\Lambda(v)$ for the $\mathbb{Z}_{p}$-ideal generated by

$$
\left\{\left.\frac{\partial Q}{\partial x_{i}}(v) \quad \right\rvert\, \quad i=1, \ldots, m\right\}
$$

There is a $t \in \mathbb{N}$ depending only on $Q$ so that

$$
p^{t} \mathbb{Z}_{p}<\Lambda(v)
$$

for every vector $v \in \mathbb{Z}_{p}^{m}$ with $v \notin p \mathbb{Z}_{p}^{m}$. For $p$ odd this follows since $Q$ is equivalent to a diagonal form [40]. For $p=2$ the result can easily be checked for the normal forms over $\mathbb{Z}_{2}$ in [40], Theorems 33, 33a.
We finish the argument by the usual Hensel's lemma type considerations. See for example [33], Appendix to Chapter 3.
7.12 Lemma. There is a constant $c_{2}$ (independent of $p$ ) such that for all primes $p$ and all integers $r \geq 1$

$$
\left|\left\{\begin{array}{l|l}
x \in V(J) / p^{r} V(J) & \begin{array}{l}
\text { (i) } x \notin p V(J)+p^{r} V(J) \\
\text { (ii) } x \bar{x} \equiv 0 \bmod p^{r}
\end{array}
\end{array}\right\}\right| \leq c_{2} p^{r k}
$$

Proof. If $p$ is odd and if the quadratic form induced by $x \mapsto x \bar{x}$ on $V(J) / p V(J)$ is nondegenerate we prove our result from (7.12) by means of Hensel's lemma and obtain a constant $c_{2}$ independent of $p$. In the finitely many remaining cases we use Lemma 7.11.
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7.13 Lemma. Assume that $k \geq 2$. There is a constant $c_{3}>0$ so that

$$
|I(M ; P, \mu)| \leq \prod_{p^{2} \mid M} c_{3} p^{r_{p}(k-1)} \cdot \prod_{\substack{p \| M \\ p \notin P(\mu, M)}} c_{3} p^{k-1} \cdot \prod_{p \in P} c_{3} p^{k-1} \cdot \prod_{p \in P(\mu, M) \backslash P} c_{3} p^{k-2}
$$

for every integer $M \geq 1$ with prime number decomposition

$$
M=\prod_{p} p^{r_{p}} \quad\left(r_{p} \in \mathbb{N} \cup\{0\}\right)
$$

and all subsets $P \subset P(\mu, M)$ and all $\mu \in(n V(J))^{\#} \backslash\{0\}$.

Proof. Let $U \in I(M ; P, \mu)$ and let $a \in U$ be a distinguished generator. For every prime $p$ dividing $M$ we associate to $U$ the subgroup of $V(J) / p^{r_{p}} V(J)$ generated by the $\mathbb{Z}_{(p)^{-}}$ primitive element $a / n$. The residue class of $a$ in $V(J) / n M V(J)$ is determined by the collection of these elements in the various $V(J) / p^{r_{p}} V(J)$. Using Lemmas 7.10 and 7.12 we find our constant $c_{3}$.
7.14 Proposition. Assume that $k \geq 2$. For $\mu, \nu \in(n V(J))^{\#} \backslash\{0\}$ put

$$
B=B(J, n) \cup B(\mu)
$$

(i) There is a constant $c_{4}$ so that

$$
\left|A_{d}(\mu, \nu ; N)\right| \leq \prod_{\substack{p \| N \\ p \llbracket B}} c_{4} p^{k-\frac{1}{2}} \cdot \prod_{\substack{p \| N \\ p \in B}} c_{4} p^{k} \cdot \prod_{p^{2} \mid N} c_{4} p^{g_{p} k}
$$

for all natural numbers $N$ with prime number decomposition

$$
N=\prod_{p} p^{g_{\mathrm{p}}}
$$

(ii) For every $\epsilon>0$ there is a constant $c_{\epsilon}>0$ so that

$$
|A(\mu, \nu ; N)| \leq \prod_{\substack{p \| N \\ p \ell B}} c_{\epsilon} P^{k-\frac{1}{2}+\epsilon} \prod_{\substack{p \| N \\ p \in B}} c_{\epsilon} p^{k+\epsilon} \prod_{p^{2} \mid N} c_{\epsilon} p^{g_{p}(k+\epsilon)}
$$

for all natural numbers $N$ with prime number decomposition

$$
N=\prod_{p} p^{g_{p}}
$$
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Proof. (i) With our usual conventions (in particular $N=M d^{2}$ ) we find from (7.10) and Corollary 5.12:

$$
\begin{aligned}
\left|A_{d}(\mu, \nu ; N)\right| & \leq \sum_{P \subset P(\mu, M)} \sum_{\gamma \in T(N, d ; P, \mu)}|S(\mu, \nu ; \gamma)| \\
& \leq \sum_{P \subset P(\mu, M)} \sum_{\gamma \in T(N, d ; P, \mu)} \prod_{p \mid N}\left|S_{p}\left(\lambda_{p} \mu, \lambda_{p} \nu ; \gamma\right)\right|
\end{aligned}
$$

with suitable elements $\lambda_{p} \in \mathbb{Z}_{(p)}^{*}$. We use Theorem 6.18 to conclude:

$$
\begin{aligned}
\left|A_{d}(\mu, \nu ; N)\right| \leq & \sum_{P \subset P(\mu, M)}|T(N, d ; P, \mu)| \cdot \prod_{\substack{p \mid N \\
p \in B}} c_{p} p^{r_{p}+f_{p}(k+1)} \\
& \cdot \prod_{\substack{p^{2} \mid N \\
p \notin B}} p^{r_{p}+f_{p}(k+1)} \cdot \prod_{\substack{p \| N \\
p \in P}} 2 p^{1 / 2} \cdot \prod_{\substack{p \| N \\
p \in P(\mu, M) \backslash P}} p
\end{aligned}
$$

We use Lemmas 7.9 and 7.13 and the fact $2 k \geq k+1$ to find

$$
\begin{aligned}
\left|A_{d}(\mu, \nu ; N)\right| & \leq \sum_{P \subset P(\mu, M)} \prod_{\substack{p \mid N \\
p \in B}} c_{5} p^{g_{p} k} \cdot \prod_{\substack{p^{2} \mid N \\
p \notin B}} c_{5} p^{g_{p} k .} \\
& \cdot \prod_{\substack{p \| N \\
p \in P}} c_{5} p^{k-1 / 2} \cdot \prod_{\substack{p \| N \\
p \in P(\mu, M) \backslash P}} p^{k-1}
\end{aligned}
$$

with some constant $c_{5}$. We then find a constant $c_{6} \geq 1$ so that:

$$
\begin{aligned}
\left|A_{d}(\mu, \nu ; N)\right| & \leq \prod_{\substack{p \| N \\
p \in B}} c_{6} p^{k} \cdot \prod_{p^{2} \mid N} c_{6} p^{g_{p} k} . \\
& \cdot\left(\sum_{P \subset P(\mu, M)} \prod_{\substack{p \| N \\
p \in P}} c_{6} p^{k-1 / 2} \cdot \prod_{\substack{p \| N \\
p \in P(\mu, M) \backslash P}} c_{6} p^{k+1}\right) \\
& \leq \prod_{\substack{p \| N \\
p \in B}} c_{6} p^{k} \cdot \prod_{p^{2} \mid N} c_{6} p^{g_{p} k} \\
& \prod_{p \in P(\mu, M)}\left(c_{6} p^{k-1 / 2}+c_{6} p^{k-1}\right) .
\end{aligned}
$$

Part (i) is now proved since

$$
P(\mu, M)=\{p \quad \mid \quad p \| N, p \notin B\} .
$$

Part (ii) follows from the fact that the number of divisors of a natural number $N$ is $O\left(N^{6}\right)$ for every $\epsilon>0$, (see [29], Theorem 315).

To obtain the desired result on the abscissa of convergence for $Z(\mu, \nu ; s)$ we need the following elementary lemma on Dirichlet series.
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7.15 Lemma. Let

$$
D(s)=\sum_{N=1}^{\infty} \frac{a_{N}}{N^{s}}
$$

be a Dirichlet series so that there are constants $c>0$ and $r \in \mathbb{R}$ and a finite set of primes $B$ so that

$$
\left|a_{N}\right| \leq \prod_{\substack{p \| N \\ p \& B}} c p^{r-\frac{1}{2}} \prod_{\substack{p \| N \\ p \in B}} c p^{r} \prod_{p^{2} \mid N} c p^{g_{p} r}
$$

for all natural numbers $N$ with prime number decomposition

$$
N=\prod_{p} p^{g_{p}}
$$

Then $D(s)$ converges for

$$
\operatorname{Re} s>r+\frac{1}{2} .
$$

Proof. For any $\epsilon>0$, the various factors $c$ are less than $p^{\epsilon}$ for almost all primes $p$ and hence yield a factor in the upper bound for $\left|a_{n}\right|$ which is $O\left(n^{\epsilon}\right)$. This factor does not affect the final bound for the abscissa of absolute convergence. Hence we may assume without loss of generality that $c=1$.
Now we have for $s \in \mathbb{R}$

$$
\begin{aligned}
& \sum_{n=1}^{\infty}\left(\prod_{\substack{p \| N \\
p \in B}} p^{r} \prod_{\substack{p\| \| \\
p \notin B}} p^{r-\frac{1}{2}} \prod_{p^{2} \mid N} p^{r g_{p}}\right) N^{-s} \\
& \leq \prod_{p \in B}\left(1-p^{r-s}\right)^{-1} \prod_{p \notin B}\left(1+p^{r-\frac{1}{2}-s}\right) \\
& \cdot \prod_{p \notin B}\left(1+\sum_{m=2}^{\infty} p^{m(r-s)}\right)
\end{aligned}
$$

and the product on the right-hand side converges if the series

$$
\sum_{p \notin B} p^{r-\frac{1}{2}-s}, \sum_{p \notin B} \sum_{m=2}^{\infty} p^{m(r-s)}
$$

converge. Obviously, both series converge for $s>k+\frac{1}{2}$.
7.16 Remark. The present proof for Theorem 7.17 excludes the cases $k=0,1$. The case $k=1$ can be handled by the same argument together with the remark that in this case for a fixed $\mu \in(n V(J))^{\#} \backslash\{0\}$ there are only finitely many primes $p$ so that the kernel of $\mu_{p}$ contains a nonzero element $x$ with $x \bar{x} \equiv 0 \bmod p$. Enlarging our set $B(\mu)$ we can prove Lemma 7.13 also for $k=1$, and the rest of the argument survives. For $k=0$ the arguments are correct until Proposition 7.14 (i). Here it is necessary to give better estimates of some of the Kloosterman sums. But this would be the old proof of Selberg.

An obvious consequence is:
7.17 Theorem. Assume that $k \geq 1$ and let $\mu, \nu \in(n V(J))^{\#}$ be both nonzero, then $Z(\mu, \nu ; s)$ converges absolutely for $\operatorname{Re} s>k+\frac{1}{2}$.

To obtain a proof of Theorem 7.17 in case $k=1$ we could either carry out the content of Remark 7.16 or quote the paper of Sarnak [58] which contains this result.

## §8. Poincaré Series and Eigenfunctions of the Laplacian

The following assumptions and notations will be kept fixed throughout paragraphs 8-10:
$k$ - a natural number or 0 ,
$q$ - a negative definite rational quadratic form on a $k$-dimensional rational vectorspace $E$,
$J<\mathcal{C}(q)$ - a compatible order in the rational Clifford algebra $\mathcal{C}(q)$,
$n$ - a natural number.
We furthermore define:

$$
\begin{aligned}
V(J) & :=V_{q} \cap J \quad, \quad T(J):=T(q) \cap J, \\
S V_{k}(J) & :=S V_{k}(\mathbb{Q}, q) \cap M_{2}(J), \\
\Gamma & :=S V_{k}(J ; n)=\left\{\left.\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in S V_{k}(J) \right\rvert\, \alpha-1, \beta, \gamma, \delta-1 \in n J\right\} .
\end{aligned}
$$

Once and for all we fix an isomorphism $f: E \otimes_{\mathbb{Q}} \mathbb{R} \rightarrow \mathbb{R}^{k}$ such that $q=-I_{k} \circ f$, and we fix the associated monomorphism (see (2.3), (2.4)) $\hat{f}: S V_{k}(\mathbb{Q}, q) \rightarrow S V_{k}$. The elements
$\sigma \in S V_{k}(\mathbb{Q}, q), \sigma=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ act on $\mathbb{H}^{k+2}$ via this monomorphism $\hat{f}$, and we simply write e.g.

$$
\sigma P=(\alpha P+\beta)(\gamma P+\delta)^{-1} \quad\left(P \in \mathbb{H}^{k+2}\right)
$$

instead of

$$
(\hat{f}(\sigma))(P)=(\hat{f}(\alpha) P+\hat{f}(\beta))(\hat{f}(\gamma) P+\hat{f}(\delta))^{-1}
$$

In this way $\Gamma$ is a cofinite discrete non-cocompact subgroup of $S V_{k}$ (Proposition 2.3). In the special case $q=-q_{d}$ (see 2.8)) an embedding $\hat{f}$ is explicitly given by (2.11). Finally, we define $\Gamma_{\infty}^{\prime}$ to be the set of all elements $\left(\begin{array}{cc}1 & \omega \\ 0 & 1\end{array}\right) \in \Gamma$. Recall that $\left(\begin{array}{cc}1 & \omega \\ 0 & 1\end{array}\right) \in \Gamma$ iff $\omega \in n V(J)$. The set $\Lambda:=\hat{f}(n V(J))$ is a lattice in $V_{k+1}$, and we denote by $\Lambda^{\#}$ the dual lattice. Sometimes we tacitly identify $\Lambda$ with $n V(J)$.
8.1 Deflnition. For $\mu \in \Lambda^{\#}, P \in \mathbb{H}^{k+2}$ and $s \in \mathbb{C}$ with $\operatorname{Re} s>k+1$ let

$$
\begin{equation*}
U_{\mu}(P, s):=\sum_{\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma} r(\sigma P)^{s} e(i|\mu| r(\sigma P)+\langle z(\sigma P), \mu\rangle) \tag{8.1}
\end{equation*}
$$

where $e(w):=\exp (2 \pi i w)$ for $\quad w \in \mathbb{C}$.

The function (8.1) generalizes the series introduced by Selberg [62] and Sarnak [58], [59]; compare also [28], [43]. The function $U_{0}$ is an Eisenstein series, and $U_{\mu}$ converges absolutely and uniformly on compact sets in $\mathbb{H}^{k+2} \times\{s \in \mathbb{C} \mid \operatorname{Re} s>k+1\}$. Moreover,

$$
\begin{equation*}
U_{\mu}(\cdot, s) \in L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right) \quad \text { if } \quad \mu \in \Lambda^{\#}, \mu \neq 0, \operatorname{Re} s>k+1 \tag{8.2}
\end{equation*}
$$

in fact, we shall compute the inner product of two Poincare series in paragraph 9.
A quick check proves that the function $\varphi_{\mu}(\cdot, s): \mathbb{H}^{k+2} \rightarrow \mathbb{C}$ which is defined by:

$$
\varphi_{\mu}(P, s):=r(P)^{s} e(i|\mu| r(P)+\langle z(P), \mu\rangle)
$$

( $P \in \mathbb{H}^{k+2}$ ) satisfies the differential equation

$$
(-\Delta-s(k+1-s)) \varphi_{\mu}(P, s)=2 \pi|\mu|(2 s-k) \varphi_{\mu}(P, s+1)
$$

and hence we have

$$
\begin{equation*}
(-\Delta-s(k+1-s)) U_{\mu}(P, s)=2 \pi|\mu|(2 s-k) U_{\mu}(P, s+1) \tag{8.3}
\end{equation*}
$$

for all $\mu \in \Lambda^{\#}$ and $\operatorname{Re} s>k+1$. For $\mu=0$ this is the usual differential equation of the Eisenstein series.
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8.2 Proposition. Let $f \in C^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$ satisfy the differential equation

$$
\begin{equation*}
-\Delta f=\lambda f \tag{8.4}
\end{equation*}
$$

for some $\lambda \in \mathbb{C}$, and assume that $f$ is of polynomial growth at the cusp infinity, that is:

$$
f\left(z+r i_{k+1}\right)=O\left(r^{\alpha}\right) \quad \text { as } \quad r \rightarrow \infty
$$

uniformly in $z \in V_{k+1}$ for some constant $\alpha>0$. Put

$$
\begin{equation*}
t=\frac{k+1}{2}+\sqrt{\left(\frac{k+1}{2}\right)^{2}-\lambda}=\frac{k+1}{2}+\rho \tag{8.5}
\end{equation*}
$$

that is:

$$
\begin{equation*}
\lambda=t(k+1-t)=\left(\frac{k+1}{2}\right)^{2}-\rho^{2} . \tag{8.6}
\end{equation*}
$$

Then $f$ has a Fourier expansion of the form

$$
\begin{equation*}
f\left(z+r i_{k+1}\right)=a_{0} r^{t}+b_{0} r^{k+1-t}+\sum_{\omega \in \Lambda^{*}, \omega \neq 0} a(\omega) r^{\frac{k+1}{2}} K_{\rho}(2 \pi|\omega| r) e(\langle\omega, z\rangle) \tag{8.7}
\end{equation*}
$$

provided that $\lambda \neq(k+1)^{2} / 4$. For $\lambda=(k+1)^{2} / 4$ the zeroth term must be replaced by $a_{o} r^{t}+b_{0} r^{t} \log r$.

The proof requires a routine computation based on [48], p. 77, or the result may be drawn from [47]. The next proposition is now obvious.
8.3 Proposition. Suppose that $f \in C^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$ satisfies the differential equation (8.4) and is square integrable over a cusp sector at infinity:

$$
\int_{\mathcal{P} \times[1, \infty[ }|f(P)|^{2} d v(P)<\infty
$$

where $\mathcal{P}$ is a fundamental parallelotope for $\Lambda$. Then $f$ has a Fourier expansion of the form (8.7), where
(i) $a_{0}=b_{0}=0$ if $\lambda \geq\left(\frac{k+1}{2}\right)^{2}$,
(ii) $b_{0}=0$ if $\operatorname{Re} \lambda<0$,
(iii) $a_{0}=0$ if $\operatorname{Re} \lambda>0$.
8.4 Proposition. Assume that $f \in L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right) \cap C^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$ satisfies (8.4) and (8.7), and let $\mu \in \Lambda^{\#}, \mu \neq 0$, and $\operatorname{Re} s>k+1$. Then we have

$$
\begin{equation*}
\left\langle f, U_{\mu}(\cdot, \bar{s})\right\rangle_{\Gamma}=\eta \sqrt{\pi}(4 \pi|\mu|)^{\frac{k t 1}{2}-s} \cdot \frac{\Gamma(s-t) \Gamma(s-(k+1-t))}{\Gamma\left(s-\frac{k}{2}\right)} V a(\mu) \tag{8.8}
\end{equation*}
$$

where $V$ denotes the covolume of the lattice $\Lambda$ in $V_{k+1}$ and $\eta=|\Gamma \cap\{ \pm I\}|$.

Proof. Let $\mathcal{P}$ be as in Proposition 8.3. Unfolding the Poincaré series we obtain

$$
\begin{aligned}
& \left\langle f, U_{\mu}(\cdot, \bar{s})\right\rangle_{\Gamma} \\
& =\eta \int_{\mathcal{P} \times] 0, \infty[ } f(P) r^{s} e^{-2 \pi i(z, \mu\rangle-2 \pi|\mu| r} d v(P) \\
& =\eta a(\mu) V \int_{0}^{\infty} r^{s-\frac{k+1}{2}} K_{\rho}(2 \pi|\mu| r) e^{-2 \pi|\mu| r} \frac{d r}{r}
\end{aligned}
$$

and [31], p. 50, (26) yields the result.

## §9. The Inner Product of Two Poincaré Series

The aim of this paragraph is to compute the inner product of two Poincaré series. We maintain the notations established at the beginning of paragraph 8 . In addition, let $\mathcal{P}$ denote a fundamental parallelotope for $\Lambda$ and $V$ its volume. For $P \in \mathbb{H}^{k+2}$ we always write $P=z+r i_{k+1}$ with $z \in V_{k+1}$ and $r>0$, and we denote by $d z=d x_{0} \wedge \ldots \wedge d x_{k}$ the Lebesgue measure on $V_{k+1}$. Further, we tacitly write $\sigma=\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)$.

Let $\mu, \nu \in \Lambda^{\#}$ be elements with $\mu \neq 0, \nu \neq 0$ and let $s, t \in \mathbb{C}, \operatorname{Re} s>k+1, \operatorname{Re} t>k+1$. The goal of the present paragraph is to compute the inner product

$$
\begin{equation*}
\left\langle U_{\mu}(\cdot, s), U_{\nu}(\cdot, \bar{t})\right\rangle_{\Gamma}=\int_{\mathcal{F}} U_{\mu}(P, s) \overline{U_{\nu}(P, \bar{t})} d v(P) \tag{9.1}
\end{equation*}
$$

where $\mathcal{F}$ denotes a fundamental domain for $\Gamma$ in $\mathbb{H}^{k+2}$. The final result will be collected in Theorem 9.1. First we do the necessary computations. Additional hypotheses will be introduced when required.

Unfolding the Poincaré series in (9.1) we obtain:

$$
\begin{align*}
& \left\langle U_{\mu}(\cdot, s), U_{\nu}(\cdot, \bar{t})\right\rangle_{\Gamma}=  \tag{9.2}\\
& \quad=\int_{0}^{\infty} r^{t} e^{-2 \pi|\nu| r} \int_{\mathcal{P}} U_{\mu}(P, s) e^{-2 \pi i(z, \nu\rangle} d z \frac{d r}{r^{k+2}} \\
& \begin{aligned}
& \int_{\mathcal{P}} U_{\mu}(P, s) e^{-2 \pi i\langle z, \nu\rangle} d z \\
& \quad=\sum_{\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma} \int_{\mathcal{P}} r(\sigma P)^{s} e^{-2 \pi|\mu| r\left(|\gamma z+\delta|^{2}+|\gamma|^{2} r^{2}\right)^{-1}+2 \pi i(\langle z(\sigma P), \mu\rangle-\langle z, \nu\rangle)} d z
\end{aligned} . \tag{9.3}
\end{align*}
$$

First we determine the contribution of the elements $\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma$ with $\gamma=0$ : For $\gamma=0$ we have $\alpha \delta^{*}=1$ and hence by (1.11) $|\alpha||\delta|=1$, that is, $|\alpha|=|\delta|=1$ (since $|\alpha|^{2} \in \mathbb{Z},|\delta|^{2} \in \mathbb{Z}$ ). By (1.22) and (1.7) this implies:

$$
\begin{aligned}
z(\sigma P) & =(\alpha z+\beta) \bar{\delta} \\
& =\varphi_{\alpha}(z) \alpha^{\prime} \bar{\delta}+\beta \bar{\delta} \\
& =\varphi_{\alpha}(z)+\beta \bar{\delta}
\end{aligned}
$$

where $\varphi_{\alpha}: V_{k+1} \rightarrow V_{k+1}$ is an orthogonal linear map (by [15], Proposition 3.6) and $\beta \bar{\delta} \in$ $V_{q} \cap n J=n V(J)$ (by Lemma 1.5). Denoting by $\varphi_{\alpha}^{*}$ the dual map of $\varphi_{\alpha}$ with respect to $\langle\cdot, \cdot\rangle$ we obtain for the contribution of $\sigma$ to the right-hand side of (9.3)

$$
\begin{equation*}
\int_{\mathcal{D}} r^{s} e^{-2 \pi|\mu| r+2 \pi i\left(z, \varphi_{\alpha}^{*}(\mu)-\nu\right\rangle} d z=r^{s} e^{-2 \pi|\mu| r} V \delta_{\varphi_{\alpha}^{*}(\mu), \nu} \tag{9.4}
\end{equation*}
$$

(with Kronecker's symbol $\delta$ ). Incidentally, we have used that $\varphi_{\alpha}^{*}(\mu) \in \Lambda^{\#}$, and this follows from

$$
\left\langle v, \varphi_{\alpha}^{*}(\mu)\right\rangle=\left\langle\varphi_{\alpha}(v) \alpha^{\prime} \bar{\delta}, \mu\right\rangle=\langle\alpha v \bar{\delta}, \mu\rangle \in \mathbb{Z}
$$

for all $v \in \Lambda$. Moreover, the consideration above yields that every $\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma$ with $\gamma=0$ has a representative with $\beta=0$. Hence the number of elements $\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma$ with $\gamma=0$ is finite, and we let $C_{\mu, \nu}$ denote the number of elements $\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma$ with $\gamma=0$ such that $\varphi_{\alpha}^{*}(\mu)=\nu$. (Note that $C_{\mu, \nu}=0$ if $|\mu| \neq|\nu|$.) We have now finished to compute the contribution of the elements $\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma$ with $\gamma=0$ to the right-hand side of (9.2)

$$
\sum_{\substack{\sigma \in \Gamma_{\begin{subarray}{c}{\prime} }} \backslash=0}\end{subarray}} \int_{0}^{\infty} r^{t} e^{-2 \pi|\nu| r} \int_{\mathcal{P}} r^{s} e^{-2 \pi|\mu| r+2 \pi i\left\langle z, \varphi_{\alpha}^{*}(\dot{\mu})-\nu\right\rangle} d z \frac{d r}{r^{k+2}}
$$

$$
\begin{align*}
& =C_{\mu, \nu} V \int_{0}^{\infty} r^{s+t-k-1} e^{-2 \pi(|\mu|+|\nu|) r} \frac{d r}{r}  \tag{9.5}\\
& =(2 \pi(|\mu|+|\nu|))^{k+1-s-t} \Gamma(s+t-k-1) C_{\mu, \nu} V \\
& =(4 \pi|\mu|)^{k+1-s-t} \Gamma(s+t-k-1) C_{\mu, \nu} V
\end{align*}
$$

Second we deal with the contribution of the elements $\sigma \in \Gamma_{\infty}^{\prime} \backslash \Gamma$ with $\gamma \neq 0$ to the righthand side of (9.3). To that end, let

$$
\begin{equation*}
H(r):=\sum_{\substack{\sigma \in \Gamma_{\begin{subarray}{c}{\prime} \Gamma }}^{\gamma \neq 0}}\end{subarray}} \int_{\mathcal{P}} r(\sigma P)^{s} e^{-2 \pi|\mu| r\left(|\gamma z+\delta|^{2}+|\gamma|^{2} r^{2}\right)^{-1}+2 \pi i((z(\sigma P), \mu\rangle-\langle z, \nu\rangle)} d z . \tag{9.6}
\end{equation*}
$$

Using (1.24) we obtain

$$
\begin{aligned}
H(r)= & \sum_{\substack{\sigma \in \Gamma_{\begin{subarray}{c}{\infty \\
\gamma \neq 0} }} \backslash \Gamma}\end{subarray}} \frac{r^{s}}{|\gamma|^{2 s}} e\left(\left\langle\alpha \gamma^{-1}, \mu\right\rangle\right) \int_{\mathcal{P}} \frac{\exp \left(-\frac{2 \pi|\mu|}{|\gamma|^{2}} \frac{r}{z+\left.\gamma^{-1} \delta\right|^{2}+r^{2}}\right)}{\left(\left|z+\gamma^{-1} \delta\right|^{2}+r^{2}\right)^{s}} . \\
& \cdot e\left(-\left\langle\frac{\left(\gamma^{*}\right)^{-1}}{|\gamma|^{2}} \frac{\overline{\left(z+\gamma^{-1} \delta\right)} \bar{\gamma}}{\left|z+\gamma^{-1} \delta\right|^{2}+r^{2}}, \mu\right\rangle-\langle z, \nu\rangle\right) d z .
\end{aligned}
$$

Using Theorem 4.7 we rewrite the summation condition as follows:

$$
\begin{aligned}
& H(r)=\sum_{\gamma \in n T(J)} \frac{r^{s}}{|\gamma|^{2 s}} \sum_{\substack{(\alpha, \delta) \in D(\gamma) \\
\omega \in \Lambda}} e\left(\left\langle\alpha \gamma^{-1}, \mu\right\rangle\right) \int_{\mathcal{P}} \frac{\exp \left(-\frac{2 \pi|\mu|}{|\gamma|^{2} \mid} \frac{r}{\left|z+\gamma^{-1} \delta+\omega\right|^{2}+r^{2}}\right)}{\left(\left|z+\gamma^{-1} \delta+\omega\right|^{2}+r^{2}\right)^{s}} . \\
& \cdot e\left(-\left\langle\frac{\left(\gamma^{*}\right)^{-1}}{|\gamma|^{2}} \frac{\overline{\left(z+\gamma^{-1} \delta+\omega\right)} \bar{\gamma}}{\left|z+\gamma^{-1} \delta+\omega\right|^{2}+r^{2}}, \mu\right\rangle-\langle z, \nu\rangle\right) d z \\
& =\sum_{\gamma \in n T(J)} \frac{r^{k+1-s}}{|\gamma|^{2 s}} \sum_{(\alpha, \delta) \in D(\gamma)} e\left(\left\langle\alpha \gamma^{-1}, \mu\right\rangle+\left\langle\gamma^{-1} \delta, \nu\right\rangle\right) . \\
& \cdot \int_{V_{k+1}} \frac{\exp \left(-\frac{2 \pi|\mu|}{r \mid \gamma \gamma^{2}}|z|^{\frac{1}{2}+1}\right)}{\left(|z|^{2}+1\right)^{s}} e\left(-\left\langle\frac{\left(\gamma^{*}\right)^{-1} \bar{z} \bar{\gamma}}{r|\gamma|^{2}\left(|z|^{2}+1\right)}, \mu\right\rangle-r\langle z, \nu\rangle\right) d z \\
& =r^{k+1-s} \sum_{\gamma \in n T(J)} \frac{S(\mu, \nu ; \gamma)}{|\gamma|^{2 s}} \text {. } \\
& \cdot \int_{V_{k+1}} \frac{\exp \left(-\frac{2 \pi|\mu|}{r|\gamma|^{2}}|z|^{\frac{1}{2}+1}\right.}{\left(|z|^{2}+1\right)^{s}} e\left(-\left\langle\frac{\left(\gamma^{*}\right)^{-1} \bar{z} \gamma^{-1}}{r\left(|z|^{2}+1\right)}, \mu\right\rangle-r\langle z, \nu\rangle\right) d z,
\end{aligned}
$$

where the generalized Kloosterman sum $S(\mu, \nu ; \gamma)$ is defined by (4.5). Consider the last integral: For $|\gamma|$ large the exponentials are nearly equal to one. Hence we decompose the
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contribution of $H(r)$ to the right-hand side of (9.2) as follows:

$$
\int_{0}^{\infty} r^{t} e^{-2 \pi|\nu| r} H(r) \frac{d r}{r^{k+2}}
$$

$$
\begin{align*}
& =\sum_{\gamma \in n T(J)} \frac{S(\mu, \nu ; \gamma)}{|\gamma|^{2 s}} \int_{0}^{\infty} r^{t-s-1} e^{-2 \pi|\nu| r} \int_{V_{k+1}} \frac{e^{-2 \pi i r\langle z, \nu\rangle}}{\left(|z|^{2}+1\right)^{s}} d z d r  \tag{9.7}\\
& +\sum_{\gamma \in n T(J)} \frac{S(\mu, \nu ; \gamma)}{|\gamma|^{2 s}} R_{\mu, \nu}(s, t ; \gamma)
\end{align*}
$$

with

$$
\begin{align*}
& R_{\mu, \nu}(s, t ; \gamma)=\int_{0}^{\infty} r^{t-s-1} e^{-2 \pi|\nu| r} \int_{V_{k+1}} \frac{e^{-2 \pi i r\langle z, \nu\rangle}}{\left(|z|^{2}+1\right)^{s}}  \tag{9.8}\\
& \quad \cdot\left(\exp \left(-\frac{2 \pi|\mu|}{r|\gamma|^{2}} \frac{1}{|z|^{2}+1}-2 \pi i\left\langle\frac{\left(\gamma^{*}\right)^{-1} \bar{z} \gamma^{-1}}{r\left(|z|^{2}+1\right)}, \mu\right\rangle\right)-1\right) d z d r .
\end{align*}
$$

We evaluate the integral over $V_{k+1}$ on the right-hand side of (9.7): Obviously,

$$
\begin{align*}
& \int_{V_{k+1}} \frac{e^{-2 \pi i r(z, \nu\rangle}}{\left(|z|^{2}+1\right)^{s}} d z \\
&=\int_{\mathbb{R}} e^{-2 \pi i r|\nu| x_{0}} \int_{\mathbf{R}^{k}} \frac{1}{\left(x_{0}^{2}+x_{1}^{2}+\ldots+x_{k}^{2}+1\right)^{s}} d x_{1} \cdot \ldots \cdot d x_{k} d x_{0}  \tag{9.9}\\
&=\int_{\mathbb{R}} \frac{e^{-2 \pi i r|\nu| u}}{\left(u^{2}+1\right)^{s-k / 2}} d u \int_{\mathbf{R}^{k}} \frac{1}{\left(u_{1}^{2}+\ldots+u_{k}^{2}+1\right)^{s}} d u_{1} \cdot \ldots \cdot d u_{k} .
\end{align*}
$$

Here we have by [48], p. 85 :

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{e^{-2 \pi i r|\nu| u}}{\left(u^{2}+1\right)^{s-k / 2}} d u=\frac{2}{\Gamma(s-k / 2)} \pi^{s-k / 2}(|\nu| r)^{s-(k+1) / 2} \cdot K_{s-(k+1) / 2}(2 \pi|\nu| r) . \tag{9.10}
\end{equation*}
$$

Further, putting $I_{0}:=1$ we have for $k \geq 1$ :

$$
\begin{equation*}
I_{k}(s):=\int_{\mathbb{R}^{k}} \frac{1}{\left(u_{1}^{2}+\ldots+u_{k}^{2}+1\right)^{s}} d u_{1} \cdot \ldots \cdot d u_{k}=I_{1}\left(s-\frac{k-1}{2}\right) I_{k-1}(s) \tag{9.11}
\end{equation*}
$$

that is,

$$
\begin{equation*}
I_{k}(s)=I_{1}\left(s-\frac{k-1}{2}\right) \cdot I_{1}\left(s-\frac{k-2}{2}\right) \cdot \ldots \cdot I_{1}(s) . \tag{9.12}
\end{equation*}
$$
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Since

$$
\begin{equation*}
I_{1}(s)=\frac{\sqrt{\pi} \Gamma\left(s-\frac{1}{2}\right)}{\Gamma(s)} \tag{9.13}
\end{equation*}
$$

(see [48], p.6), we get from (9.9) - (9.13)

$$
\begin{align*}
& \int_{0}^{\infty} r^{t-s-1} e^{-2 \pi|\nu| r} \int_{V_{k+1}} \frac{e^{-2 \pi i r(x, \nu)}}{\left(|z|^{2}+1\right)^{s}} d z d r  \tag{9.14}\\
& \quad=2 \pi^{s}|\nu|^{s-(k+1) / 2} \Gamma^{-1}(s) \int_{0}^{\infty} r^{t-(k+1) / 2-1} e^{-2 \pi|\nu| r} K_{s-(k+1) / 2}(2 \pi|\nu| r) d r .
\end{align*}
$$

Now we introduce the additional hypothesis

$$
\begin{equation*}
\operatorname{Re} t>\operatorname{Re} s \tag{9.15}
\end{equation*}
$$

Then the last integral may be evaluated by means of [31], p. 50, (26), and we obtain

$$
\begin{align*}
& \int_{0}^{\infty} r^{t-s-1} e^{-2 \pi|\nu| r} \int_{V_{k+1}} \frac{e^{2 \pi i r(z, \nu)}}{\left(|z|^{2}+1\right)^{s}} d z d r  \tag{9.16}\\
& \quad=2^{k+2-2 t} \pi^{s-t+1+k / 2}|\nu|^{s-t} \frac{\Gamma(t+s-k-1) \Gamma(t-s)}{\Gamma(s) \Gamma(t-k / 2)} .
\end{align*}
$$

Collecting terms from (9.2), (9.3) (9.5), (9.6), (9.7), (9.16) we obtain the following result.
9.1 Theorem. Suppose that $s, t$ are complex numbers with $\operatorname{Re} t>\operatorname{Re} s>k+1$, and let $\mu, \nu \in \Lambda^{\#}=(n V(J))^{\#}$ satisfy $\mu \neq 0, \nu \neq 0$. Then we have

$$
\begin{align*}
\left\langle U_{\mu}(\cdot, s),\right. & \left.U_{\nu}(\cdot, \bar{t})\right\rangle_{\Gamma} \\
& =(4 \pi|\mu|)^{k+1-s-t} \Gamma(s+t-k-1) C_{\mu, \nu} V \\
& +2^{k+2-2 t} \pi^{s-t+1+k / 2}|\nu|^{s-t} \frac{\Gamma(t+s-k-1) \Gamma(t-s)}{\Gamma(s) \Gamma(t-k / 2)} Z(\mu, \nu ; s)  \tag{9.17}\\
& +\sum_{\gamma \in n T(J)} \frac{S(\mu, \nu ; \gamma)}{|\gamma|^{2 s}} R_{\mu, \nu}(s, t ; \gamma),
\end{align*}
$$

where $R_{\mu, \nu}(s, t ; \gamma)$ is given by (9.8) and where $Z(\mu, \nu ; s)$ denotes the Linnik-Selberg series (4.7). The function $R_{\mu, \nu}(s, t ; \gamma)$ satisfies the inequality

$$
\begin{equation*}
\left|R_{\mu, \nu}(s, t ; \gamma)\right| \leq M|\gamma|^{-2} \tag{9.18}
\end{equation*}
$$

§9. The Inner Product of Two Poincaré Series
for some constant $M>0$ (depending on $s, t, \mu, \nu$ ), provided that $\operatorname{Re} t>\operatorname{Re} s+1$.

Proof: Having established (9.17) above, we still have to prove (9.18). To that end we split in (9.8) the interval $] 0, \infty[$ into the subintervals $\left.] 0,|\gamma|^{-2}\right]$ and $\left[|\gamma|^{-2}, \infty[\right.$. For brevity, put

$$
w=\frac{-2 \pi|\mu|}{r|\gamma|^{2}\left(|z|^{2}+1\right)}-\frac{2 \pi i}{r|\gamma|^{2}\left(|z|^{2}+1\right)}\left\langle\left(\gamma^{*}\right)^{-1} \bar{z} \bar{\gamma}, \mu\right\rangle .
$$

Then the integral over $\left.] 0,|\gamma|^{-2}\right]$ gives a contribution to $R_{\mu, \nu}(s, t ; \gamma)$ which is dominated by

$$
\int_{0}^{|\gamma|^{-2}} r^{\operatorname{Re}(t-s)-1} e^{-2 \pi|\nu| r} \int_{V_{k+1}}\left(|z|^{2}+1\right)^{-\operatorname{Re} s}\left|e^{w}-1\right| d z d r
$$

$$
\begin{align*}
& \leq 2 I_{k+1}(\operatorname{Re} s) \int_{0}^{\left.|\gamma|\right|^{-2}} r^{\operatorname{Re}(t-s)-1} d r  \tag{9.19}\\
& =\frac{2 \pi^{(k+1) / 2} \Gamma(\operatorname{Re} s-(k+1) / 2)}{\operatorname{Re}(t-s) \Gamma(\operatorname{Re} s)}|\gamma|^{-2 \operatorname{Re}(t-s)} .
\end{align*}
$$

Since $\left|\left(\gamma^{*}\right)^{-1} \bar{z} \bar{\gamma}\right|=|z|$, we have for $r \geq|\gamma|^{-2}$

$$
|w| \leq \frac{2 \pi|\mu|}{r|\gamma|^{2}} \frac{1+|z|}{1+|z|^{2}} \leq \frac{3 \pi|\mu|}{r|\gamma|^{2}} \leq 3 \pi|\mu|
$$

and hence

$$
\begin{aligned}
\left|e^{w}-1\right| & \leq \sum_{\nu=1}^{\infty} \frac{|w|(3 \pi|\mu|)^{\nu-1}}{\nu!} \\
& \leq \frac{|w|}{3 \pi|\mu|} e^{3 \pi|\mu|} \\
& \leq \frac{1}{r|\gamma|^{2}} e^{3 \pi|\mu|}
\end{aligned}
$$

This implies, that the integral over $\left[|\gamma|^{-2}, \infty\left[\right.\right.$ gives a contribution to $R_{\mu, \nu}(s, t ; \gamma)$ which is dominated by

$$
\begin{aligned}
|\gamma|^{-2} e^{3 \pi|\mu|} & \int_{|\gamma|^{-2}}^{\infty} r^{R e(t-s)-2} e^{-2 \pi|\nu| r} d r \cdot \int_{V_{k+1}}\left(|z|^{2}+1\right)^{-\operatorname{Res}} d z \\
& =I_{k+1}(\operatorname{Re} s) e^{3 \pi|\mu|}|\gamma|^{-2} \int_{|\gamma|^{-2}}^{\infty} r^{R e(t-s)-2} e^{-2 \pi|\nu| r} d r .
\end{aligned}
$$

§10. Lower Bound for the Smallest Positive Eigenvalue
If moreover $\operatorname{Re} t>\operatorname{Re} s+1$, then the last expression is dominated by

$$
\begin{align*}
& I_{k+1}(\operatorname{Re} s) e^{3 \pi|\mu|}|\gamma|^{-2} \int_{|\gamma|^{-2}}^{\infty} r^{\operatorname{Re}(t-s)-2} e^{-2 \pi|\nu| r} d r  \tag{9.20}\\
& \quad \leq I_{k+1}(\operatorname{Re} s) e^{3 \pi|\mu|} \Gamma(\operatorname{Re}(t-s)-1)(2 \pi|\nu|)^{-\operatorname{Re}(t-s-1)}|\gamma|^{-2}
\end{align*}
$$

Now (9.19) and (9.20) yield (9.18).
Combining (9.17) with (9.18) we get an interesting consequence: Suppose that Ret $>$ $\operatorname{Re} s+1$ and fix $t$ such that $\operatorname{Re} t>k+2$. Then (9.18) and Theorem 7.17 imply that

$$
\sum_{\gamma \in n T(J)} \frac{S(\mu, \nu ; \gamma)}{|\gamma|^{2 s}} R_{\mu, \nu}(s, t ; \gamma)
$$

is a holomorphic function of $s$ for $\operatorname{Re} t-1>\operatorname{Re} s>\left(k+\frac{1}{2}\right)-2$, whereas the term involving the Linnik-Selberg series on the right-hand side of (9.17) is holomorphic for

$$
\operatorname{Re} t-1>\operatorname{Re} s>k+\frac{1}{2}
$$

§10. A Lower Bound for the Smallest Positive Eigenvalue of the Laplacian for Congruence Subgroups Acting on Hyperbolic Spaces

The aim of paragraph 10 is to prove the main results described in the introduction. We maintain the notations introduced in paragraph 8.
10.1 Theorem. Suppose that $\Gamma<S V_{k}(\mathbb{Q}, q)$ is a congruence subgroup. Then the least positive eigenvalue $\lambda_{1}^{\Gamma}$ of the operator $-\Delta$ acting on its domain in $L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$ satisfies

$$
\begin{aligned}
& \lambda_{1}^{\Gamma} \geq \frac{1}{4}(2 k+1), \quad \text { if } \quad k \geq 1 \\
& \lambda_{1}^{\Gamma} \geq \frac{3}{16}, \quad \text { if } \quad k=0
\end{aligned}
$$

Proof. The proof is based on ideas of Selberg [62] which were also used in [28], [43],[58], [59]. We restrict to the case $k \geq 1$; the case $k=0$ is dealt with in the same way.

It suffices to prove the assertion for $\Gamma=S V_{k}(J, n)$. Assume to the contrary that there is an eigenvalue $\lambda_{1}$ of $-\tilde{\Delta}$ with $0<\lambda_{1}<(2 k+1) / 4$. Then we have

$$
k+1>t_{1}:=\frac{k+1}{2}+\sqrt{\left(\frac{k+1}{2}\right)^{2}-\lambda_{1}}>k+\frac{1}{2}
$$

that is, $t_{1}$ belongs to the half-plane of absolute convergence of the Linnik-Selberg series. Denote by $\rho(-\tilde{\Delta})$ the resolvent set of the unique self-adjoint extension $-\tilde{\Delta}: \mathcal{D} \rightarrow L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$ of the operator $-\Delta: C_{0}^{\infty}\left(\Gamma \backslash \mathbb{H}^{k+2}\right) \rightarrow L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$, and let

$$
R_{\lambda}:=(-\tilde{\Delta}-\lambda)^{-1} \quad(\lambda \in \rho(-\tilde{\Delta}))
$$

be the resolvent operator. As is well known from Selberg's theory of the eigenvalue problem of the automorphic Laplacian, the operator $R_{s(k+1-s)}$ is holomorphic for $\operatorname{Re} s>k+1$ and meromorphic for $\operatorname{Re} s>(k+1) / 2$ with at most finitely many poles of order one in $](k+1) / 2, k+1]$ (see [21], [22],[30],[42], [44],[54],[61],[63], [67]).
Invoking (8.3), we have for $\mu \in \Lambda^{\#}, P \in \mathbb{H}^{k+2}$

$$
U_{\mu}(P, s)=2 \pi|\mu|(2 k-k) R_{s(k+1-s)} U_{\mu}(P, s+1)
$$

Here, $U_{\mu}(P, s+1)$ is even holomorphic in $s$ for $\operatorname{Re} s>k$, whereas the resolvent operator is meromorphic in this half-plane. (Note that $k \geq(k+1) / 2$ since $k \geq 1$.) This implies that $U_{\mu}(P, s)$ is meromorphic in $s$ for $\operatorname{Re} s>k$. In particular, $U_{\mu}(P, s)$ has at most a simple pole at $s=t_{1}$. For brevity, put

$$
\lambda=s(k+1-s)
$$

and we have

$$
\lambda-\lambda_{1}=\left(s-t_{1}\right)\left(k+1-\left(s+t_{1}\right)\right) .
$$

Recall that for any $f \in L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$,

$$
\operatorname{res}\left(R_{\lambda} ; \lambda=\lambda_{1}\right) f=\operatorname{pr}_{\lambda_{1}}(f)
$$

where $\operatorname{pr}_{\lambda_{1}}$ denotes the orthogonal projection of $L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)$ onto the eigenspace of $-\Delta$ for the eigenvalue $\lambda_{1}$ (see [41, V, $\left.\S 3,5\right]$ ). Computing the residue of $U_{\mu}(P, s)$ at $s=t_{1}$, we find

$$
\begin{aligned}
& \operatorname{res}\left(U_{\mu}(P, s) ; s=t_{1}\right) \\
& =\left.\frac{2 \pi|\mu|\left(2 t_{1}-k\right)}{k+1-2 t_{1}} \lim _{\lambda \rightarrow \lambda_{1}}\left(\left(\lambda-\lambda_{1}\right) R_{\lambda}\right) U_{\mu}\left(\cdot, t_{1}+1\right)\right|_{P} \\
& =\left.\frac{2 \pi|\mu|\left(2 t_{1}-k\right)}{k+1-2 t_{1}} \operatorname{pr}_{\lambda_{1}}\left(U_{\mu}\left(\cdot, t_{1}+1\right)\right)\right|_{P} \\
& =\frac{2 \pi|\mu|\left(2 t_{1}-k\right)}{k+1-2 t_{1}} \sum_{j=1}^{p}\left\langle U_{\mu}\left(\cdot, t_{1}+1\right), v_{j}\right\rangle_{\Gamma} v_{j}(P)
\end{aligned}
$$

where $v_{1}, \ldots, v_{p}$ is an orthonormal basis of $\operatorname{pr}_{\lambda_{1}}\left(L^{2}\left(\Gamma \backslash \mathbb{H}^{k+2}\right)\right.$. The function $v_{j}$ has a Fourier expansion of the form (8.7) with $a_{0}=0$ (Proposition 8.3). For $w \in \Lambda^{\#}, w \neq 0$ let $a_{j}(w)$ be the $w$-th Fourier coefficient of $v_{j}(1 \leq j \leq p)$. Then we have by (8.8)

$$
\begin{align*}
& \operatorname{res}\left(U_{\mu}(P, s) ; s=t_{1}\right) \\
& =-\eta \sqrt{\pi} V(4 \pi|\mu|)^{(k+1) / 2-t_{1}} \frac{\Gamma\left(2 t_{1}-k-1\right)}{\Gamma\left(t_{1}-k / 2\right)} \sum_{j=1}^{p} \overline{a_{j}(\mu)} v_{j}(P) \tag{10.1}
\end{align*}
$$

Now we fix $t \in \mathbb{C}$ with $\operatorname{Re} t>k+2$, fix $\nu \in \Lambda^{\#}$ and obtain from (10.1) and (8.8)

$$
\begin{align*}
& \left\langle\operatorname{res}\left(U_{\mu}(\cdot, s) ; s=t_{1}\right), U_{\nu}(\cdot, \bar{t})\right\rangle_{\Gamma} \\
& =-\eta^{2} \pi V^{2}(4 \pi|\mu|)^{(k+1) / 2-t_{1}}(4 \pi|\nu|)^{(k+1) / 2-t} \\
& \cdot \frac{\Gamma\left(2 t_{1}-k-1\right)}{\Gamma\left(t_{1}-k / 2\right)} \cdot \frac{\Gamma\left(t-t_{1}\right) \Gamma\left(t+t_{1}-k-1\right)}{\Gamma(t-k / 2)}  \tag{10.2}\\
& \cdot \sum_{j=1}^{p} \overline{a_{j}(\mu)} a_{j}(\nu)
\end{align*}
$$

In particular, (10.2) reads for $\mu=\nu$ as follows:

$$
\begin{align*}
& \left\langle\operatorname{res}\left(U_{\mu}(\cdot, s) ; s=t_{1}\right), U_{\mu}(\cdot, \bar{t})\right\rangle_{\Gamma} \\
& =-\eta^{2} \pi V^{2}(4 \pi|\mu|)^{k+1-t-t_{1}} \frac{\Gamma\left(2 t_{1}-k-1\right) \Gamma\left(t-t_{1}\right) \Gamma\left(t+t_{1}-k-1\right)}{\Gamma\left(t_{1}-k / 2\right) \Gamma(t-k / 2)}  \tag{10.3}\\
& \sum_{j=1}^{p}\left|a_{j}(\mu)\right|^{2} .
\end{align*}
$$

Since $\lambda_{1}$ is an eigenvalue of $-\Delta$, we may choose $\mu$ in such a way that the right-hand side of (10.3) is different from zero. Then $\left\langle U_{\mu}(\cdot, s), U_{\mu}(\cdot, \bar{t})\right\rangle_{\Gamma}$ has a pole at $s=t_{1}$. On the other hand, Theorem 9.1 combined with Theorem 7.17 implies that the latter scalar product is holomorphic for $\operatorname{Re} s>k+1 / 2$. This contradiction proves Theorem 10.1.

We proceed to reformulate Theorem 10.1 in terms of orthogonal groups. For that end we need the results of paragraph 3 . This reformulation of Theorem 10.1 is contained in Theorems A,B of the introduction. We shall indicate a proof now:

Proof of Theorems $\mathbf{A , B}$ : Let $Q$ be rational quadratic form of signature ( $1, k+2$ ) which is $\mathbb{Q}$-isotropic. It is elementary to see that $Q$ is $\mathbb{Q}$-equivalent to a quadratic form

$$
\lambda \cdot\left(q_{0} \perp q\right)=\lambda \cdot \tilde{q}
$$

where $q$ is negative definite with rational coefficients and

$$
q_{0}\left(y_{0}, y_{1}, y_{2}\right)=y_{0}^{2}-y_{1}^{2}-y_{2}^{2}
$$

and $\lambda \in \mathbb{Q}, \lambda>0$. The statements then follow from Theorem 10.1 together with Lemma 3.1 and Remark 3.3.
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