
A TRACE FORMULA FOR JACOBI FORMS

by

Nils-Peter Skoruppa and Don Zagier

Max-Planck-Institut
für Mathematik
Gottfried-Claren-Str. 26
0-5300 Bann 3·
Wes t Germany

Oepartment of Mathematics
University of Maryland

and College Park, MD 20742
U.S.A.

MPI/87-42



... A. Trace Formula for Jacobi Forms

by

Nils-Peter Skoruppa and Don Zagier

Dedicated to M. Eichler

Contents

Introduction ..... ,. ,. ..

0'·. Preliminaries on Jaceb i ferms .•..................... 3

1. The statement of the trace formula .~................. 7

2. First method: Kernel fw"ction for Jacobi forms ,··14

3. Second method: Reduction to half-integral weight .... 27

4. E va:lu:.ation of G (f;) 34
m

Appendix: Conjugacy classes in the double cover'- '".- ..,.~~.~~.

of SL
2

(E.) 46

Bibliography 48·



-1-

Introduction

~ave
In the last few years Jacobi forms"begun to playa role in several

contexts: the .pro·of~_ of the Saito-Kurokawa,conjecture, the theory of

modular forms of half-integral weight and,.more recently, the theory of HeeRner

points. The theory of Jacobi forms was systematically develop ed in [E-Z].

The purpose of this paper is to state and prove a general trace

formula for Jacobi forms. The exact statement of this trace formula can be

found in § 1,' especially Theorem 1. In this statement th~re occurs a certain

quantity G (~),the trace of a certain operator on aspace of
m

fundamental

course of these latter caleulations two minor results, which may be of

independent interest, incidentally drop out: a . Gauss sum reciprocity law

(Proposition 4.2) and aniceformula for Gauss sums associated to binary quadratic

forms (Theore-m 3). Two proofs of the trace fommla will be given, in §2 and in §3.

The main ingredient of the first proof is the construction of a reproducing kernel

fun.~tion. for ~acobi forms (Letmna 2. 1 and Proposition 2.2), while in ,the second

~~~&f~th~ tr~E~ formula for Jacobi forms is reduced to the trace formula for

modular forms of half-integral weight as given in [Shi]. The first method is nicer

because it is elementary and completely self-contained, but for convergence reasons

we IID.1st assume that the weight k is greacer chan 3. The second proof works for

all weights and is shorter modulo results in the literature, but it is considerably

more abstract and is longer if oue wauts a complete proof "from scratch."

The specialisation of the general traee formula to Jacobi forms on

the full modular group will be given in rS-Z] . It turns out that

Jk,m (SL2 (2Z) ) (=<space of Jacobi forms on SL2 (2Z) of weight, k and index m)

is isomorphie as a Hecke module to a certain very natural subspace of

M2k_2 (fO(m)) (=space of modular forms on fO(m) of weight 2k-2), the existence

of which was apparently not neticed before. These liftings playa role

in the relationship of Jacobi ferms to 8eegner points (cf. [G-K-ZJ~



The original idea to study Jacobi ferms and,especially, te develep

a trace fermula is due to M.Eichler. He proposed a;different procedure to

deduce such a trace formula,: namely, to consider the kernel function

K(T ,z;1',z'):' . L I
,'. . .(~)~~'(Z;) (A i ~ ) E Z

2

(
-C(-Z+A..T+lJ) 2. ,2' \)

2Tfim cT+d' + I\. :r-f:"2I\.z
e, '.

. ('CT+d) k (aT+b _ TI') (Z+).. T+~ _. ~ I) ",
cT+d cT+d

This function transforms like a Jacobi form (on the full modular group)

of weight k and index m in the variables T,z and, module a function with

no poles in TI and Zl, transforms with weight 2-k and index -m in TI ,Zl;

moreover the sum of the residues of K(T,z;T ' ,Z')~(T' ,zl)dT1dz l
, taken over a

fundamental domain, equals ~(T,Z) for any Jacobi form ~ of weight k, index m. One

then applies a Hecke operator (w.,r.•.t. T, z). to, K,.... sets _.C'r I,Z ') ~ Er .z) •. an~ sums
the. r~s~~es·.oy~p~. a::. f~flle:I,ltal- domain. This' approach, which 1s more
geometr1cal than ours',' wprks-- 'for the
elliptic contributions of the trace formula . but seems to be not so suitable

f?r.obta,ining . the parabo1ic contributions (one would have to study the

behaviour of the 1ine bundles· -Mlose sections

when compactifying the cusps) .

are Jacobi forms

Original1y the deduction of a trace formula for Jacobi forms and the

study of its consequences ware planne.d " as chapter IV of the IlX)nograph [E-Z]

(cf. [E-ZJ, p. 5, ,second paragraph) .' However, this proj ec t turned out to be much '0_

more time-consuming than expected and had to be dropped, to be taken up again

by the present authors.

Finally, we mention the paper- [E] of Eich1er, which gives an interestinq

trace formula for Jacobi forms. However,: Ms t:tace'.:f6rniu1:a· i5. of -a complEk.a-1y

different· -type. and seems to be unsuitable for compa~.ison with the usual trace

formu:l.a for mod.1,llar formsT arid .th~&. fo~. pr~virig the existence of the above

It is a great p1easure to us to dedicate this paper to· its initiator

Martin E"ichler.
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§ Q. Preliminaries on Jacobi forms

As main reference for the basic facts and definitions from the

theory of Jacobi forms we refer to [E-ZJ. Ta fix the notation we btiefly

summarize those items that we shall need in the following.

we denote the Jacobi group SL (R )~:R2.SI , i.e. the set
2

(A,x,s) with A e SL
2
(~) , x E: R 2 and SE Sl (the multi-

plicative group of complex numbers of modulus 1), supplied with the

comPQsition law

. xA l

(A,x,s)·(A',x',s') = (AA',xA'+x',ss'e(! 11».
x

[aibi]Bere xA'=(Aa'+"~,Ab'+\jd') with X-(A 11) A l - andt-'l,,; t-' - , t-", - <.: I d I , \ xAX,1 I. denotes

the determinant of the matrix built from the row vectors xA' and Xl. Further-

more, e (. .. ) always means
27T'i( ... )

e (and we shall use variations of this

like em( ... )=e27Tim( ... ) etc.).

We identify 5L
2

(R) and 51 .with the subgroups {(A,O,l) IA€5L
2

(R) }

and {( 1 ;0,5) Is E 51} respectively, and for xE E,2 we use Ix] for the

element (1,x, 1) of 1 (R) • Then each element E; of 1 (E) can be written

uniquely as E;=A [x] S with suitable· A6 5L
2

(E) , x €:R2 and s e: SI.

For subsets G,L,K of SL
2

(E) , E,2, Sl respectively we set

G><L • K : 0 { A [x] s IA € G, x 6' L, seS
l

} •

Obviously this defines a subgroup of l(R) if and only if G,L,K are subgroups

of SL
2

(R) ,E2 ,51 respectively, L 1s invariant under G with respect to the

usual action of G on JR2 and K contains all numbers e (I x' I) with X,x I E L.
x

Special subgroups of this kind are the groups

5L (~)~~2·S1
2

rX?L 2 (= r x zz 2 ·{r} ), r any subgroup of SL
2

(ZZ) •

We adopt the usual notations for special subgroups of SL2(~)

r (0) ={A E SL2 (zz;) I A=l mod n}, r0 (n) ={A E SL
2

(72:) 1A= [;:J with nl c}.
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H denotes the upper half plane {1' s <t I Im(t) >O}. The Jacobi group ] (Ja)

acts on H XII: by

(A [x] s) • (1' , z) ( Z+A1'+ll)::::I AT , ct+d (A=[~ , x= (1.. , lJ), t ~H , z c a::

where AT
. aT+b

is given by the usual action of SL
2

(Ja) onH , ~.e. A1'=--d •ct+

Let k be areal number and m an integer. Let A::::I [~J E SL
2

(Ja) ,x= (1.., ll) E R 2
,

5 E 51. Then we have, generalizing the operator

on functions h(T) on H, the operator

(q> Ik (A [x] s) ) (T, z),m
( 1)

=

r
w

on functions ~(T,Z) on HXII:.

Bere and in the follawing

r (iArg (w) +log IwI)r
w = e

(w , r E a:, w;eO)

(-Tf<Arg (w) ::i+rr) •

is always defined by

If k i8 an integer, then (1) defines an action of ] (:R) on the space

of functions on HX(. In one or two instances we have to consider the case of half

1
integral k, i.e. kE ~zz. In this case ane has

(~ Ik (A Lx] s)} Ik (B [y] t) u 0 (A, B ) ~ Ik ( (A [x1s) (B [yJt) } ,,m,m ,m

where

(2)

a(A,B}= 1; more precisely

(CBT+d}lk(cIT+dl)~
O(A,B} CI

(c' '1'+d 'I }1/2
(A= (: :l, B= (:':~ , AB= (:,,~,~ ) •

Let r be a subgroup of finite index in SL
2

(ZZ} and.k,m be positive

integers. Then J
k

(r),m d~notes the space of Jacobi forms of weight k and

index m on r, i.e. the space of all holomorphic· functions ~(T,z) on HX~

such that

(i ) ~ Ik , mF; = <p. for all ~ E rJ
,

(ii) for each A E SL2 (ZZ) the function ~ Ik ,mA has a Fourier development

of the form $1 A ~ L c(n,r} qn/t ~r for same integer t.
k,m

n,re2Z
4~-r2)O
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Bere and in the following and denote the functions

on H and e(rz) on ~ respectively.

If ep has for each A E SL
2

(7.l) a Fourier development (ii) satisfying

the stronger condition then$ is called a cusp forme The subspace of

cusp forms in J
k

(f) will be denoted by Sk (f).
,m ,m

For integers p,m with m>O set

e
m,p

:= I qr
2

/4m sr ,
rE 7.l

r:p mod 2m

and denote by Th the span of the
m

e (p t: ZZ) • Obviously Th is a
m,p m

2m-dimens:lorial vector 9pac.. .-

Ag a consequence of the transformation law with respect to ZZ2 (~fJ)

written as

a fact that the h (T) are elements
p

for any rS;f
O

(4) denotes the space of

every Jacobi form cl> in J
k

(f) can be uniquely
2m ,m

cl> (T ,z) = L h (T) e, (T ,z)
p=l p m,p

with suitable functions hp(T) on H. It is

of

modular forms of weight k-l/2 on f, iee. the space of holomorphic functions

h(T) on Hsatisfyimg h(AT)j(A,T)1-2k==h{T) for all A€f and hl
k

_
1

/
2

A

for any AE SL
2

(ZZ) having a Fourier development of the form L qN/t (t a
N~O

suitable integer). Bere and in the following j(A,T) denotes the usual theta

multiplier which can be de·fin'"""~d.-'· .by

One has

j{A,T) = 6{AT)/6(T)

j (A, T) ":3E (cT+d) 1/2 (A= [::J )
r 2

(A E f 0 (4), 0 = L q ) •
re: ZZ

with a well-known fourth root of unity

EuE: (A) (even E: (A) E o{±l} for A Er (4», but we shall not need such explicit

formulas.

Conversely, let hp{T) (p=1,.e.,2m) be given elements of ~_1/2(r(4m)~r)

such that the function ci> deflned by (4) transforms wlth respect~·. to f like an

element of J
k

(f). Then 1t 1s easy to check that ~ 1s 1ndeed in J
k

(f) e
,m ,m
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Via (4) we occasionally identify J
k

(r) with the subspace of elements,m

in ~-1/2 (r (4m)f1r) (8) Thm which are fixed by f with respect to the obvious

action IIl k_ 1/ 2 @li/2,m ll of r:

J
k

(f)
,m

(5)

L
p=l

h 08p m,p

It is easily seen that by (5) the subspace Sk (r) corresponds to,m

(Sk-l/2 (f (4m)flf) <0 Thm) , where Sk-l/2 (f) for any fcf0 (4) denotes the

subspace of cusp forms in ~_1/2(r). Also note that we may replace in (5) the

group f(4m)nf occuring on the right side by any subgroup E of finite

index in r (4m)n r ~
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§ 1~ The statement of the trace forrrrula

Let k,m denote positive integers and let ß =J(~) = SL2(~)~ ~2·S1

be a finite union of double cosets with respect to a subgroup rJ of

finite index in

We define an operator ~,m,f(ß) on J
k

(r)
,m

by

( 1)

Here the sum is over a complete set of representatives ~ for the

rJ-left cosets of ß.

Proposition 1.1 - The operator ~,m,r(ß) is well-defined (i.e. the sum

in (1) is finite and does not depend on the choice of representatives ~)

and maps J
k

(f) to J
k

(f) and
,m ,m Sk (f) to Sk (f).,m ,m

Proof - We first show that is finite for any t:: E J(OV·

t;= A[x]s, let J J rAI' be the canonical mapLet y:f e;r ---+-

B(y]t
"J J J

inducedn - ~B and let . y * :r \r c;r --+- r\fAf be the

map. For BE rAr the fibre y-1 (B) is invariant by left and right

multiplication with Z2(= r J ), aud it is easily seen that a set of

representativeH-for z\y-1 (B) defines also a set of representatives for

the rJ-left cosets in y:1 (fB). Hence, in 'view of· :the well-known fact

that - N Ar is finite, it suffices to show that

for any BErAf.

A simple calculation shows that y-1(B) is the un10n of all double

with
-1

GEA. fBn f. The number of such double cosets is
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actually finite: if ~ > 0 is an integer such that R..x E Z, and if

G,G' E A-
1rBn r with GE! G' mod ~2, then

A-
1rB n r mod ~~ SL

2
(Z/t 2?l) is finite.

2 2[x'G]Z = [xG']Z • But

. . 1 f h h 2\.ow 2
n 'J'1Z . f" fThus ~t ~s e t to s ow t at Z- ~ ~ ~s ~n~te or any

nE .. -J(<Q) • " . But this is immediate, since a set of representat ions

for zZ\ZZn z 2 is given by nn I with n' running through a set of

representatives for (n-lz2n n zZ )\2Z
2

, and n-lzZn =N 7lZ for a

suitably choosen positive integer N (depending on n).

since A ~s a finite union of double cosets of the kind considered

above, we deduce that r~ß is finite.

That ~1~,m,f(ß) in (1) is independent of the choice of

representatives ~ is clear from the transformation laTH of ep E J k (f),,m

and also it is obvious that ~I~ m r(ß) transforms like a Jacobi form, ,
in J k (f) with respect to r J .,m

In order to check that

correct Fourier development one writes for each .~ in (1)

_') a 2 n + aAr + mA 2 ar+ZmAc(n,r)e(abn+·slJr + WAll q l; and since

+ mAZ) - (ar + 2ffiA)Z = a?(4mn - r 2), we see that in the

y = (A,~). Byassumption

with a suitable~ • A'B[y]t

o. Hence24mn - r ~

an upper triangularand

unlessc(n,r) D 0

A' E SL
2

(7L)

[~ :-1]B =

with

BE 5L
2
(~). Let

= ~ c(n,r)qn,r

L

matrix

ep I A'k,m

<pIk mf:,A =,
Z4m(a n+ aAr

Fourier development of (<PI~,m,f(6)) Ik,mA only powers

n' r' 2
q l; "(Il;' ,r' rational numbers) occur" were 4mn' - r' ~ o. Finally,

using the fact that (4) 11\ ,m (6) ~k ,mA is invariant with respec"t to r, so

that only integer powers of I; occur in the Fourier development of
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($IR (A))l k A, one ends with the required Fourier development.-K,m ,m

Also, these arguments show that R r(6) maps cusp forms to cusp-1<., m,

forms.

Remark - Let r' be a subgroup of finite index in f. Then 6 is

also a finite union of double cosets with respect to r,J and we can

consider the operator R r' (6). It is obvious that the image of-1<., m,

t r (R. r I (6) ,Jk ( f ' )) ,
-1<.,ID, ,ID

Jk,m(r') by ~,m,r,(6) is contained in

restrietion of !.f'V 1-1
· Hk,m,f' (6) to

with R f(6). Thus we obtain-1<., m,

-1
(Z) tr(~,m,r(6), Jk,m(r)) ~ lr'\rl

J
k

(r)
,ID

J k (f)
,m

and that the

coincides

and the same applies to cusp forms.

The simp le formula (Z) will become important Ln the der-i';~tion·_.-.

of the trace formula for R r (6)· ..given in §3.-1<., m,

The aim of this paragraph is to state a formula for the traces of

the 9perators . R. f(6). In order to do this we have to-1<., m,
introduce

another operator.

byTb
m

onu (~)
m

Recall that Tb denotes the span of the theta series
m

q r 2 /4m rr
~ (p Q 1, •.• ,2m). For each ~ E J(~)Sm p ~ l.

, rep(Zm)
we define an operator

(3) L 81 1/ 2 ~[x].
x€L\Z2 ,m

Here L is any subgroup of finite index in ~2 such that ~L~-l~. Z2. From

the transformation law of e with respect to ~Z it is claar that elu (E;)
m

depends neither:. on the choice of L _o9r _on "~h.e choic~· of.. r~presentatives x

2
for L\2Z • In § 4 we shall show that U (~)

m
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Tb (cf. Prop. 4.1.).
m

Note that Um (A) for AE SLZ(Z) coincides with the usual

projective 4action of SLZ(Z) on Tbm. Using this it is easy to check

that U (A~A-1) = ±U (A)U (~)U (A)-l for any ~ and any A ~n SLZ~).
m m m m

Thus the essential part of the trace of

the SL2 (Z)-conjugacy class of ~.

To be more precise set

U (~)
m

should only depend on

(4 )

where

G ( ~ ) := E CA) t r U ( t;)
m m (t; a A[x] sE].< ~))

(5) {

-1
e:(A) =

+1

if c < 0 and tr CA) <. 2

otherwise
) .

Lemma 1.2. - The expressions Gm(t;) defined by (4) satisfy

G (M~-1) = G (E;) and G (BE;) = G (E;) for all ~ E ] ((Q) ,
m m -- m m

M E SL2 (Z) snd all parabolic BE f(4m) .

Proof - Let E; = A[x]s. Then

U (M)U (E;) = a(M,A) U (Mt;) = a(M,A)a(MAM-1,M)U.(M~-1) U (M) with a(·,·)
m m m • m m

\,.thr) Appendl.X 1 1 1
as in (0.2). Hence by (3-}.o we find e:(A)U (M)U (E;) U (M) = E (MAM- )U·, (ME;M- ),. . m m m m

which immediately implies the first assertion of the l'ennna. The second one

is a simple consequence of the first and the fact that every parabolic

B E r<4m) is 5L
2

(Z) - conjugate to a matrix of the form [~ 47t ] (t E Z)

and that such a matrix obviously acts triviallyon

We can now state the trace formula.

Tb .
m
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Theorem 1 - Let k> 2, m> 0 be integers, r:: 5L
Z

(z) a subgroup

of finite index, and 6 a finite union of double rJ
- cosets in

J(an . Then

(6) tr (R f (6), Sk (r)) = L I k r (A) gm (LY,A).
-lt,m, ,m AEP(6.)/f""J ,m,

m,f

where P:J(~) ~ SL2(~) , P(A[x]s) = A , denotes the canonical

projection, f""J is the equivalence relation defined by
m,r

A and B are r-conjugate

or

Af""J B if and only if and B are ·parabolic and GA is
m,f

B for some

GE r
A

n r(4m) ,

and are ~invariants of the f""J -equivalence class
m,r

of A defined as foliows:

with G (f;) as .in (4) snd the sum being over a set of representativeg of
m

the doub l~ cosets in P-1 (A) n l:1 with respect· to z2 (= r J
) •

- If A a [~~] then

Zk-3
· 48

- If A is elliptic. A = [: :]. let P.P· denote the eigenvalues

of A such that Im(p) and c heve the same giga. Then

3/2-k
L r(A) = Ir 1-1 sign(c) ~p------
-k,m, A p_p'



-12-

If A is hyperbolie with
2tr (A) - 4 a square in (Q, let

p,p' denote the eigenvalues of A sueh that Ipl > lp' I. Theu

p-p'

3/Z-k
= _ Ir \-1 ~p ___

A

If A is hyperbolic. with 2tr (A) - 4 not a square in (Q, then

I k r(A) = O.,m,

r such that

aud numbers

-1- _ -
D rA(-4m) D.

~]. Then

aud

is parabolic, then there exists aDE: SL
Z

(Z)

is generated by f
L

1 's]
,0 1

A- .rf

s> 0,

if .E.( z
s

if E.;..71.
s

'Here denotes the subgroup of all GE r " .such that GAG- 1
Q A-~~~~and

~ ..~----

rA(4m) the subgroup rAn r (4m) .

Remarks.--· (i) The formulae~, for I k r(A) are completely explicit. In,m,

§4, we will ealculate G (E;) , thus obtaining a "ready to eompute"
m

formula· :. for the trace of H. f (~) .-lt,m,

(ii) , To check that the statement of the theorem makes sense we need

the following observations:

the surn in (6) is finite, since the matrices in P(ß) have bounded

de nominators and since there is no contribution from ~e conjugacy classes

of the non-split hyperbolic elements 10 P(~) •

The expressions definining Ik,m,r(A) make sense (because f A is finite
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for elliptic or split hyperbolic A) and depend only on the ~ r-conjugacym,

class of A (recall that the sign of the left lower entry of an elliptic A

is invariant with respect to 8L2 (tZ)-conj ugacy) .

The SUffi defining g (~,A) is finite (in the proof of Prop. 1.1 we
m

showed that the set Z~\P-1 (A) n~ is finite); also &m (6.,A) does not

depend on the choice of representatives ~ for z~p-l (A) n ß/z2 (it

is obvious from the definition of ,G (~) that G ([x]~) = G (~[x]) = Gm(~)
m m m

for all 2
xE Z ).

One can easily deduce from Lemma 1.2 that &mC~,A) depends only on the

~ - conjugacy class of A.
m,r

(iii) - There are-also formulas for tr (Hk r (~), 8k Cf) ) in the,m, ,m

case k = 1,2. For details of this the reader is referred to the end

of § 3.
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§ .2-. First method: Kernel function for Jacobi forms

Throughout this paragraph r denotes a subgroup of finite index

in S~(Z), and k,m denote positive integers. We sha11 mostly assume

that k~ 4 . This assumption is needed to eusure the convergence of

several expressions occuring below. A proof of Theorem 1 which is

valid also for smal1er values of k will be given in § 3.

AB indicated in the eitle the derivation of the formula for the

trace of ~,m,f(ß) on Sk (f) will depend on an explicit description,m

of the reproducing kernel function of Sk (r),m
with respect to the

Petersson scalar product (which was introduced in [E-Z]). The procedure

will be very sDnilar to the derivation of the trace formula for Hecke

operators on the space of cusp forms on SL2 (z) as given in [Z].

To fix the notation let us recall the definition of the Petersson

scalar product for Jacobi forms.

For TE H , z E a: let

~k (T,Z),m

2k/2 -2nmy Iv
• v e

Here and henceforth we use

l' = u+iv z:a X + iy (u,v,x,yE R )

It ia easily checked that

( (
at+b Z+At+~)

~k,m ~·(T,Z» • ~k,m cT+d' cT+d

for all i;; = [~ :] [A.•IJ] € J (R)



Thus, given any two functions on Hx II invariant with

respect to the action of fJ gi~en by "I 11k,m
. we deduce that

. fJ· . f .
~s a -lTIVar1ant unct10n on

"~ ". " ........_4··_~ -..
-""'="'.~

The' J (R) -invariant volume element in H x a:

dV = v-3 du dv dx dy •

is given by

Note that the volume of rJ\Hx II (with respect to dV) equals

Ir n { 1} I-1 . h 1 f f\. tJ (' h v-2 du dv)',± t1mes t e vo ume 0 \A W1t respect to

in" particula~ it is finite.

The Petersson scalar product of two cusp forms

now defined by

cf>,1JJE Sk (f)
,ID

is

<<p,1JJ> =

fact that for any cusp form

is bounded on H x a: •

q, E Sk (f),m the expression lcf>(t,z)~k (T,z)1
,ID

Finally,-we define a function ~,m on by

(1 )

It is invariant under J(R) acting by 'Ion (T ,z) and in the complex
k,m

conjugate way on (T o,zo),1.e.,

( - -k m -c (z+.),:r+lJ) 2 2mh. ~·(T,Z);~·(To,ZO))·(CT+d) e ( d +A T+2AZ+AlJ)S •-K,m cT+

=
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for ~ =- (~d)[A,}.l]sEJ(lR). This can be verified by a mes"sy direct computation

wich becomes somewhat simpler if C::::l 0, the only case we shall need.

The basic lemma i5:

Lemma 2.1. Let k > 3. !hen one has for any (T o ,zo) EHxC

(i) The integral

15 finite.

(ii) Let ~(T,Z) be any holomorphic function on Hx ~ such that

1~ (T , z ) JJ
k

(T , z) I i5 bounded in H)C' a: • Then,m

(2 )

(Note that the integral in (2) i5 absolucely convergent by (i) and

ehe boundedness condicion for $ .)

Proof. First of all we observe that it suffices to prove ehe lemma for

(1'0 ,zo) • (i,O) t as ws see by choosing .; EJ(lR) (with upper triangular SL2 (lR)

component if so desired) sending (i,O) co (To'Zo)' replacing ~ in (ii) by

4J I
k

E;, and using the transformation laws of u. and h.. • Write simply,m . K,m ~,m

h(1",z) for h. (T ,z;i,O). Now to prove (i) we observe
K,m

~_. - ... _. ------.I'-'-~---

-- - - ~ ...... ... ~ .

this yieldsdx dy

denotes the absolute value of eheD

with respect to

where

ovarIntegrated .
kf2

v 1T

IT+il k • 10 '
discriminant of the negative definite quadratic form in the exponential

of the right hand side of (3).; Asimple calculation·:shows D • (4mn)2 so
VIT+iI 2

(

1/2 k-1
f I h(T , z)u. (L ,z) I dV ~ 1 f v ) du dv

Hxt 'K,m 4m K IL+il --;r
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Identifying the upper half-plane with the unit disk and introducting polar

T-i i8
coordinates, i.e., setting T+i" re ( 0 ~ r< 1, 0 ~ 8 < 2'TT), we find

(4) v du dv---;r =

and hence finally

=

2-k 1 k-S
2 'TT J (1 - r 2)2 r dr

m 0
< 00

Ta prove (ii), denote the integral on the left-hand side of (2) by I; then

where

I J~(T)
H

k-!v
- k-'?(L - i)

du dv
v2

with

~(T) = f ~(T,z) g(T,Z) dx dy
«:

g(T,Z) • ( T- i)-, em( Z
2

,) v-~
T-1.

-47fmy2 Iv
e

To evaluate, the integral I we again set T-i ia
T+i = re and use (4), obtaining

I
1 (2'TT 1)

= f f l%>(-r) (T+i)k-2' da
o 0

1

1 2, k-z 4r
(-+.) d

"+ (1_r zyt r.

Let UB asBume for a moment that ~(T) is holomorphic. Then the inner integral
. k 1

equals 2rr(2i) -Z~(i) by Cauchy's theorem, so

I =

But

~(i) CI

_1
J <P(i,z)

m z2 -4'TTmy2.
(-2i) 2 e (-2i) e . dx dy

C

_1 co 21T -2'ITmr 2 + 'TTmz 2 ia(-2i) 2 J J q,(i,z) e r da dr ( z = re ),
O' °

and since q,(i,z) is holomorphic this gives finally

.1 co 2
etl(i) •. (-2i) -~ 2'TT q,(i,O) Je-2'TTmr r dr

o
=
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It remaina ta, show that 4l Cr) is holemorphic, er--equivalently--that

(5 ) ~(~) = J ~(~,z) ~
a: o'T

g(~,z) dx dy

vanishes. A simple calculatien g~ves

1~ g(l z) = - l JL {( z-zo + z-z\ g(1,Z)}
d'-:c . ' 2 /3z T"-1 "f-l )

. 0

Intreducing this in (5), taking inte account that ~(T,Z) is holomorphic

and applying Stoke's Theorem, one obtains

o i
o"f 4> (T ) = 4" lim

r-+<o

But the right hand aide o.f this is obviously equal to zero by the
2 2

boundedness condition for ~ aud since g(1,Z) = O(;E.lzl e-21TmY Iv) (aB function

of z for fixed 1 aud Izl ~~) for a suitable E > o. This completes the

proof ,of the lemma.

Proposition 2.2 - Let k =: 4. For (1 ,z), (10 'Zo) E Hx 0:: define

where

where

~ is the function d f" d b (1) A = (2k-3)mi
k

d--1<" m e__~n_e y~ ' k,m 2-k ' ~

" 1(1)" denotes ehe action of rJ with resp;ct ;0 the first
k,m

pair of variables (T,Z). Theu oue has:
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(i) For any (To ,zo) E Hx a: the series on the right hand aide of (6)

conaidered as a aeries of functions in (T,Z) - ia normally convergent

on every compaet subset of Hx a: •

(ii) K is the reprodueing kernel func.tion for Sk (f),m with respeet to

the Petersson scalar product <-,.> , ioe.:.

- for any (T ,z ) € H x a:
o 0

is a eusp form in Sk (r),m

- for any (T ,z ) E H x a:o 0
and any euse form ~ E Sk ,m oue has

Proof - The proposition is an immediate consequenee of the foregoing

lemma •. Inde2

.' to prove (i), let K be a compact subset of H x lC • Then there

exists a compact subaet 'K' c Hx a: such that each point of K is an

intericr point of K' , and by standard function theory there exists a constant

Cl ' such that for any holomorphic function f on H x a: and all (T ,z) €K

ane has If{T,Z)1
2 ;;;c, f

K
, If{T',Z')1 2 du' dv' dx' dy' (T'=u'+iv',z'=x'+y',

2 cl 2
u ' ,v',x',y ' E R), and hence If(T,z)1 :Si c

2
JK, If(T'~~_')1 J.lk,m(T',Z.?dV(T',Z'),

where c
2

denotes the minimum value of (p (T I z 1 )v,--3) on I( 0

k,m '

1
(1). 1/2

Applying the last inequality to f(T,z) = ~ k ~(T,Z;T&,Zo) yields-K,m ,m '

CELr
J
(~,m 1~1,~ J:\T,Z;To'Zo) ;;; :21 L J I{~ 1~1) ~\--T' ,Z';T ,z )1 '.''-;, '.: '1' t;ErJ K 1 ,m ,m t 0 0

o J.I ( T' i') dV (T' z')k ,m' ,
(8)

J Ih.. ( T' ,z ' ,'T 0 ' z 0) I J.lk (T ' ,z ' ) dV (T' ,z ') 0

~ 0 K' -1(. , m ,m
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But this last series is convergent: since K' is compact it can be

cut into a finite number - say n - of pieces, each of which is contained '

in a fundamental doma.in ~or rJ \ Hx a: ; hence the series in the right

hand side of (8) can· be estimated by

n·fHxa: 1\.,mCr' ,z' ;TQ,zo) I 'uk,m(T' ,Z')dV(T' ,z') which ia finite by

Lemma 2.1 (i). This proves part (i). It now follows

that: for fixed (T ,z )EHxlI
o 0

holomorphic on Hx a: and from the definition it is clear that it trans-

forms like a Jacobi form in J k (r). That it is even a cusp form is,m

easily deduced from

.'uk (T,z)dV
,ID

Also, by the same procedure of "unfolding the integral" and by Lemma 2.1 (ii)

one 4educes (7).

since the reproducing k~rnel function K for S can also be'written
k,m

in the form K(T,Z;To'Zo) = ~ ~i(T,Z) ~i(To'Zo) ,where ~i runs through
~

any orthonormal basis of Sk (f) , it is clear that the trace of an,m

operator R f-(ß) on Sk (r) ia given by the integral of-K,m, ,m

'2: (K Ik(l) n).(T,z;T,Z)'uk,m(T,Z)2 over r\a x a: with respect to dV, i.e.
,nErJ,\ß ,ID

Corollsry 2.3 - Let k'~4 and the notation as 1n Theorem 1 snd the

following proposition. !hen one has:
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\" ~ (1) ~ 2tr(R (ß),Sk (r» = A_ f L ~. Ik T,Z;T,Z)~~;, (T,Z) dV.
-K,m,r ,m '"k,m r.l\Hx«: ~E.ß ,--k.,m ,m l\.,m

- ..
'·Ws must no'W'· evaluate 'the integral in

(9). First of all we rewrite

tr(R r(ß),Sk (r»
-l<.,ID, ,m ~

(10)

(9) ~n the form

du dv
~-2-

v

where,' as in the notation of Theorem 1, P denotes the canonical projection

from the Jacobi group onto SL2(R), and where

. , rJ , d ' f . ( ) dn comes ~n S1nce ~ ent1 1es T,Z an

Using the formula

n 111 Ir n {±1} 1-1 (the factor

(T,-Z) if -1 E r) .

oue easily ve~ifies that

(11 )

l: (h
nEZ2 \: k,m

1
(1) ) - -k \
k,m n (T ,Z;T6_,Zo) = (T-To) t..

A,J,JEZ

CI! (2mi) -1/2 ('r-T ) 1/2-k L e( -~ (r+2mA) 2 + Z (r+2m.X») e ('-T4mo. r2 - zo r)
a A,rEZ 4m

(2m ,)-1/2( - )1/2-k
= 1 T-Ta

2m
l: 6 . (T , z ) 6 (r0 , Z6 )

P=l m,p m,p
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Thus the inner integral in (10) may be written as

(2mi)-1/2(AT-T) 1/2-k(CT+d) 1/2-k J L-1
7LT+Z\a: f::EZ2\ P (A)n6

2m
L (8 1 , / 2 c\t T , z) •

l ~m,p ,m"t
p=

--.,...-- ()2 dxdy· e (T,Z)~k T,Z ,m,p ,m v

or - ~n terms of the operators u (~)
m

introduced ~n (1.(3» - as

(12) (2mi)-1/2(AT_T)'/2-k(CT+d)'/2-k J
:lT+Z'\a;

2m

~ ~
2 .~

• \' 8 lu (~) T,z)6 (T,Z)~k (T,Z) .
l. m p m m, p ,m v

p,.;ll '

c,d denoting the lower entries of A_

By the formula

ö
P,o

denote.s - the Kronecker ö; for the simple

proof cf_ [E-Z]) we now find find that (12) is nothing else but

. -1/2 k-1/2
~ v

2372m -(-A'-r_--:r-)~k-~17~2-(-c'!-+-d-)~k--~17~2

Inserting the last formula in (10), we thus arrive at

(13) tr(R r(6),Sk Cf)) CI Ak-n-f L fA(T)g (ß,A) dudv
K ,m, ,m r\H AEP (i!l) m v 2

where &m(6,A) is the expre9sLonexplained in the notation of-Theorem 1 ,
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were

k-l/2
v

with E(A) as defined in (1.5), and

A ::::z

k

Using Proposition A.l it is easi1y verified that

f
A

CM:r) 1:I f -1 (T) (A,.ME SLZCIR))
M AL:f

, Also, by Lemma 1.2, one knows ·that g Ca ,A) on1y depends on the - r'm m,

equiva1ence class of IA , where "..... 11 is the relation exp1ained inm,r

Theorem 1 • Therefore - disreagarding questions of convergence - we may

write the integral in (13) in the notations of Theorem 1 (and with R

denoting a set of representatives for P(6) mod."'" r) asm,

r 8m~6.A)
AER

f
r\H

~
B

B- rAm,

= l:
AER

.np·,·

g (6,A)
m f -1 (T)

M A~

dudv
"""V2

+ l: ~(6,A)
AER

p

f
I'\H

L
MET \r

A

. L
-'~-€:·r~ (4m)·

where ~p . and R
p'. denote the subsets of non-parabo1ic and parabo1ic

elements of R respectively.
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can be

f L
r\H ME..rA' r

dudv
f

A
(MT) V""2 CI

and similarly for the integral belonging to parabolic A. Hence we find

tr (~ r(ß), Sk (r)),m, ,m

(14 ) = L {\·n. f fACT) d~~V } ~
(ß,A)

AER rA\ Hnp

L { \ · n · f BErI4m)
f dudv }+ (T) V""2 &m(ß,A).

AER r A\H
.. BA

P .,

Unfortunately, the integrals appearing in (14) diverge for split-

hyperbolic and parabolic A. To compensate for this, one has to interpret the

corresponding integrals frA\H in the sense ~~ fr~(H'C(~)) , where

C(~) ia the interior of the (one or two) horocycles of radius E tangent

to the (ooe er two) fixed points of A (if one fixed point of A equals

00 ,then "interior of the horocycle of radius e: tangent to 00 11 means

the region {T E: HIIm T > ..!..} ). It can then be shown that the integrals in
E

(14) make sense, and also the above deduction of (14) from (13) can be

justified. For details of this, the reader is referred to [Z] or [0],

where integrals exactly as in (13) were treated (the suspiciouB reader will also

need some estimate for the number &m(ß,A): this is easily provided by the

explicit formulae in § 4.)
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Finally, the reader will easily verify (or cf. [0]) that the

expressions in brackets in (14) equal the expressions ~,m,r(A) as

stated in Theorem 1.

Thus, in the case k =: 4, Theorem is proved.

Remark - The reader who ia acquainted with the Eichler-Selberg trace

formula for modular forms of one variable will have noticed that in the

las t _: part· ., of the foregoing proof of Theorem 1 there has been

a strang trend towards modular forms of half integral weight. The

starting point of this was (11), i.e. to write the kernel function K

in the form

where

This is the pendant to the fact that each Jacobi form ~ can be expanded

\"2mas ~(T,Z) = L 1 h (t) e (t,z).
p" p m"p

Indeed, starting with K as defined

in (15),it is not hard to verify directly that K is a reproducing kernel

function for Sk (r). Also, (15) makes sense even for k = 3.,m

In principle, this is the point of view that we shail adopt in the

next paragraph; but we ahall even go a step further and shall reduce the

proof of Theorem 1 directly to the Eichler-Selberg trace formula for

modular forms of half integral weight.
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- ........ -~ ~-

Nevertheless, we think that the presentation of this paragraph has

its own rights, since it shows the possibility of a completely self-

contained proof of Theorem 1 without passing to modular forms of half

. integral weight. Indeed, to proceed more systematically, it would have

been possible to compute the inner integral in (10) without referring

to the 6 and the operators U (~) • However, the result and them,p m

procedure would essentially have beeu the same as in § 4 below.
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§-~l. Second method: ~eduction to half-integral weight

In order to derive a formula for the trace of ~,m,r(6) we

can as weIl consider ~,m,E(ß) where E is any subgroup of finite

index in r (cf. (1 .2) • But if we choose "E:: r (4m) , say 'L,:lII rn r (4m) ,

then we have the canonical isomorphism Jk,m (L) R:SM k_1/2 (E) ~ Thm as

explained in § O. It ia reasonable to expect that via this isomorphism

~,m,E(6) can be written in terms of double coset operators on M·k_1/ 2 (E)

and operators on Th • This turns out to be true, and hence we may
m

apply the Eichler-Selberg trace formula for double coset operators on

modular forms of half integral weight to derive the desired trace formula
. " ~_ .. '- ~..,

for l\. ,m, r (6) · This ia the idea of the:..pr?~~~:~~,~ ~=-..:~C;.~ ~...,nov ~sketch.

~

By SL2 (R) we denote the well-known double cover of SL2 (R) i.e.

{([] ~1 [~~] E SL2 (R) ,W(T) a holomorphic function }

= ~ ~ ,W(T) on. H satis fying W(T)2. cT+d

equipped with the composition law

(A , w(T) • (A',w' ("C)) • (AA',w(A t T) w' (T» •

Let E c r(4) be a subgroup of finite index and let

E* := {(A,j (A;!» jAE Z}

*(j (A, T) the theta automorphy factor as exp lained in § 0). Then E is a
~

subgroup of SL2 (R)
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For AE: 5L2 (R) denote by A the

1'/2 -. [* *] 1/2W(T) = (cT+d)' ~. A= c cl ' (cT+d)

TI 1/2 TT- 2" < Arg (cT+d) ~"~I (cf. § G~.).

----'
element (A,W(T» € 5L2 (R) , where

being that square roof of cT+d with

Let AE: SL2(~). Then it is known that the canonical projection

z:RAr* --+- EAI: «A ~W(T» ~ A') is one to one. Thus there is a map

~

such that for all A' € EAI: the element A' · (l,t
A

(A'» is the inverse

image of A' by the canonical projection E*ÄI* ~ EAE.

With these notations one then has for any A E SL2'(~) the op~rator

Tk - 1/ 2 ,z:(A) on t-1"k_1/2(L) given by

(2)

~nd
The operator Tk- 1/ 2,r(N is well-defineo,maps M-k_ 1/ 2 (E)

and cusp forms to cusp fOrmB (~~e~e~g~: [Shi].).

to ~k-1 /2 (I:)

Lemma 3.1 - Let the notations be as in Theorem 1. Let I: be a subgroup of

finite index in rn r(4m). !hen, via the identification
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Proof - Let hE Mk- 1/2 (l:) , 8 E Thm .

Writing out the definition of K ~(ß) one finds
-1(. ,m,/..

(3)

= L
AEE\P(ß)/E

I
A'EE\EAE

L _ (h 0 8) [ E;
~E7L2\P 1 (A')M. k,m

where we have used once more the fact that a complebeset of representatives

for the EJ
- left cosets in a fibre y~l(EB) of the canonical map

Jy*:E \ß ~ E\P(ß) is given by a complete set of representatives for

Z\ P-1 (B) nß (cf. the proof of Proposition 1.1).

The inner surn on the right hand side af (3) may be written in

terms of the operators U (E;) as
m

Let A' = G AG1 2
for suitable

(4)

Now, using that 8[ G ~ j(G,T) 8 for all G = [*c d*] ( r(4m) =E ,
1/2,m (cT+d) 1/2

oue easi1y verifies that for a E; on the right hand side of (4) ane has
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Thus the inner sum on the right hand side of (3) equals

and in view of - the definition of T
k

-
1

/
2
,r(A) (in (2)) this is

exactly what we had to prove.

'. _~quation (2) of § 1 combined with Lemma 3.1 now immediately

') imp,lies:
.' .

Corol1ary 3.2 - Let the notations as in Theorem 1 sud let E be auy

subgroup of finite index in r n r (4m). Then, for any integer k,

where Tk- 1/ 2,E(A) is the operator defined by (2) and e(A) as in (1.5).

--

We ahalI now apply the Eichler-Selberg trace formula for the traces

of the operators Tk- 1/ 2 ,E(A) occuring in (5) (cf.[Shi],"orfor. k~3, [0]).

Using Dur notations it reads

(6)

aLL (A') tA(A')g(A')
AlE EAE /~ -k ,m, E

m,E

Here is as in (1), E (A I) as in (1.5), Ik,~,E(AI), ",.",. 11

m,E aa
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explained explained in Theorem 1, and one has to sum over a set of

representatives At for the "...... 11 - equivalence classes of
m ,E

EAI:.

that we have not quct:ed the Eichler-Selberg trace fonnula ~n exactly
iven in [Shi]
"Apart from some obvious simplifications c:oming- from the-

assumption E cr (4m) (which also implies that our "....... "
m, I:

coincides

with the notation of "E-equivalence" in the sense of the Eichler-Selberg

trace formula) we have made use of our Proposition A.1. Using these

remarks the reader will find it easy to identify (6) with the formulae

given in the literature.

Substituting (6) in (5) and using

(cf. the proof of Lemma 3.1) we obtain

tr(R r(~),Sk (r»K,m, ,m

(7 )

= L
A' €P (6.) / ......

rn,E

"_ Theorem is now a consequence of (7) by noticing that

MS / 2- k CE) = 0 for k ~ 3 ,that &m (~,A) only depends on the

...... r-equivalence class of A, and by the followingm,

Lemma 3.3 - Let E be a subgroup of finite index in r , and

A E. SL
2

(IQ) • Then
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1.
A'

A'rooJ -Am, ~--

(8) i ~(A') ~ L r(A)
~,m,~ ~,m,

The easy prouf of this is left to the reader (for non-parabolic A

the equation (8) is almost obvious; for parabolic A one needs the identity

\' c(_z+t) - nc(z) f Elf' EJN hL - or z 'U, n ,VI ere
t (mod n) n

z ~ Z,. 0 if z E Z .)

c(z) denotes cot 7TZ if

He . observe that the precedinp, arguments also give formulas for

k=l and k'G2, in particular (specializing (5) to k=l)

(9) tr (H, r(ß) ,51 m(r» - IE\rl-1 L e(A) tr (T r / 2 t(A) JS1/2(I:»~(ß,A)
,m, I AEE\P (ß) Ir. '

and (inserting (7) for k-Z in

tr (HZ r(ß),Sz (r» ~,01, ,m

(5) and applying Lemma 303)
(Same formula as in Theorem 1 with k a 2)

(10)

were r again denotes any subgroup of finite index in r n r(4m) 0 If r is a

subgroup of SLZ(7L), then one can choose E to be a congruence subroup also, and

then one can a~ply the theorem of [5-5], which gives an explicit description of the

spaces M1/2 (1:), to obtain fram (9) anci (lU) Ifready-to-compute" formulas for

tr(E.. r(~)' Sk (f» with k· 1 or 2 0K,m, ,m

Finally, we mention an . interpretation of the correction term in (10)

the subspaclJ*, (f),mDenote bywhich is helpful in explicit caleulations ·(cf. [S-Z]).
of tune tiona.l

{~(t , z) in" "':"":M:"""",-IZ""'(flll":n=--"r,",(""T"4-m-r-)~) ~ Th
m

(here M
1/2

is the space of complex conjuga tes

of' -fenns in M
1

/ 2) satisfymg- -4>-I-~,m ~ a 4>'. "for all ~.~ rJ
, ~er~_. the action

1*1 is defined like lk but with (c't+d)-k replaced by !c't+dl-1 (i.eo, 1*1
,m,m Im

is ~~ 1 112,m. )., and define
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an operator H*1 (6) on 3*1 (r) by lf> ~ L Q> 1* -: ~. Then the arguments
,m ,m r J\6 1, m

of this paragraph can be repeated to show that the second term in (10) is the

trace of H*1 (r) (we leave the details to the reader), so (10) can also be,m

put in the form

( 11 ) = L I
Z

r (A) g (6,A)
A E P(6) /- r ,m, m

m,

+ * * .tr (H, (6) ,J, (r)).,m ,m
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§ 4 .,. Evalua tion of -G -(t;);,
m

T~roughout this paragraph we shall use the following notation:

if fex) is a periodic function on Zr , then Av f (x) denates the
x

average value of f ,i.e.

Av f (x) =
x

lim
N-+oo

fex) /

~ IL\Zr l-1 L f(x) ,
xEL\Zr

where in the secand formula L CZr is any lattice such that f(x+y) = fex)

for all
r

x€71 ,yt L •

The main result af this paragraph is summarized in the fol1awing

Theorem 2 - Let ~ = A[xa] s E T«(Q) , . let t 1:;1 tr (A) and-

2 2 (A = [ac bdl ).QA the binary quadratic farm QA(A,J..I) = bA + (d-a)A~ - clJ

Let e: (QA) = -1 if- QA is negative definite snd e: (QA) Cl +1 otherwise.

!hen ane has the following formula for the trace Gm (~) (cf. § 1 . (4»:

. m-. 1/2A (m 1x 1\S ·Sl.gn(t-2)(t-2) _ vxe t-2 QA(x+xO)+m x 9 )

if t* 2 ,

if t * -2 ,

ehe. two . express ions on ehe right hand side be:i:tl?; equal for t * ±2 .
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(Reeall that (t - 2) 1/2 and (t + 2) 1/2 denote those square roots

whieh are positive or have positive irnaginary part.)

To make Theorem 2 eompletely explieit, we need to eompute

Av e(p(x)) where p(x) is a polynomial of degree ~ 2 with rational
x

eoefficients. It is easy to reduee to the ease that p(x) is a

1homogeneous quadratie form. Such a form ean be written p(x) = ~(x)

where M is a natural number and Q is a binary quadratie form with

integer eoeffieients whieh is primitive module M

(i.e., Q(A,~) = aAZ + bA~ + e~2 with (a,b,e,M) = 1). The formula for

Av e(p(x)) in this ease is an easy eonsequence of the elassiealx

ealeulations of Gauss sums in one variable. The result, whieh will be

proved below, is

Theorem 3. ,Let Q be an integral binary quadratie form

with discriminant 6 and M be a positive integer such that Q is

primitive modulo M. Then

(1) Av e(Q(x))
x M

1. -
M

where A is aoy integer represented by Q and prime to M and ehe surn

extends over all integers 61 such that 1~1 I = (M,6) and 61 ' 6/61

are both eongruene to 0 or

terms ~~.)

mod 4. '(Note'that the stirn has at most two

The first step towards ".Theorem Z is to derive explicit

formula~ for the operators u (~)
m

(and co prove that u (t;)
m

aetually
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maps Th to Th ).
m m

Proposition 4.1 - Let A ~ [~~] E SL 2 (1lj) , x ~ (I. ,iJ_)E<Q2- Then one
0 o u

has for any :0 P :0 2m

2m
e I u (A[x~]) = L K e
. m,p m Ci 0=1 P,O m,o

where

(2) K = (2mci)-1/2 t -2 y
p ,a a'mod 2ni

a'=a(2m)

L
p 'mod 2mct
p'=p(2m)

(
1

e -
4mc

if c" 0 and

\( = d- 1/ 2t- 1
p,a L

a'mod 2mt
a'9G(2m)

td (a' -2mAco) =tP(2mt)

if c = O. Here t is any positive integer such that

integral entries.

U and tXo have

-;--Note that (2) and (3) immediately give formulae for the

trace of Um(A[x o]). Namely in (2) one has to sum over all a'mod 2mt

in the first sum and over all p' mod 2mct with p' '" a' (2m) in the

second sumo Writing A for a' and summing over A+ 2mlJ,lJ mod ct

in the second sum one finds
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if c *0 . A similar formula can be derived in the case C::Il 0 ; however, we

shall need such formulae only in the case A~ -1 or tr(A) =2 (Le. A =[~ ~]).

Here (3) simplifies and one easily sees

if AoEZZ

-2i

o

(5 )

tr U «-t)[xo ])
m .{ if IDX

C
E 71.

2

otherwise

Proof of Proposition 4.1 - By definition of Um(A[xO]) we have

a plu (A[x ]) - R.-
2 L 8 11'/2. (A[~O][A,~]).

m, m 0 A,J,Jmod 1. tIl,P ,m

We consider the case c. 0 •

Observing that 6' JAm,p ia invariant with respect to a 2
hence,

invariant by z + 1. + z , we obtain

Now

. where
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r 2
p (x) = AT -

r 4m

a 1
A T ::I C - -c-(c-T-+-d-)

~38-

2
+~-~-~

c'!+d cT+d ~

we find

1 (" 2 2 )+ 4mc 'ar - 2r(s/~) + d(s/~)

mc ( r (s/t)(cT+d) \2
- c'!+d .x - 2mc + 2mc )

Inserting this in (6) gives

(7)

with

e IA= L q(s/~)2/4m ~s/~ L e(4:C [ap,2 - 2p'(s/~)+ d(sl!i]\)- C(s)
m,p sEl p'mod 2mc~

p'ap(2m)

-1/2 -1 ~ ( mc ( r (S/~)(CT+d)·)·2\)C(s)::I (c'! + d) R.. f L e - ._- x - - + dx
o r s p'(2mc9.,) cT+d 2mc 2mc

= (c'! + d) -1/29.,-1 -/oe(_~ (x _ L + (sIR..) (cT+d) ')2) dx
cT+d 2mc Zmc·

- co

From (7) we obtain

Z 2 s/~+2mA'L q(s/R.,) 14m+ AJo(s/~) + mAa. l; o,ce«s/R..+m\o)JJ u ) x

sEX

y- ; sC lao - 2o/t + dCs/.0 2 ] \)
p'mod 2mc~

pi: p(Zm)

and hence, replacing s by s - 2mR..A.o ,....... _.
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2
e I A[xe] aL q(s/i) 14m Cs/i x

m, p sE7L

x (Zmci)-1/2~.-1 L e(4~C [ap'Z - Zp'(s/t-ZmAo) + d(s/t-ZmAo)Z] +
p'mod 2mci
p'= p(2m)

Finally

x (2mci) -1 I 2i -1 Y. (. • • ) ,
p'

and aftm' sUIIIIliog over JJ mod i only the terms with 2\ s survive.

Thus, repla:ing s by R..(s - 2mA), we get finally

a lu (A[xo ]) •m,p m '

x (2mci) -1/2 2-2

L
sEZL

'i
Amodi.

2s 14m rS
q ~ X

I. e(4~C [ap ,Z-Zp' (s - Zm(;"+;"o ) ) +d (s-Zm(;\+ Ao)) Z]
p'mod 2mcR.
p' =p(Zm)

+ (s - Zm(;"+Ao) ) lJ O,) •

2
Bere the coefficient of qS /4~s only depends on s modulo 2m, which

shows that e lu (A[xo]) is an element of Th and -gives the formula
. m,p m m

stated in the proposition.

The ease c a 0 is 1eft to the reader.

In order to bring the formula (4) inte a more useful form we

obvieusly need some lemmas on Gauss sums. We shall derive these lemmas

from the transformation formula in the foregoing proposition.
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Proposition 4.2 - (i) Let A,B,C,D,E be rational numbers, A* 0,

and let

(8)

6 = B
2

- 4AC. Then one has

2 2
Av ~,,1-1 e (AA + BAJ.j + CJ.j + DA + EJ.j)

(ii) Let Q be a rational binary quadratic form with disciminant 6 *°,
let Y€ al and

2
xo€ ~ • Then

(9)

(€(Q) as in Theorem 1, i.e. E(Q) = -1 if Q is negative definite and

E(Q) = +1 otherwise).

Proof - (i) Let

let S = [~ -~]

X o = O'o.lJ o) E: QlZ , M = [: :]E: SLZ(Ql)

• hence SM· [-~ -~]

with a,c *' 0,

The formula (8) will result from the identity

(10) =
"( aT+b)1(2 (CT+d)1/2

U ( S) U (M [x 0 ]) = E U (SM (x 0 ] ), where E
m m m cT+d (aT+b)1/2

by ;"~ly ing. the transformation formula (2) in the case m = 1.

2
Namely, let 6

1
Iu (S) CI L K. (S) e and similarly K. (M[x ]),

, p m 0= 1 P ,0 1 ,p p ,0 0

K ( SM [x 0]) ... 'rben ( 10) give s
P,O'
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::11 €. K
0,0

and writing this out we find ( ~ denotes a positive inte3~r--sUch- that

m,h
O

are integral):

L
er'mod2~

er'e()(2)

L
p'mod 2c~

P'''er(2)

eUc[ap ,2- 2p'(er'-2A
o
)

+ d(er'- ZA o)2}+ (er'- 1. 0»).10)

= s(2ai)-1/2~-2 L
er'mod 2~

er'''0(2)

L
p'mod 2a~

p' a 0(2)

(
1 2

e -[-cp' - 2p' (er' - 21. )4a 0

Le. (setting er' =2)J, p' =A on the left and er' =2)J, p' =2A on the right)

(2i)-1/2(2ci)-1/22Icl e(~cA2_0.') Av e(~A2_.!.A).I+~2+~A+2.(-~A +).1 )u)
A,).I 4c c c c c 0 0

( 11)

. -1 /2 (b 2) -1.( c 2 2 . b 2 2 A: 0 ( b ')= s (2 a~) Iale -AO Av, e -A + - A)J.- --jJ - -A + 2· -A -).I »).1 •
a' I\,IJ a a a a ·a 0 0

Now assume that B" O. Then taking in ( 11)

a = _4AB- 1
b = lIB- 1

-1 =k COB- 1A = -OB , ).10 --1 -1 0 2c =-B d =-CB

and checking the factors in front of the Gauss sums in (11) yields (8).

If B=O then choose an integer N~O such that 4':. and ~ are integral,

write Av, e(A;\.2+ C)J2+0A+E)J) = Av, e(A;\.2+NA)J+ C)J2+DA+E)J) and apply (8)
I\,~ I\,~

to the right hand side of this.
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(ii) Applying (8) two times, where in the seeond applieation the

ß plays the role of the A in (8),yields after a simple ea1eu1ation
4A

the identity (9) for y=o and for all Q with Q( 1 ,0) * 0 But

sinee the e1ass modu1o GLZ(Z) of any quadratie form with 1:1 * 0

eontains such a Q, and sinee it obvious1y suffiees to prove (9) for

one element of a given elass modu10 GLZVZ) in order to prove it for

the who1e e1ass, we ha ve proved (9) in the ease y= o.

If Y* 0 , then let such that for all x,

where B denotes the bilinear form assoeiated to Q. With this xl

we may write Av e (Q(x + YXo) + IXo I) = e (YZQ-(x,o)) Au e (Q (x) + IYXl +XO I)
x x x x

and by the ease we just have proved this equals E(Q)ß1
/

Ze(y2Q(x o)) x

AII;;:-e<fQ (x + YXl + xo)) = e: (Q)81 /2e(l (Q (x 0) + ±Q(xl ) ~ x

x Avxe(~(x+xo) + f B(x"x+xo)). Now using the easily proved fact

that B(x
1

,x) = ßI~o I for all x one immediately obtains (9).

As·an app1ieation of the formu1ae (8), (9) we give the

Proof of _.Theorem 3. • '. The Gauss SUffi on the 1eft hand
.'

side cf (1) depends on1y on the 8L
Z

(Z) - equiva1enee e1ass of Q a.t:!d .~urt.her-

more , using standard. Ga10is theory', it is easi1y seen that it suffiees

to eonsider the ease of primitive Q and Q~O if ß :s; 0 . Thus we

ean restriet to Q(A,)J) AA2 + BAIJ + CJJ
2 with A relative prime to ß

and A m 1, B Q C = 0 if 1:1 = O.

If 1:1. 0, then by (8)

whieh may be WLitten as
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i.e. in the form (1).

If 6 * 0 , then by (9)

ia

to

Now SL
2

(z)-equivalent to a form which is congruent modulo 6

2 afj, 2is odd and - to AA + 4 J.I (a an integer with a.A::I -1 mod ß )

if ß ia even. Hence

Av e(Q(X) ) ... U
1

/2 (MA ?)
x M M Av AeTA'· ·

if

if

ia odd

ia even ,

i.e. - by the one variable case proved above -

L
ßo

16.0 1-16 1/ (M,6)
60 !SO, 1 med 4

if 6 is odd

if 6 is even

where E 1:1 sign (6) •

Now it is . an easy exercise to check that the last equation

can be written in the form ( 1 ). (Cons ider the six cases accarding as 6

is add or even and 6/(M,6) is odd, exactly divisible by 2 er divisible

6by 4 , ... aud· make use of. TA) .. 1).
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We J"cäil"" now complete the proof of Theorem 2.

Proof of Theorem 2. Tb begin with we consider the ease.

(notations as in the statement of the theorem).

First of all ~'~'Plaee Aby A-~ 1.n the fonnula (4) for the trace

of U (A[xo]) to obtain
m

l-d " d+ 1 . )
+ (- A0+ J..1(I) A + m(- A - J..I 0 ) JJ •

c" CO'

Next apply to this the inversion fonnula (8) which yields

1/2x(t-2 .\ (-me [~ ]2\
2me 1.)' e t _ 2 C A9 + JJ 9 ) x

(
-m Z Z 1-d

x AI) A,jJ e .t=z {CA + (a- d)AIJ - bJJ + ZC(-e- A·O+ JJ O)A

Some simple calculations show

e~cY/2 (~:~ i//2
a E(A) sign (t-2)(t-2)l/2 (E(;\) as in (1.5)) •

2CC:d Ao+I'O) = (a-d)Ao+2cl'o - (t-2)AO •

2e[a-d (~- A + llO) - t-Z ~~ A - JJ o)] Q -ZbA O+ [(a-d) + t-Z]lJo
Ze C 0 Zme ~ c 0
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Thus the last expression for tr Um(A(x o]) equals

and using G (~) = E(A) tr U (A[xo]s)
m m

we see

that we have proved the first equation of Theorem 1 - of course, for

the present only in the ease c ~ o. But G (~)
m

depends only on the

SL
Z

(Z)-conjugacy elas s of A, the same is obviously true for the

expressions given for G (E;)
m

in Theorem Z, and every AE SLz(an, A * ::1

is SLZCZ)-conjugate to a matrix with non-vanishing left lower entry.

Thus we deduce, that the first equation in Theorem 2 is true for all

A :; -1 (and with tr A:; 2).

If A Q -1 or tr A a 2, c ~ 0, then. the corresponding formulaa

of Theorem Z are easily venIied by using (5), and a~ain wa can drop the

assumption c CI 0 (because any SLZ(IL) -conjugacy class with trace ± 2 contains

an upper triangular ma tri.x) • Finally., the

equality of the two express ions for G (~)
m in Theorem 2 follows from (9) of

Proposition 4.2. This completes the proof in all cases.
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Appendix .. Conjugacy c1asses in the double cover of SLZ(~1_ > ..

For A = [~ :l € 5LZ(lR) define J(A,T) = (C'T + d) 1 /2. Recall
~

that 5LZ(1\) cOllsists of all pairs (A,w('T)), where A€ 5L
Z

(1\) is

a holomorphic function on H satisfying w('T)Z = J(A,T)2, i.e.

W(T) -= ±J(A,'T) , together with the composition 1aw

(A,w('T)) · (A' ,w' ('T)) :.: (AA' ,w(A'''()w' (1)).

Fina11y reca11 the definition (cf.(1.5))

dA) = O{._1
+1

(cf. (1.5)).

if c < 0 and tr(A) <. 2..

otherwise

~

Proposition A.l - For a € 5L
2

(:IR) define

p(a) :c s(A)'s (a • (A,s·J(A,T)),S = ±1).

~

Then p (a) depends on1y- on the 5L
2

(:IR) - conjugacy c1ass of a ,

i.e.

for all a and p in SL
2

(E)

Remark - Equation (1) is obvious1y equiva1ent to

(2)
-1 -1 -1-1

e(A) = €(MAM- 1) J(M,AM ~)J(A,M ~)J(M,M ~)

J(MAM- t ,~)

Ca = (A,*), p = (M,*)). In terms of the cocyc1e a(' ,.) (introduced in

(o.Z)) this can also be written as
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-1 -1e(A)cr(MAM ,M) ~ e(MAM )a(M,A) .

Proposition A.1 - Let C be any conjugacy class in
r----.../

SL2(R) . It suffices to show that C contains an element a m (A,*)
r--'

such that .(1) is true for all ~ E SL2(R) , i.e. that (2) is true

for all M.

If C contains only eIL iptic elements, ehen let a be ane of

these. It is easily checked that for any M E SL2(~) the signs of

ehe left lower entries of A and MAM- 1 are equal, i.e. -1
e:(A) .. e(MAM ).

Thus, for 1" :a M-r , whereo denotes ehe fixed point of A in the

upper half plane, . equation (2) becomes

and this can be verified by a simple calculation.

If the elements in C are not elliptic then C contains an

element a where the left lower entry of A vanishes, say A m [; :-1].

For this A equation (2) ia aasily checked if the left lower entry of M

is O. Otherwise let Mca[* 'Ir], MAM-l~(*,~] and -ra'Mit. (t ER). Then.
u v c ""

becomes

Cansidering this for t~ ane obtaina

But this ia correct since

if Cf <0, a<O
otherwise
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