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Abstract

The polylogarithm function Lim plays an importallt role as a regulating map for K-groups of an
algebraic number field F in that it gives a map on the generalized Bloch group Bm (F) whieh is
eonjedured to be an explieit eandidate for the K-group K2m -1 ( F). This is known-up to torsion­
for m=2 and 3 and expected for all m.

One of the most important features of Lim is that it conjeeLurally satisfies funetional equations whieh
oecur in the definition of Bm (F). A good understanding of these functional equations as weil as a
eonstruction of a new and basic one enabled Goneharov Lo give a proof of Zagier's conjecture far
m=3. This eonjecture asserts in general that the Oedekind zeta fundion for F at the point m is
expressible in terms of (a modified version of) Lim .

Little has been known about (non-trivial) functiomtl equations of lligher logarithms. There were few
examples given by Kummer, and later also by Lewin ami \Vechsung, up to order m=5 but until
recently no example at all was known for order greater than 5.
We give the first families of funet.ional equations in two variables up Lo the 6-logarithm.

o. Motivation

The classical polylogarithm Lim(z) for rn E N is defined by

z E C, Izl::; 1,

and has an analytic continuation onto the cut plane C - (1,00) (in the case m = 1 one
recognizes the well-known power scries expansion of -log(1 - z) ).

One can associate to this multi-valued function Li m a one-valued function Pm (cf.
chapter 1) which is defined on all of C anel shares certain important properties with Lim
(e.g. the form of functional equations).

A fundamental invariant in algebraic nUlnber theory is the Dedekind zeta function of
an algebraic number field F

where the summation is taken over all integral ideals A =1= 0 in F and N denotes the
norm function which associates to each ideal its "volume" (a certain natural number).
( F is defined apriori fOF ~(s) > 1 and can be continued analytically onto the whole
complex plane.
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The following results provided a first link between the two fllnctions given above:
- Dedekind's classical class number formula relates the residlle of CF at thc point 1 to

Li l .

- Humbert established a relation between Li2 and (F(2) for iInaginary quadratic num­
bel' fields F (cf, [Th], chap. 7).

A conjecture of Zagier connects the value (F(m) of an aigebraic number field F with
the function Pm. Roughly speaking, the valne (F(m) for 1n E N should be expressible
in terms of products of Pm (zd 1 Zi E F ,

In order to give a lnore precise statement, wc introducc the following notation: let n
be the degree of F over Q, r1 and 2r2 the number of real and complex embedclings,
respeetively. Then we dcfine d(m) = r2 if 111 is even, d(rn) = 1'1 + r2 if m is odel anel
m > 1. vVe write .6.F E Z for the eliseriminant of F and Z[F] for the free abelian group
on F. Finally we extencl Pm linearly onto Z[F],

Then a more precise statement of (a part of) Zagier 's eonjeeture is the

Conjecture (Zagier)

There are formal linear combinations Ei E Z(F] 1 j = 1"., 1 d(m), such that for
Pm(~j)

where q E Q x anel a runs through a11 d( m) elnbeddings of F into C.

The ease m = 1, d( 1) = 1'1 +r2 - 1 is a consequence of Dirichlet '8 theorem lnentioneel
above, for m = 2 the conjecture has been proved by Suslin [Su] anel (in a weaker form)
by Zagier [Zg-I], and the case m = 3 was 8hown by Goncharov [Go] (anel independently
by Yang [Va]).

Borel [Bo] proved a corrcsponcling result for certain fundanlental invariants of a fielel
F-the higher algebraic !(-groups !{v(F) defined by Quillcn [Qu]-as weIl as a regulator

map (introduced by Borel) r~~~ : !(2m-1 (F) -+ Rd(m) , namely (using the notation above)

Theorem (BoreI)

In his pioneering work [BI] Bloch investigated the case m. = 2 anel tried to give a

constructive version ß2 (F) cf !(3(F). He connected 1'~lr to thc funetion D = P2 given

above (the Bloch-Wigner dilogarithm) which reflects the role of the function r~l7' on
K 3 (F) ,

Suslin [Su] showeel that Bloeh's map from ß2(F) to K 3 (F) is actually an isomorphism
(up to tensoring with Q). Therefore functional equations für the dilogarithm somehow
reflect the strueture of !(3 (F) ,
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In order to generalize this situation for any m it was necessary to produce
1) a single-valued version of Lim (we have called it Pm above) and
2) a generalized version Bm(F) of Bloch's constructively given group B2 (F).

The fonner has been given by Ramakrishnan (ilnplicitly) and by Zagier [Zg-B] and Wojt­
kowiak [Wo-Al (explieitly), the latter was found by Zagier [Zg-T] and enabled hirn to
formulate the conjccture named after hirn which relates 1(2m-l (F) and Bm(F). Borel's
theorem then implies the conjecture stated above.

The stronger fonn of the conjecture has undergone a motivic interpretation in the
work of Deligne and Beilinson [BD] and thcy were able to give a partial proof: there exists

a canonical map / : Bm(F) --+ 1(2m-1 (F) such that 1'~~~ 0/ = Pm. The surjectivity of
/ has not been proved yet.

As a consequence, functional equations for Pm reflect SOlne structure of 1(2m-1 (F).

For m = 3 Goncharov [Go] gave a complete proof of Zagier's conjecture in the course
of wmch a new functional equation for the trilogarithlll P3 plays a crucial role.

Until recently, only functional equations up to order m = 5 were known. The first
ones for m = 4,5 have been given by !(ulIl1ller, sonle others ean be found in papers of
Wechsung [We-K] und Lewin (e.g. [Le-S], chap. 6).

The considerations above motivate the quest for further functional equations to obtain
more insight into the structure of algebraic 1(-groups (which are very difficult to handle)
as weH as the motivic cohomology of a field, their TIlOSt iluportant feature heing that the
"right" ones (für which we can't give a candidate so far) shüuld playadominant role in a
proof of Zagier's conjecture.

Using a criterion given by Zagier [Zg-Tl, the search for functiünal equations reduces
to the search for solutions of an algebraic problclll.

In this paper we want to develop an approach for a construetion of solutions of the
latter problem and therefore for the construction of functional equations of a certain type.
We give evidence for its usefulness by constructing whole families of functional equations
up to order 1n = 6. This approach slightly rcseulbles an attempt given by Wechsung
[We-L].
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1. Notations and definitions

In this chapter we introduce our objeets and the calculus that we will use in the subsequent
chapters.

(1.0) Notation

p~ denotes the projective line over the field F, pl (F) thc set of F-rational points.

(1.1) Definition

The dilogarithm function Liz is defined for z E C, Izl::; 1 , by

(1.2) Properties

Liz can be analytically continued onto C - [1,00) via the integral representation

l
z elt

Liz(z) = - log(l - t)- ,
o t

zEC-[l,oo),

It is a multi-valuecl function which jumps by 27fi log Izl if one erosses the line (1,00) and
it is essentially determined by a funetional equation in two variables called the five tenn
relation (or Abel relation) since it relates five Liz-tenns. For various forms of this equation
cf. [Le-P], eh. 1.5. In this funetional equation certain correction terms (i.e. products of
logarithms ancl a rational multiple of 7fz ) oceur which lllake it rather curnbersome to deal
with.

A one-valued funetion that satisfies the same functional equation without correction terms
can be obtained by the following modifieation (killing the rnonodromy of Liz ) where ~
denotes the imaginary part.

(1.3) Definition

The Bloch- Wigner dilogarithm D is defined on pI (C) as

z E C- {O,l},

D(O) = D(l) = D(oo) = O.

(1.4) Properties

The funetion D
(i) is real-analytie on C - {O, I},

(ii) is continuous on pI (C) , and
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(iii) satisfies the following functional equations

D(x) + D(y) + D( 1- x ) + D(l - xy) + D( 1- Y ) = 0, x,y E C, xy =f:. 1,
1 - xy 1 - xy

D(x) + D(~) = 0, D(x) + D(l - x) = O.

(iv) D is characterized (up to a multiple in C) by the properties (i)-(iii) (cf. [BI], [Du)).

(1.5) Definition

The classical polylogarithm Lim(z) for any ln E N for z E C, Izi ~ 1, is elefined by

00 n

Lim(z) = " ~ .6 n m
Jl=l

We eall m the order of Lim .

(1.6) Property

Li m has an analytie eontinuation onto C - (1,00) anel ean be regarded as a multi­
valued funetion on C - {O, 1} .

(1.7) Definition

Zagier's modified polylogarithm for mE N, Izl ~ 1, is given by

where ~m denotes the real part for odd 1n and the imaginary part for even ln, anel
B r is the r-th Bernoulli number (Ba = 1, BI = -1/2, B 2 = 1/6, ... ). For Izl ~ 1,
Pm (z) is given via the functional equatioll

(1.7.1)

(1.8) Properties

Pm is real-analytic on C - {O, 1} and can be extended eontinuously onto pI (C) .

{
((ln) if ln is odel,

We put Pm(O) = Pm(oo) = 0 and Pm(1) = 0 'otherwise,

where ((s) denotes the Riemann zeta flllletion.

(1.9) Remark

A similar function with less uice properties (with 10garithn1ie poles in 0 as weH as
"correetion terms" in funetional equations) had been given before by Ramakrishnan (iln­
plicitly) [Ra] and Zagier (explieitly) [Zg-B]; Vvojtkowiak [Wo-Al defined a function that
plays the same role in our investigations as the one given above sinee it agrees on the
groups that we eonsider.

For these Pm, 1n ~ 2, the following eonjecture has been stated:
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(1.10) Conjecture

(i) Each Pm satisfies a non-trivial fnnctional eqnation I: i niPm (7'i (t1, ... , t n)) w here
the arguments are rational functions ri(i 1 , .•. , in) in several variables ti and integer
coefficients ni.

(ii) For each rn there is a functional equation that characterizes Pm and ilnplics all
other functional equations for Pm.

Here we call a functional equation trivial if it is a consequence of the inversion relation
(1.7.1) and the following distribution relations (cf. [Le-P]' (7.41)):

(1.10.1) Pm(zn) = n m- 1 L Pm((z),
(":;;::1

(The inversion relation is in SOIne sense also a distribution relation: put n = -1 in the
above.)

(1.11) Definition

An element L:x nx[x] in Z[X] 1 the free abelian group on X, is called effective, if
n x ~ 0 Vx E X and for SOlne Xo EX: n xo > O.

The support T of I:x nx[x] is defined to be T = {x E X I n x =1= O} .

Now we give an algebraic counterpart for our function Pm.

(1.12) Definition

~or an abelian group A we define the sccond wedge power A2 (A) as the following
subgroup of the Z-modllie A®2 = A ®z A:

;\2(A) = (a®b - b0a Ia,b E A).

We write
a A b = a ® b - b ® a.

(1.13) Reillark

We havc
a A b = -b 1\ a, a 1\ CL = O.

(1.14) Definition

For any field F we define the following hOlllo1110rphism ß2 on generators by

ß2 = ß[: Z[pl (F)] --t ;\
2 (F X

) ,

[I] M f 1\ (1 - I),
[0],[1],[00] M O.
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Interesting in our context are elements ~ E Z[PI (F)] belonging to the kernel of ß2
(modulo 2-torsion). We want to emphasize that we are working in the multiplicative
group of a field F , and the terminology "up to 2-torsion" just llleans that we can neglect
the elenlent -1 E F x (e.g. replace (-a) 1\ b by CL 1\ b ).

(1.15) Renlark

Up to 2-torsion we have

ß2 ([z]) = ß2 ([ 1 ~ J) = ß2 ([ Z ~ 1J)
=- ß2 ([~]) = -ß2 ([1- z]) = -ß2 ([z ~ 1]) .

(1.16) Definition
For an abelian group A and k E N we define the k-th symmetrie power SYlnk(A)

as the invariants under the symlnetric group Sk acting on the k-th tensor power A0k =
A 0z ... 0z A (k factors) by permutation of the factors:

We write
0k S k(A)a := a ® ... 0 a E ym .

After tensoring with Q wc denote the lllonolnial elements in Symk(A) ® Q by

Occasionally we abbreviate "a18 ... 8ak E SYlnk(A)®Q" by "aI8 .. .8ak E Symk(A)".

We use the basic fact that for the elements in SYluk(A) 0 Q there is apolarisation
property, Le. the a0k with a E A generate Symk(A) 0 Q.

(1.17) Remark

Let M be a free module over an integral clolnain R of rank r and with basis {,.li} [=1 .
Let R[x), ... , X r ] be the polynomial ring over R in l' variables.

There is an R-Illodule isolllorphism

Synl*(A1) := EB Symk(M) ~ R[x), ... , x r ]

k;?:O

J--Li t 8 ... 8 J--Li h 1-+ Xit .•.•. Xik' k E N.

Having chosen such an isolllorphism we can identify identities in Symk (M) with identities
in a sui table polynolnial ring.
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(1.19) Renlark

(i) From the definitions we ilnmediately get for each z E F

(ii) For ßm there are the following inversion and distribution relations (( runs through
all the n-th roots of unity in F if n > 0, and we put (= 1 if 11 = -1):

ßm([zn]) = n m
-

1 2: ßm([(Z]),
(°=1

n E N 01' n = -1.

Finally we formulate Zagier's criterion revealing the connection between the analytic func­
tion Pm and the algebraic hOlnOmorphism ßm which has been fundamental for our inves­
tigations. Hereafter we concentrate mainly on ßm.

(1.20) Criterion (Zagier)

Let nj E Z, Xi(t) E C(t) x, i E I (index set).

For ~(t) = L:i ni[xi(t)] E Z[C(t)X] the following holels

ßm(~(t)) = 0 ==> Pm(~(t)) = constant.

Here ßm : Z[C(t)X] ---+ SYlnm
-

2 (C(t)X) 0/\2(C(t)X) is the homomorphism given
above and Pm is extencled linearly, i.e. Pm(L:i nz(xi(t)]) = L:i niPm(Xi(t)) .

(1.21) Exalnple m, = 3,

According to the criterion (1.20) above we have

where C is a constant (indecd, C = ((3) , which is obtained by putting t = 0 ).
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2. Separation of variables

In this chapter we give the basic intermediate result (proposition (2.12)) for the examples
examincd in chapters 3 anel 4. There we always have two (finite) subsets X, Y in a fielel
F as weIl as arguments "in two variables", i.c. of the form f(x)g(y) for x EX, Y E Y .
Using the aforementioned result, we succeed in separating the iUlages of these arguments
under ßm in a certain way. In the subsequent chapters we will investigate the separated
terms obtained in this lnanner.

(2.0) General assu111ption

Let F be a field of characteristic 0, F an algebraic closure of F.

Denote by pI the projective line over F which we idcntify with the point set pl (F) .

For a E Z we put
a+ == max(a, 0),
a- == min(a, 0).

For a rational function fjJ: pI --+ pI we denote the (mapping) degree by deg(fjJ) ancl
the support of the divisor of· fjJ by supp( fjJ) == fjJ -I ({O, 00 } ) .

(2.1) Definition

Let fjJ: pI --+ pI be a rational functiou (defined aver F).

Then Y C pI is called full with respect to cjJ if fjJ-l fjJ(Y) == Y .

We call Y C pI truly fuIl with respect to cjJ if actually IcjJ-I cjJ(y) I == cleg(cjJ) Vy E Y
(Le. uo element of Y is a critical point of cjJ, rj/(y) #- 0 for y E 1/~ ).

Dur goal is to find sets Y· and "big" coHections <P of rational functions with given support
T such that Y is truly fuH with respect to cjJ for all cjJ E <P .

(2.2) Simple properties

Let cjJ: pI --+ pI be a rational function (definecl over F), of degree deg( eP) .

(i) If Y C pI with IY~I == deg(eP) and leP(Y)1 == 1 thcn Y is (truly) fuH W.r.t. cjJ.

(ii) If Y1 and Y2 are fuH w.r.t. cjJ then YI U Y2 iso

(iii) For cleg(cjJ) == 1 ,i.c. cjJ(z) == ~:$; , (; ~) E GL2 (F), each subset Y c pI is truly fuU
w.r.t. cjJ.

(iv) Y C pI (truly) fuH W.r.t. cjJ ==> Y c pl (truly) full w.r.t. ~$:~, (;:) E GL2(F).

In particular, Y C pI (tnlly) fuH w.r.t. </; ==> Y c pI (truly) fuH w.r.t. 1/</;.
In addition, supp(</;) == supp(1/</;).

Therefore we shaH from now on restriet ourselvcs to listing only Olle of the two func­
tions </;, 1/</; .

(v) For each f E F {f, 1/ f} is full w.r.t. cjJ(z) == (z - 1)2 (anel truly fuH for f #- ±1).
z
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(vi) For each f E F {f, 1- f} is full w.r.t. 4J(z) = z(z - 1) (and truly full for f -I- 1/2).

Z2
(vii) Foreach fE F {f,f/(f-l)} isfullw.r.t. 4J(z) = -- (andtrulyfullfor f f= 0,2).

z - 1

(2.3) Exaluples
-,. 1 f-l f 1

(i) (2.2)(iii),(v),(vi),(vii) imply: for / E F, X = {I, 7' -1-' 1 _ l' 1 _ f' 1 - f} IS

closed under the involutions x t-+ I/x, x t-+ 1 - x, x t-+ x / (x - 1) , therefore
2

X is full w.r.t. each of the functions q,(z) = ( Z )2' z(z - 1), _Z_,
z-1 z-1

X is truly full for f tf. {-I, 0,1/2,1, 2} .

Also X is truly full W.r.t. 4J(z) = z, z - 1, _z_ (deg(4J) = 1).
Z - 1

.. - {f 1 - / - 1(1 - I) }
(11) Let 1 E F, / ~ {-I, 0,1/2,1, 2}, Y = 1 /2 ' I /2 ' 2 and

1- + 1- + 1-/+1
4>(z) = z2(z - 1).

{
12(/ - 1)2 }

Then 4>(Y) = - (1 _ / + f2p and I}/I = 3 = deg(4J).

Thus Y is truly full w.r. t. 4>.
As in (i) Y is also truly full w.r.t. 4J(z) = z, Z - 1, _z_.

Z -1

We are interested in functions with zeros 4> -1 (0) and poles 4J -1 ( 00) in pi (F) 01' even in
{O, 1,00}. They are (up to constant factors) in I-to-l correspondence with the elelnents
of Z[F].
More precisely, for each subset T C F there is a corrcspondence between Z[T] and the
set of those normecl rational functions 4>, for which 4J- 1 ({O, oo}) C Tu {oo}.
This motivates the following definition.
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(2.4) Definition

Let a = L:t adt] E Z[F] .
(i) vVe associate to a the following rational function (on the affine line over F):

(ii) We also put

cPa(Z) = rr (z - t)a t
,

tEF

Vz E F.

Vz E F,<p;(Z) = rr (z - tt~
tEF

(Le. <P;; = "numerator" of <Pa, 1/<P; = "c1enon1inator" of <Pa )
(iii) as weH as

d(a) = max ( Lai, - L a-;-) = deg(4)a)

(iv) and

x(a)={l, ifL:a~=-La;-,
o otherwlse,

l.e. x(a) = 1, if <Pa(OO) ~ {O, oo}.

(v) Finally we define the support of A c Z [F] as

supp(A) = U{t E F I (Li i= O}.
aEA

In many examples we will have a E Z[{O, I}] ancl F will be chosen in such a way that Y
already lies in Fand is full w.r.t. several rational functions. We introduce the following
notations for simplicity.

(2.5) Notation and definition

(i) (r,8) = r[O] + 8[1] E Z[{O, I}] for r,8 E Z, therefore cP(r,.~)(z) = Z7'(Z - 1).9.
(ii) Y c F is called (truly) Jull w.r.t. A C Z[F] if Y is (truly) fuH w.r.t. all <Pa, a E A.

With these notations, exan1ple (2.3)(i) can be written as

X is fuH w.r.t. {(I, -2), (1,1), (2, -1), (1,0), (0,1), (1, -I)}.
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(2.6) Lenuna

Let a == L:l at[t] E Z[P] , let C E p x such that Y == <p;;1 (C) c Fand IYI == d(a)
(therefore Y is truly full W.r. t. epa)'
Then for an indetenninate x and a certain Aa (C) E F

where

(2.6.1) () {
-h, if<Pa(oo) ==00,

Aa C ==
1 - .pa gc) otherwise.

Also for each t E supp( {a}) one of the following two factorisations holds

(2.6.2)

1 1--'II-
<p~(t) YEy t - y '

ep~(t) . II _1_
C t - y'

yEY

if at > 0,

if at < 0.

Proof For a certain D E F we obtain

(2.6.3) 1- </>a6X
) = - </>-;;Jx) . (</>t(x) - C(</>-;;(x))-l) = - </>-;;Jx) . TI (x - y). D,

yEY

since the expression in brackets is a polynolnial with zero set Y (note IY I == d(a) ).
(2.6.1); <Pa(oo) == 00: deg(<Pd) > deg(1/</J;;), the highest coefficient of <Pd is 1,

therefore D == 1 .

<Pa(oo) -100: lilnxl-+ oo (4);(x) . IlyEY (x - V)) == 1, whence D == cPa(oo) - C.

(2.6.2): at > ° => <Pa(t) == 0, D-1 == -1jJ;Jt) . Il yE )" (t - y) , therefore

D 1
Aa(C) == - == - _ .

C <Pa(t) IlyEy(i-y)

at < ° => (4)a(t)) -1 == 0, transforming (2.6.3) gives

111 D
- - - == - + . II (:c - y) . ----;- ,
4>a(x) C 4>a (:1:) yEY G

Substituting t yields

Aa(C) == D == cPt~t) . II _1_.
C C ,.t-y

yEi
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(2.7) Proposition

Let a = I:t adt] E Z[P] , T the support of ~, x E P such that r/;a(x) E p x .

Für C E p x assurne Y = r/;;l(C) C Panel I:Vj = d(a).
Then the following identity holds in A.2(p X

) (np to 2~torsion):

= </;a~x) !I rr (x - y) + L L (L, ((y - t) !I (x - t))
yEY lET yEY

+ L ai a;;- ß2 ([ ~=~]) - x(a) ß2([C]),
t,uET

Proof Using Lernlna (2.6) and (1.13) we get

ß2 ([ </;a~T)]) = </;a~x) !I (</;;;- (x) rr (x - YPa (C) )
yEY

= </;d(x) !I </;;;-(x) + </;;;-(x) !I </;;;(x) - C !I </;;;-(x) + </;a~X) !I rr (x - y)
yEY

+ r/;~(x) /\ Aa(C) + r/;;;(x) /\ Aa(C) - C /\ /\a(Gl)

= </;d(x) !I </;;;- (x) - C!I </;;;- (x) + <Pa~x) !I rr (x - y)
yEY

1+Lai· (x - t) /\ _
tET TIyEY (t - y) r/;a (t)

~ - ( t) /\ 4>t(t)+ L CL, • X - C TI / (t - '/ )
lET yE) Y

{
-b, if4>a((X)) = (X) ,

- C/\ 1, if4>a((X))=Ü,
1 - b, if 4>a((X)) = 1.

= rr (x - t)"i !I rr (x - u)a;;- - C!I </;;;(x) + </;a~X) !I rr (x - y)
tET uET yEY

- L Lat((x-t)/\(y-t)) - L(x-tt t /\4>;;(t)
tET yEY 'ET

+ L (x - 'U)a~ /\ 4>t(u) - rr (:r - u)a~ A Gi - x(a) ß2([C])
uET oET

and because of TIu (x - u)a~ = </J-;;(x) and (1.13) two summands cancel and we get
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= <Pa~X) !I TI (x - y) + L L a, ((y - t) !I (x - t)) - x(a) ß2([C])
yEY tEl' yEY

+ L (~)at !I (X - U)U;
u-t t-u

t,uET

since we have the following factorisation up to 2-torsion (using (1.13) again)

L (~)ut A (~)a~
7.l-t t-u

t,uET

= L (x - t)ut A (x - u)a~ - L (x - t)ut /\ (TI (t - ut~)
t,uET tET uET

- L (TI (1l - t)U t ) A (x - u)a~ + L (1l - t)ut /\ (t - u)U;
uET tET l,ltET

= (TI (x - t)ut) A (TI (x - u)a~) - L (x - t)a t /\ et>;;(t)
tET uET lET

- L4>~(u)A(x-ut~ l

tiET

and the claim follows by

(x-t) (x-u) ([x-t])
u - t /\ t - u = ß2 1l - t . <)

(2.8) Corollary

Let a = L:t adt] E Z[P] , T the support of a, :c E P such that 4>a(x) E p x .

Für C E p x asstuue Y = 4>;;l(C) C P and 11'~1 = d(a). Then for each m E N>l
the following identity holds in Symm-2 (P X) (9 /\2(pX) (up to 2-torsion):
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ßm ([1.~Y)])

Analogously (interchanging the roles of x and y):
For B E p x aSSUIlle X = cP;;] (B) c Panel lXI = d(a).
Then for y E P such that cPa(Y) E px thc following identity holds (up to 2-torsion)
In Symm-2(p x ) 0/\2(p X ):

( B)0(m-Z) (B)
1.(y) @ 1.(y) !I LI. (x - y)

(
B )0(m-Z)

+ 1. (y) @~ {L, ((y - t) !I (x - t))

(1~y)r(m-2) @ C~/i{L~ß2 ([~~~]) - x({L)ß2([BJ)).

(2.9) Remark

Let !vI be a free module over a ring R. Then an R-Illodule homomorphism
,\ : At -+ R induces for a11 k E N an R-Illodule homolllorphislll

k

1nl 0 ... 0 mk t-+ L 1nl 0 ... 0 ...\ (rn j) 0 ... 0 m k

j=l

and thus also an R-Illodule hOIllomorphism

(2.10) Remark ("tensor derivation")

Let A c Z[P] , T = supp(A) c F be the support of A and let v E N .
Let {a0k }aEA C Symk(Z[T)) Z-linearly dependent with I:aEA n(a) a0k = O.
Then for each hOIllogeneous polynomial p(z) of degrce j (p) in z = (ZI, ... , zi TI) we
have L n(a)p(a)a0(k- j (lJ» = O.

aEA

Proof If we evaluate a nlonolnial of degree j in a E Athen the result can be interpreted
as the successive application of j homomorphislllS of abclian groups (i.e. Z-modules) as
in remark (2.9), and the linear relation in the clainl is the homomorphic image of the
assumed relation. 0

(2.11) Notation "VVe use the notation A1U1V for the disjoint union of two sets M, N .
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(2.12) Proposition

Let X, Y c P be finite subsets and A = AxUAy C Z[F) satisfying

(i) X is truly fuH w.r. t. Ax,
(ii) Y' is truly fuH W.r.t. Ay',

("') <Pa(X) pX V A X ",p

111 <Pa (y) E a E ,X E ,Y E .1/ •

Let T = supp(A) and for some 711 E N>l asslune the foHowing Z-linear dependence
relation:

(2.12.1) L n(a)a0m
-

1 = O.
aEA

Then the foHowing identity in Symm-2(p X) ® A2(PX) holds (up to 2-torsion):

(2.12.2)

'" '" n(a) (ePa(x))0(m-2) ('" + _ ([Y-ll]) )= L L d(a) <Pa(Y) ® L at (tu ß2 y _ i - x(a)ß2([ePa(X)])
X,Y aEAx t,uET

n(a) (ePa(x))0(m-2) ( + _ ([x -1l]) )- L L d(a) 1>a(Y) l8i L a, an ß2 X _ t - x(a) ß2 ([1>a(Y)]) .
x,v aEAy t,uET

Proof

( ) (A) x h() ePa(x) .For fixed x, y E F with property iii the map h : --+ F, a = <Pa(Y) , IS a

hOIDolDorphism of abelian groups, therefore (2.12.1) also ilDplies

(2.12.3)

and using remark (2.10)

(2.12.4)

Frolll (2.12.3) we get

L n(a) (<pa (X))0
m

-

1

= 0
aEA <Pa (y)

(
</Ja(X) )0(m-2)L n(a) at -;:--() = 0 Vi E T.

aEA 'f'a Y

(

rI> ( ))0m
-

1

0= L L Ln(a) q,atJ l8i(x-y)
xEX yEYaEA a Y

16



(2.12.5)

1 (4) (J))0m
-

1

= L L n(a) L d L <pa X 18) (X' - y)
y aEAx xEX (a) x'Eq,;;lq,n(x) a(Y)

1 (<pa (X))0
m

-
1

,
+ L L n(a) L d(a) L 4Ja( ') ® (x - y )

x aEAy yEY y I Er/J;;lr/Jn(Y) y

= L L n(a) (4)a(x))0
m

-
1

18) II (x' -y)
X,Y aEA x d(a) 4>a(Y) ;J;'Eq,;; 1 r/Ja(;J:)

" " n(a) (4)a(x) )0m

-

1 II '+ L...J L...J d(a) <Pa(Y) &; (x - y ).
x,yaEAy y'EijJ;;lr/Ja(Y)

Analogously we conclude from (2.12.4)

n(a) (4)a(x))0(m-2) ,
(2.12.6) 0 = L L d(a) <Pa(Y) e> L at L (y - t) ® (x - t)

x,yaEAx lET x'Er/J;lr/Ja(x)

n{a) (4)a{x))0(m-2)
+L L d - e> Lai L (y' - t) ® (x - t) .

x,yaEA y (a) ePa{Y) tET y I Er/J;lr/Jn(Y)

The homomorphic irnage of idcntity (2.12.5) under thc lnap

Symm-l(PX)0 PX -+ SYIUm - 2(PX)0/\2(pX),

0m-l ,0., 0(m-2) ,0., ( 1\ )x '<Yyl-t X '<Y X Y,

yields together with the homoluorphic image of (2.12.6) under the luap

symm-2(pX) (9 px 0 px -+ Synlm - 2 (pX) 0/\2(pX),

x0(m-2) 0 Y (9 Z I-t x0(m-2) 0 (y 1\ z) l

thc corresponding relations in Symm-2(pX) 0/\2(pX). Summarising, we get

17
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As an immediate consequence we obtain a sünple criterion for elements in ker(ßm) of
arbitraryorder m.

(2.13) Corollary

Let X, Y c F be finite subsets and A = AxUAy c Z[F} having the properties

(i) X is truly full w.r.t. Ax ,
(ii) Y is trnly fnU w.r.t. A y ,

("') cPa(x) E F X W A X ,~
111 cPa (y) va E ,x E ,y E l .

(iv) Each a E A is effective.

For an 7n E N >1 assulne the following Z-linear dependence relation:

L n(a) a0 m
-

1 = 0.
aEA

Then

L L L ~(a) ßm ([cPa(x)]) = o.
xEX yEY aEA (a) cP(l (y)

Proof Va E A the following properties (i),(ii) are satisfied.

(i) Vt, u E F: ata;; =° and (ii) x(a) = O.
Now we use proposition (2.12).

Of course i t is our goal to choose sets X, Y in such a way that A becomes as large as
possible since we have llluch bettel' chances of constructing elcnlents in ker ßm for bigger
m.

(2.14) Exalnple 7n = 3, /,9 E F, f i- -1,0,1/2,1,2, gi- 1/2, T = {O, 1}, with
the notation introduced in (2.6). (2.3) and (2.2)(vi) show that

{
f 1 - 1 - /(1 - f)} .

X = /2 ' 12 ' / /2 IS truly full w.r.t. Ax = {(2, I)} ,1-/+ 1-1+ 1- +
Y = {g, 1 - g} is truly fuU w.r.t. Ay = {(1, 1), (1,0), (0, 1)}.

The relation
(2,1)02 - 2(1,1)°2 - 2(1,0)02 + (0,1)°2 = 0

immediately implies the relation

for the divisor

e= '" (~[x2(1-X)] _ [X(1-X)] _ 2 [~] + [~]),
~ 3 y2(1-y) y(l-y) y 1-y
"El-'
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and Zagier's criterion (1.20) yields

Pa (~) = const.

If we put e.g. x = 00 we can see that the constant lUllst be zero.

(2.15) Renlark Sincc x2 (x - 1) takes only Olle value 011 X and y(y - 1) takes only
one value 011 Y we can write the above divisor in the following form:

~_ ~ [X6(1-Xo)] -2~ [X(l-X)] _ ~ (2[:'] _[~])
- YEY y2 (1 - y) x EX Yo (1 - YO) Z EX Y 1 - y ,

ilE }'

with Xo E X, yo E Y arbitrary, where the last divisor now has 17 instead of 24 terms.

(2.16) Metaphor In proposition (2.12) we have succeedccl to "separate" thc two
sets X ancl Y in the last two factors of the tensor product-on thc right hand side of
(2.12.2) there oceur only expressions whose factor in 1\2(pX) depends either on X 01'

on Y. Now we divide the remaining (m - 2) factors, i.e. the part in symm-z(px), of
the resulting expressions into "lnixed terms" like a zipper and investigate q(X) and r(Y)
separately.
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3. Exanlples and investigation of luixed terlTIS

(3.1) Example lU arbitrary

Let rEN, (= \!1 E F .
A = {[Ol, T[O]} C Z[{O}], <Pr[Ol(t) = t r ,
x,yEF, X={(i X}j=l isfullw.r.t.A: <Pr[O]((i x )=x7

' \/j=I, ... ,1'.

These assumptions together with (2.13) yield for each 1n E N >1 the well-known distribu­
tion relations (cf. (1.10.1)) using the following condition which is trivially fulfilled

n(r[O]) . r m
- 1 + n([OD . 1 = 0 (choose n(r'[OD = 1, n([OD = r m

-
1

).

Pm G:) -r
m

-
I t Pm (Ci;) = const (in y).

We obtain the constant by substituting y = 0: it is O.

(3.2) As an immediate consequence of proposition (2.12) we get exanlples for elements
in ker ßz. In this chapter we derive such eleluents anel we fonnulate the obstruction for
extending the results to lügher 1n, i.e. the vanishing of thc "nlixed terms" (3.11k)'

(3.3) Example m = 2

(i) Let d(a) = 1 Va E A c Z[F], T = supp(A), and X, Y CF.
Then each (non-trivial) Z-linear relation L: a EA n (a) a = 0 induces via proposi tion

(2.12) a (non-trivial) linear relation among the ßz-iluages of the following set:

{ [~a((x))], [x - u], [y - u], [<Pa(X)J, [4>a(Y)] Ix E X, Y E Y·, Cl E A, t, U E T}.
tpa y X - t Y - t

(The assumption implics for each x E F: {x} is truly full W.r. t. A.)

In particular 1

1. d([tD = d([t] - [uD = 1 Vt, u E T, t f:. 'll, thus thc obvious relation

([t] - [u]) - [tl + ['ll] = 0

already produccs a (non-trivial) element in ker ßz via (i). More precisely, using proposition
(2.12) one obtains the following variant of the five ternl relation (Abel relation):

x,y E F.

2. Further relations spring to mind: for each k E N and each sequence (tI, ... ,tk) ,
ti E T, we obtain a cycle

(i 1110d k) ,
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and the ß2-relation that results according to proposition (2.12) is obviously a sum of k
five term relations as given in l.

In the case k = 3, F = Q (x, y), this gives a special case of a relation found by
Wechsung [We-L] reproduced in [Zg-Al, p.394, in the following way (with P2 instead of
ß2 )

(3.3.1) Lß2 ([DV(til ti+I,Uj,Uj+I)]) = 0,
i,j

Vt;,1tj E pl(C) (i,j modulo 3).

The specialisation of (3.3.1) luentioned above can be found by putting {tl, t2, t3} C T,
UI = x, U2 = Y and U3 = 00 .
Indeed the result obtained by this specialisation is equivalent to the "full" relation (3.3.1)
which we can recover by introducing a new variable U3 and symmetrising in UI, U2, U3 .

(ii) Let c E Z[F] with support T, let Y C F be a finite subset, truly full w.r.t. c.

Let x E F and A = {c, [tl, [tl - [u] I t, u E T, t f:. u} .

There is a non-trivial relation I:aEA n(a) a = °where n(c) =1= 0, and we obtain a
reduction of the expression

to "sirnpier" rational arguments, i.e. each argument is a product of two rational linear
transformations (one in x, one in y) -see also the relations found by Rogers [Ro] and
Zagier [Zg-D] (in fuH generality). .

(3.4) Example nl = 3

Let cE Z[F] , T the support of c, A = {c, [tl, [tl - [u] I t,ll E T, t =1= 1l}.
We write etu = [tl - [u] for t, u E T l t f:. 'll.

c02 E Sym2 (Z[T]) can be written as a linear cOlllbination of the [t]0 2 and etu 02:

Assume further
(i) c is effective (cf. (1.11)) und

(ii) Y C F is a finite subset, Y is truly fuH w.r.t. c, hence truly fuH w.r.t. A.

Proposition (2.12) ilnplies for x E F (wc observe ß2([Z]) = -ß2([I/z]) , n(etu)

~ CtCu n(c) and x(etu) = 1)
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- L L n(a) ß3 ([1>a(x)])
yEYaEA d(a) 1>a(Y)

Examining the calculation above we observe that in order to produce a ß3-relation it is
sufficient to have the two final sums with mixed ternlS vanish. Under the assumptions (i)
and (ii) both SUIUS are already zero:

(3.5) Lenllna

Let c E Z[F], c be effective and T be the support of c.

Let Y C F be truly full w.r.t. c, IYI = d(c).

Then (3.5.1) and (3.5.2) hold (modulo 2-torsion):

(3.5.1)

(3.5.2)

TI Y- u
--=1
y - t

yEY

Vt,1l E T,

Vu E T mit Cu > O.

Proof
(3.5.1): This follows imluediately fro111 (2.6.1) and cPe(oo) = 00, since cPe(t) = 0,

1>~(t) = 1 (analogously for u).
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(3.5.2):

Lßz ([v-u]) = L V -
u/\~

yEY V - t y Y - t Y - t

= (rr y - U) /\ (u - t) -
y - t

y

- - L (y - u) /\ (y - t).
y

The final equality uses (3.5.1) and v /\ v = O.

Now i t follows

L y - u
--/\ (y - t)
y - t

y

L Ct L (y - t) /\ (y - u) = L (rr (y - t)Ct) /\ (y - u)
tET yEY y t

= (~(y -W') 1\ ( 1] (y - u)) ,

and the left hand side equals the right hand side up to sign in the final expression-this is
an irrnnediate consequence of (2.6.2). <>

(3.6) Corollary

Let C E Z[F], C be effective , let T be thc support of c.

Let Y C F be truly full w.1'. t. c, IY I = d(c), A = {c, [t], [t] - [u] I t, u E T, t -I- u} .

Then

L L n(a) ß3 ([1>a(x)]) -
yEY aEA d(a) 1>a(Y)

-~ L CtCun(C)(d(C)ß3([;=:])+Lß3([~~;]))'
t,uET yEY

Proof The final SUIU in (3.4.1) vanishes because of (3.5.1).

For the second to last SUIU we COlnpute
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~ CtCU(:~~)@~ß2([:~1:])
t1uET yEY

~ Cu~ (x - t)Ct ®~ ß2 ([y ~ :,])
uET tET yEY Y.

-~Ct~ (x -U)"u @ ~ß2 ([:~~])

~CU(g(X-t)C') @ ~ß2 ([:~:J)

-~C' (11 (x - tt)CU) @ ~ß2 ([:~:])
-OJ (x - t)C') @~ CU ~ß2 ([:~ :,J)

- (]J (x _ll)CU) @ ~Ct ~ß2 ([:~~]),

and (3.5.2) implies that this sum also vanishes.

(3.7) Remark For arbitrary c E Z[F] there is a general and rather simple ß3-relation
with arguments frolll the left hand side of the cquation in corollary (3.6) (in a cOlllplicated
form essentially due to Wojtkowiak [V/o-B]) which wc are not yet able to deduce in an

illuminating way using our approach.

An analogous procedure as in the case ln = 3 treated above, this time for X and Y,
yields for m = 4 :

(3.8) Proposition

Let b, c E Z[F], b, c be effective, d(b), d(c) > 1,
let X C F be truly fuH w.r.t. b and Y C F be truly full w.r.t. c, T = supp(A) .
Let A = {b, c, [tl, [tl - [1l] I t, u E T, t i= 1l} , anel for certain 71.( a) E Z let the following

equation be satisfieel

Then in Sym2 (FX) ® 1\2(pX) we have

~ ~ ~ :(:) ß4 ([lba~x)]) =
xEX yEY aEA ( )

(3.8.2) = ~. ~ ~ n(e,u) { - ß4 ( [: ~ ~] ) - ß4 ( [~ ~ ~ ] )
xEX yEY t,uET

(3.8.1) ~ n(a)a03 = O.
aEA

i
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(x-t y-u) (([y-u]) ([X-t]))-2 --8-- 0 ß2 -- +ß2 --
x-u y-t y-t X-tl

-(: ~ ~f2 (9 ß2 ( [~=~]) - (~=~ f2 (9 ß2 ( [; ~ ~]) }.

Proof As an intermediate step we use proposition (2.12)

Expanding as in (3.4) yields the claim-note that

(f(X)g(y))02 = f(x)02 + 2· f(x) 8 !J(Y) + g(y)02 .

(3.9) Remark

In order to obtain an element in ker ß4 under the assumptions of proposition (3.8) it
is sufficient to satisfy

and(3.9.1)

(3.9.2)

L x-t " ([y-u])-'.- 0 Lt ß3 -- = 0 Vt, u E T
~x-u y-t

xE..'.: yEY

L n(etu) L (; ~ ~) 02 (9 L ß2 ([ y =~]) = 0
t,uET xEX yEY V

as weH as the corresponding equations (3.9.1') and (3.9.2') wherc the roles of x and y are
interchanged.

Proof Für Vi, 'Wi, Zi E px we have

hence

and

L x- t Y - u ([y - u] )0- --0--0ß2 --
x-u y-t y-t

x,y

L(x-t y-u) ([v-u])0- --8-- 0ß2 --
x-u y-t y-t

x,y

and llsing (3.9.1) and (3.9.1') the second row of the right hand siele üf (3.8.2) vanishes. <)
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(3.10) Remark Under the assumptions Inade in proposition (3.8) (i.e. b, c effective)
equations (3.9.1) and (3.9.1') hold (use (3.5.1)), therefore only equations (3.9.2) and (3.9.2')
have to be satisfied.
In the next chapter we will see that the assul11ption ITI = 2 is sufficient to fulfill (3.9.2)
al1d (3.9.2'), and in this case there is an even stronger result than the one in (3.8), nanlely
b, c can be arbitrary eieinents in Z [F] (not necessarily effective), cf. theorem (4.5).

In analogy with reinark (3.9) we now want to cstablish additional conditions for the case
of arbitrary m that are sufficient to produce an ele111eIlt in ker ßm -in the situation of
proposition (2.12). (vVe will unzip in the sense of (2.16).)

(3.11) Notation
(i) For Ac Z[F] we put A- = {a E A 13t,ll E F (lt(lu < O}.

(ii) Let X, Y C F be finite subsets, A = AxUAy C Z[F] and T = supp(A), then we
define for m E N> 1 and k = 0, ... ,1n - 2 the followil1g "l11ixed ternl" in
Sym2 (F X) 0 /\2 (F x )

(3.11k)

R~)(X,Y,Ax,Ay) = 2:: ~i:? (2:: cPa(x)0k) 8 2:: cPa(y)0(m-2-k) 0ß2(~a,y),
aEA xEX yEY

where

{

'" + _ [y-u]
L.J at a u ---=t'

~a y = t,uET Y
I x(a) [cPa(Y)] ,

[0]

if a E Ax- ,

if a E Ay,
otherwise.

(3.12) Proposition

Let X, Y C F be finite subsets and A = AxUAy C Z[F] satisfying the properties

(i) ..Y is truly fuH W.r.t. Ax,
(ii) :V is truly fuH w.r.t. A y ,

( 1'1'1' ) cPa(x) E F x \-I A X y.<Pa{Y) va E ,x E ,Y E .

For 1n E N >1 assU111e the following Z-linear clependence relation:

2:: n(a) a0m - 1 = 0,
aEA

anel let
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Then

~ ~ ~ n(a) ([4>a(x)]) r r
Lt Lt Lt d(a) ßm 4>a() = f(A,..-\,IYI) + g(A, Y, IX I),
xEX yEY aEA Y

where the expressions f(A,X, IYI),g(A, Y, I~){I) E Symm-2(pX) 0/\2(pX) depend only
on A, Y and lXI.
Proof We put T = supp(A) .

VVe transform the right hand side of (2.12.2) using the following identity

(

f)Gm-2 m-2 . '. .
- = L c(rn, k) . fGk 0 g8(m-2-k)

g k=O

where c(rn, k) = (-1 )m-2-k (mi;2). This gives

L L L~(:) ßm([4>a(x)])
xEX yEY aEA ( ) cPa(Y)

= 'f c(m,k)(L L L ~i:i <Pa(X)0k 0 <Pa(y)0(m-2-k) 0 L aja;;- ß2([~ =-- ~])
k=O yEY xEX aEAx lIttET

+ L L L ~(:) <Pa(X)0k 0 <Pa (y)0(m-2-k) 0 x(a) ß2 ([<Pa(Y)])
xEX yEY aEA y ()

- L L L ~i:i <Pa(y)0k
0 <Pa(x)0(m-2-k) 0 L aja;;- ß2([: =-- :])

yEY xEX aEA y f1uET

- L L L ~i:i <Pa(y)0k 0 <Pa (x )0(m-2-k) 0 X(a) ß2 ([<Pa(x)]))
xEX yEY aEA x

m-2

= L c(m,k) (R~~)(X,Y,Ax,Ay) - R~)(Y,X,Ay,Ax))
k=O

= c(rn, 0) (R~)(X, Y,Ax,Ay) - R~)(Y,X,Ay,Ax)) by the assumption.

From this the clailll follows since e.g. R~) (){, Y, A X , Ay) only depends on A, 1'~ and
the cardinality of X. (Note that for a E A - A - anC! u E T we have a; = °.)
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(3.13) Corollary
Let X,X', Y, Y' C F be finite subsets and A = AxUAy C Z[F] having the prüper-

ties

(i) X, X' are truly fuH w.r.t. Ax,
(ii) Y, Y' are truly fuH W.r.t. Ay,

(1'1"1) <Pa(x) E F X \-I A X 1~ 1<Pa(Y) va E ,x E ,Y EI, ane

(iv) lXI = IX'I, IYI = IY'I·
Für m E N >1 assU111e the following Z-linear dcpendence relation:

L n(a) a0 m
-

1 = 0,
aEA

and let

Then up to 2-torsiol1 ßm(e) = 0, where

e= L (L L [<pa(x)] - L L [ePa(x)]
aEA xEX yEY ePa (y) xEX y' EY' ePa (y')

- L L [<pa(x')] + L L [ePa(x')]).
x' EX' yEY <Pa (y) x' EX' y' EY' ePa (y')
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4. Falnilies of functional equations up to order rn. = 6

The case lTI = 2, where T is the support of a subset A c Z[F] , is of special
importance to us since in this case the situation has proved to be silnple enough to construct
functional equations in 2 variables up to order 6. We want to exhibit these in the following.

(4.0) General assumption

In this chapter we always compute modulo 2-torsion in a field F of characteristic 0
anel we let A c Z[{O, 1}]. (Each set {t, u} of 2 elelnents in F can be transformed into
{O, 1} using a rational linear transfornlation.)

Vve first collect some basic facts using notation (2.5).

(4.1) Lenlma

Let Y c F be truly full w.r.t. C = (co, cd, Co > 0, Cl ~ {O, -co} anel C2 = -co - Cl .

Let IYI = deg(c) and C = yco(y - 1)C1 \/y E 'y.
Then the following iclentities hold

(4.1.1) II = {±G,
Y ±1

yEY

if Co + Cl > 0,
otherwise,

(4.1.2)
{

±G, if Cl > 0 ,
II (1 - y) - ±l, if 0 > Cl > -Co,
yEY ± b otherwise,

(4.1.3) II y {±ll
Y - 1 = ±C'

yEY ,

if Cl > 0,
if Cl < 0,

(4.1.4) L (yCO(y - 1)Cl )0
k Q9 ß2([y]) = 0

yEY

Vk E No,

(4.1.5)

(4.1.6)

Proof
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(4.1.1): For Co + Cl < 0 we have 4>c(oo) = 0, anel (2.6.1) implies

(4.1.7) c - xCo (x - 1) C
l = II (X - y) rP;; (X) . { C1

,
yEY ,

if Co + Cl > 0,
if Co + Cl < O.

Since CO > 0 we obtain, putting X = 0 ,

{

1, if Cl > 0,
C=II(-y)· (_1)Cl ifco>-Ct>O,

y (-l)CIC, ifco<-CI.

(4.1.2): If Cl > 0 then C = - I1 y (1 - y) (put X = 1 in (4.1.7)).

If Cl < 0 then multiply (4.1.7) by (4)~(x)) -1 = (x _l)-Cl anel put x = 1. It follows

-1 = II (1 _ y) . { -1, ~f Co + Cl > 0 ,
C, If Co + Cl < 0 .

y

(4.1.3): Follows directly from (4.1.1) anel (4.1.2).

(4.1.4): Modulo 2-torsion we get

C
Cl 2:ß2([yJ) = Cl 2:y 1\ (1- y) = 2:y;\ ±~ = 2:y;\ C

y y y y y

= (TI ) 1\ C = { (±C) ;\ C, if Co > ICII ,
y (±1) 1\ Cf otherwise

y

because of (4.1.1)

= 0,

and by assumption yCo (y - 1)Cl is independent fronl y E :Y .

(4.1.5): Since ß2([yJ) = ß2([1~Y]) we obtain

2: ß3 ( eo[y] - Cl [1 ~ Y]) = 2: (COy
0l

- Cl (1 ~ yt
l

) 0ß2([Y])
y y

= 2: (yCO(y - It') 0 ß2([Y]) = 0 because of (4.1.4).
y

The seconcl equation is treated analogously.

(4.1.6): From remark (1.19) and ß2([yJ) = ß2( [t':y]) = ß2( [1 - ~]) we decluce

2:ß4 (Coc2 [Y] + CIC2 [1 ~J+ COCI [1 - ~])
y

= 2: (COC2y02 +C1C2C ~ y)0
2

+COCl(l- ~)02) 0ß2([Y])
y

= - 2: (yCO(y - l)Cl )02
@ ß2([yJ) = 0 by (4.1.4).

y

30



The following lemma determines the coefficicnts of an equation of the form

Ln(a)a8k =0,
aEA

(4.2) Lemma

Let A C R 2
, lAI = r > 1 , where the elelnents of Aare pairwise linearly independent.

Then we have

(4.2.1) L 1 a0(r-2) = O.
aEA II det(a, a')

a'EA-{a}

where det denotes the determinant function in R 2 .

Proof Lagrange's interpolation formula yielcls for a set {ri}i'=l E C and a polynomial
f(x) of degree < r:

(4.2.2)

(Proof: Both sides are polynomials of degree < r ancl coincide for x = ,i, i = 1, ... r. )

If we put f(x) = x m
-

1
, m < r, anel cOlnpare the coefficient of x r

-
1 on both sieles of

(4.2.2) we obtain

1
0= L ,;n-t

i II (-'Yi - ,j)
j#i

First let ßi =f:. 0 Vi. We put ri = *+ X for two variables X, Y , then we get

and

Putting Ai = TIj#; Iß: ß~ Iwe deduce

In particulaI, for m = r - 1
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This equation holds also if one of the ßi vanishes by a continuity argument.
Remark (1.17) now proves the claim.

We now come back to our ruain examples (2.3) for which we can score many useful prop­
erties (almost in abundance).

(4.3) Lelnma

Let t E F, X = {t, i, t~l, t~l' l:t' I-t} C Z[PI (F)]. Then

(4.3.1) L ßm([x]) = 0
xEX

for rTl = 2,3,4,6.

Proof For 1n even ßm([x] + [X-I]) = O.
X is closed lll1der inversion, therefore the clairu follows for 111 = 2,4,6.

For 1n = 3

(4.4) Notation

(i) For two divisors ~l, ~2 E Z[F] we write

(ii) ""ie have an operation of 53 on pI (F) that is generated by the involutions

fr-+1-f.

We caU this operation the "usual" operation of 53 .

(iii) Für a = (ao,al) E Z{{O, I}] we write n(([O,([I) = n(a) and d(ao,al) = d(a).

Now we want to formulate the result indicatcd already at thc end of (3.10).
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(4.5) Theorelll

Let b = (bo,b1 ), C = (co, cd E Z2 such that elet(b, c) f=. 0 anel ~,~ 1:. {O, -1, oo}.
Let A = {b, c, (1,0), (0,1), (1, -1)}.
Let X,}'~ C F be finite subsets satisfying the conditions

(i) X is truly fuH w .1'. t. b,
(ii) Y is truly fuH W.r.t. c and

("') <Pa(x) E px \.J A X Y
111 <Pa (y) va E ,x E ,y E .

Then up to 2-torsion

'" '" '" 11. ( a) [</>a ( X )] _ '" '" [ •u] "''' [. (1]L.J L.J Lt d(a) m = Lt L...J B X, (1 X + Lt L...J Cy,u y
aEA xEX yEY a Y xEX UES3 yEY' UES3

(mod ker ß4)

for ce1'tain coefficients B X,U , Cy,u E Q anel 1/11.(a) = 11 det(a, a'), a E A.
a'EA-{a}

Proof Let bo, Co > 0 and lXi = d(b), IYI = d(c) .
Wedenote B=<Pb(X) tlxEX, C=<pc(y) tlyEY.
We put Ax = {b, (1,0), (0, 1), (1, -1)}, Ay = {cl 1 then
AxC {b, (1, -1)}, AyC {c}.

(4.2) implies
1

n(a) = tla E A ===}
TIa/EA-{a} det(a, a')

I:n(a)a03 =0.
aEA

I) First we will show R~k)(.X',Y,AxlAy)= R~k)(1/~,..-\,Ay,Ax) = 0 for k = 1,2.
(i) k = 1 .

For b1 > 0 both terms vanish.
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For b1 < 0 we deduce from LaEA n(a) a03 = 0 and (2.10) the equation

n(b)bob1 b01 + n(c)cocl C01 + n(I, -1)( -1)(1, _1)°1 = O.

Hence
o= n(b)bob1 . B<::> L (ybo(y - I)b 1

) 0 ß2([Y])
yEY

Y- n(l, -1) . B <::> L ----=1 @ ß2([V])
yEY Y

+ n(c)cocl . B 8 L (yCO(y - Ir1
) 0 ß2([Y]) ,

yEY

but the final term vanishes because of yeo (y - I) C
l = C \/y E Y and (4.1.4).

Analogously one can show R~1) (Y, X, Ay , Ax) = 0 .

(ii) k = 2. Since x(a) = 0 for a E Ay wc have

(2) r " '"' " n (a ) )02 + _ ( [y - I] )R4 (X, Y, Ax, Ay) = ~ LJ LJ d(a) ePa(x 0 Uo a1ß2 -y-
xEX yEY' aEA~

'"' '""" 11 (a) 02 + _" ([] )= L..J LJ d(a) cPa(X) (9 ao a1 ~ ß2 y
xEX aEA~ yEY

=0 by(4.1.4).

Also for a certain q E Sym2 (F x )

(2) " " " n(a) 02 + ([x - 1])R4 (Y,X,Ay,Ax) =~ Lt Lt d(a) ePa(Y)' 0 ao a1ß2 -x-
xEX yEY' a EA;

L L y 02 x
- 11.(1,-1) (-) 0ß2([-])

y-I x-I
xEX yEY

=q 0 L ß2 ([x]) = 0 by (4.1.4).
xEX

(II) Finally we want to examine the case k = O.

(0) T ) I TI" '""" n(a)A- ()02 + -ß ([y-I])R4 (X,Y,Ax,Ay = X Lt 6 d(a) 'Pa Y 0 aO a] 2 -y-
yEY aEA~

= lXI (~((:)) b;jb, L (ybo(y - 1)b1
) l8i ß2 ([y ~ 1])

yEY

(
V )02 Y - 1 )-n(I,-I)L - 0ß2([-])'y-I Y

yEY
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For b1 > 0: R~O)(X,Y,Ax,Ay)= IXln(I,-I)L::YEyß4([~])'
For b1 < 0 we deduce from L::aEA n(a) a03 and (2.10) thc equation

n(b)b1 b02 + n(c)c1 c02 - n(l , -1)(1, _1)02 + n(O, 1)(0, 1)02 = O.

Hence for bo > - b1

n(b) '" ( b b )02o= d(b) hob1 . Lt Y O(y - 1) 1 0 ß2([Y])
yEY

+ d~) n(c)c] . L C02 181 ß2([yJ)
yEY

bo ""' Y 02- - n(I, -1) . Lt (-) 0 ß2({Y])
d(b) "y-l

yE)

+ d~~) n(O, 1) . L (y - 1)02 181 ß2([yJ),
yEY

and since IX I = d( b) we abtain using (4.1.4)

lXI Ci~j bob] . L (ybo(y - 1)b1 )02
181 ß2([yJ)

yEY

- n(1, -1) . L ( ~ 1)02 0 ß2([Y]))
yEY Y

=d(b)((db(~) -1)n(1,-I). L (1 ~ 1)°2 0ß2([Y])
yE)" Y

- d~~) n(O, 1) . L
y

(y - 1)02 181 ß2([yJ)) .
yE

bo > -bI> 0 ilnplies d(b) = bo and on the right hand side we are left with

bo n(O, 1) L ß4 ([1 - V]) .
yEY

If -bi > bo then d(b) = b} and we deducc in an analogous way

b} n(1, 0) L ß4([Y]) .
yEY

Summarising, we have

{

n(1, -1) L: y ß4 ([~]),

R~O\X, Y, Ax ,Ay) = lXI n(O,l) L: yß4([1 - y]),
- n(l, 0) 2: y ß4 ([y]),
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Similar eOlnputations show

if Cl > 0,

if Co > -Cl> 0,
if 0 < Co < - Cl .

Let us reeall a result from the representation theory of 53, the symmetrie group on 3
variables.

(4.6) Lenuua
Let sgn be the sign eharaeter on 53. We eonsider the 2-dilnensional irredueiblc

representation V of 53. Then we have thc following dimension formula for the veetor
spaee of invariants

(4.6.1)

(4.6.2)

dilll (SYI11k(V))S3 = { ll-_f

6

' J
J
,+ 1 if k =1 (mod 6),

otherwise,

d· (5 k(Tf))sgn = {lnax(O, l k 63 J), if k == 4 (mod 6) ,
1m ym , l k-

6
3 J+ 1 hot erwise.

Lemma (4.6) for the 5 3 -invariants anel the 5 3-antiinvariants is only neeeled in the explieit
form given in lemma (4.8) below.

(4.7) Remark
In the theory of modular forms the dimension fonnula for the veetor space cf lnodular

forillS of weight 2k coineides with the dimension formula for the 53 -invariants given above.
An explanation is given by the faet that we can consider the 2-diInensional representation
of 53 on the vector space spanned by the 3 Eisenstein series to an elliptic curve E with
a givcn non-trivial 2-torsion point P. The pairs (E, P) are parametrised by r(2)\H.
53 operates as a projective representation on the hOl1logeneous polynomials in 2 variables
(the latter correspond to 2 of the 3 Eisenstein series luentioned above).

Further evidence for thc fact that good examples for elclnents in ker ßm might be
motivated by the theory of modular functions is providecl by the fact that the j-invariant
for S~(Z) can be expressed in terms of the "j-invariant" /\ for f(2)\H:

This rational expression plays an exceptional role in the IUOst interesting of our examples:
j(u) - j(t) decolnposes into linear factors (olle factor is u - t, the S3~invarianceof the
expression implies that each u - tU for (j E 53 constitutes a factar, anel for reasons of
degree this gives the whole decolnposition).

The field extension Q(j) of Q("\) is rational anel Galois.
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This suggests looking for (rational) Galois extensions such that j can be expressed in
tenns of the "j-invariants" for a congnlence subgroup r of SL2(Z). This together with a
certain set of subgroups Ui of the factor group SL2 (Z)/r shoulcl give argumcnts for the
"main part" of a functional equation for polylogarithnls of high order (where the arglllnents
are of the fonn DO' ;=:: Cf E Ui ). Thc most promising candidatcs are e.g. r(3), r(5) .

(4.8) LelTIlUa

Let a,b,x,y E F) let 53 operate on the set {a,b,c = -a - b} by permutation.
Let ICfI denote the signature of Cf E 53. Then we have

(4.8.1)
{

6,

L a(ax +by)k = ~(a2 + ab +b2)(x2 _ xy + y2),
O'ESa 3ab(a + b)(2x - y)(x + y)(2y - x),

if k = 0,
if k = 1,
if k = 2,
if k = 3.

(4.8.2) L (-1 )lu 1a (ax +byl = g(a _ b)(2a +b)(a + 2b)xy(x _ V), :~ ~ :: ~: 1,2,4,
O'ESa

Proof (4.6.1) implies that the (53-invariant) sun1 in (4.8.1) vanishes for k = 1 and
decomposes for k = 0,2,3,4,5) 7 into a product of two polynolnials (one polynomial in a
and b and another one in x and y). An analogous situation holds for the antiinvariant
SUffi in (4.8.2) because of (4.6.2).

One immediately computes the relation given above. <>

(4.9) Corollary
Let t E F x - {1} , let 53 operate on pI (F) in the usual way.
Then (up to 2-torsion) we have for ao) CL I E Z :

(4.9.1)

L ((tO')uo(tO' - 1)a 1 )0k
=

O'ESa

6,
0,
4(a6 +aOa] + ai) . (t02 - t 8 (t - 1) + (t - 1)°2),

t2 (t-l)2
3aoa](ao + ad' (-) 8 t(t - 1) 8 ( ),

t - 1 t

k = 0,
k = 1,
k = 2,

k: = 3,

(4.9.2) L (_1)10'1 (tO')UO(tO' - 1t 1 )0k

O'ESa

k = 0,1,2,4,

k = 3.{

0,
_ t
- 3(ao - aJ)(2ao + a] )(ao + 2ad . t 8 (t - 1) 8 (t _ 1)'

Proof Accorrung to remark (1.17) we cau identify identities in Sym* (M) for a free
module M with the corresponding polynoll1ial identitics. We transform (4.8) iuto the
corresponding identity in Symk(M) and set x = t and y = 1 - t. This ünplies the
statement. <>
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(4.10) Lemma

(4.10.1)

For (a,ß) E {(2, -1), (1, -2), (1, -I)} we have

( )
2 2 2

a - ß = d(a, ß) (er + erß + ß ).

After these preparations we now formulate the Inain thcoreln.

(4.11) TheorelTI

Let c= (co, ed E Z2 such that ~ rt {O, 1,00, -1/2, -1, -2} ,
A c {(co, Cl), (2, -1), (1, -2), (1,1), (1,0), (0,1), (1, -I)} C Z2 .

Let X = {t, i, t~l, t~l' l~t ,I-t} CF for a t E F, and let Y C F be a finite subset.
If c E Athen we assume Y is truly full W.r.t. e.

Then for m = lAI - 1 the following holds (up to 2-torsion);

~ ~ ~ n(a) [ePa(x)] _ ~ ~ ~ r
Lt Lt Lt d(a) m = Lt Bx[x] + Lt Lt Cy,r[Y ]
yEY xEX aEA a Y xEX yEY TE S 3

(mod ker ßm)

for some coefficients Bx , Cy,T E Q. Here n(a) = 1/ TIa'EA-{a} det(a, a') and 53 operates
in the usual way.

Remark Thc coefficients Ex, Cy,T can be computed effectively as can be seen from
the proof. It is not necessary to actually detenninc their values since we can proceed as
in (3.13), i.e. we introduce another pair (~Y, 1/~) with the same properties and take the
alternating surn of thc corresponding expressions for X, X', Y, y' .

Proof (of theorem) Without loss of gencrality let Co > O.
VveputAx=A-{c}, Ay={e}nA.
X is truly full w.r.t. Ax (cf. examples (2.3)). Also we have (with the notation of

(3.11))

A- = {(2 -1) (1 -2) (1 -I)} A- = { {(Co, cd} n A, if eOc] .< 0,
X , " " ,y {} otherWlse.

For the sake of simplicity and without loss of gcnerality we finally assurne that Y lS

irreducible, i.e.

(4.11.1) IYI = {d(c), if c E~,
1 otherwlse.

(The general case now follows by simply cOlnbining several such irreducible Y's,
thereby adding the corresponding formulas.)

Lemma (4.2) provides us with the relation

(4.11.2) o= L n(a) a0(m-l).

aEA
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Note that for a E A we have: aö = 0 anel x(a) = {01, if a = (1, -1),
otherwise.

I) We first show that the following mixed tenns vanish

R~)(X,Y, Ax, Ay) = R~)(Y,X, Ay,Ax) = 0,

(i) k = 1, m 2: 3 .

for k = 1, ... , m - 2 .

R~)(X,Y,Ax,Ay)=O, SIllce L (x aO (x_lYt 1 )81
=0 VaEA by(4.9).

xEX

(ii) k=2, m2:4.

R~)(X,Y,AX1Ay)

= 2: ~i:i aaal 2: (XOO(x - 1)0' )02 <:) 2: (yOO(y - 1)0' )0(m-4) @ ß2([yJ).
aEA- xEX yEYx

Using the homomorphism
symm-l(pX) --+ symm-4(pX) ,

a8 (m-l) t-+ aoal(ao - ad' a0 (m-4) , we decluce froln (4.11.2) and (4.10)

0= L n(a)aoal(ao - a))' a0(m-4)

aEA

= L n(a) aOal (ao - ad . a0(m-4)

aEA-

= n(C) CoCl (ca - cd . c0(m-4) + 2 L_ n(a) :(:; (a6 + aaal + aiJ a0(m-4).

aEA s

Because of (4.9.1) this iInplies for a certain S(c) E Q and each Yo E Y

o= ~ 2: ~i:~ aOal L (x"O(x - 1)"1 )02 0 L (yOO(y - 1)01)0(m-4) @ ß2([yJ)
aEA- xEX yEYx

+ S(c) L (XCO(x - I)Cl )02 0) (ygO(yO - I)Cl )8(m-4) 0 L ß2([Y])'
xEX yEY

If c E Athen L:yEY ß2([Y]) = 0 because of (4.1.4) and the last sUlnmand vanishes.
If c t/:. Athen already n(c) = 0 , hencc also o(c) = O.
In each case the claim is proved.
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(iii) k = 3, m ~ 5 .

R~)(X, Y,Ax,Ay)

= L ~i:? aOa! L (x"O(x - 1)"' )03 (') L (y"O(y - 1)"' )0(m-S) <9 ß2([yJ).
aEA- xEX yEYx

Using the homomorphism
Symm-] (PX) --+ SYlnm-S(pX) ,

a 0 (m-l) 1--1 aoa](ao - a])(ao + a])· a0 (m-5) , we deduce from (4.11.2) and (4.10)

o= L n(a)aoa] (ao - (LI)( ao + al) a0(m-5) .

aEA

In this equation the coefficients of (1,0), (0, 1), (1, -1) anel (1, 1) are annihilated.
Vve have: ao - a] = 3 is independent from a E {(2, -1), (1, -2)} and thus

°= n(c) COC] (co - CI)(Co + C]) C0(m-5) + 3 L 11.(a)aoa] (ao + a]) a0(m-S) .

aE{(Z,-l ),(1 ,-Z)}

We deduce

The first surn vanishes because of (4.1.4), the seconcl one can bc transforrned (note that
-aOa) = d(a) is independent from a E {(2, -1), (1, -2)} ):

0= L n(a) (3aoa](ao +al)) L (yao(y _lt 1 )0(m-S) o ßz((y])
aE{(Z,-l),(l,-2)} yEY

~ n(a) ( ) ~ ( )0(m-S)= - L...J d(a) GOal 3aoal(ao +aI) L...J yao(y -1t 1 0ß2([Y]) ,
aEA~ yEY

and so, by (4.9.1), k = 3,

0=- L ~i:~ aOaj L, (x"O(x - 1)"1 )03 (') L (y"O(y - 1)"1 )0(m-S) <9 ß2([yJ).
aEA- xE ...\: yEFx

(iv) k=1n-2.

R~m-2)(X,Y, AXl Ay) = 0 by (4.1.4).
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(v) R~)(Y,X,Ay,Ax)

= ~(~) ctc~ L (yCO(y - l)Cl )8
k 0 L (XCO(x - 1)C, )8(m-2-k) <9 ß2( [X ~ 1])

( ) yEY xEX

+ n(l, -1)( -1) L (~t k
0 L (_X_)8(m-2-k) <9 ß2( [X - 1])

yEY Y - 1 xEX x-I x

=0 by (4.9.2) and (1.15),

if m - 2 - k = 0, 1,2,4.

We still have to exanüne the case m - 2 - k = 3 (i.e. rn = 6, k = I) (we put
C = ePc(y) for any-and hence a11- y E Y).

R~l)(y,X,Ay,Ax)

= ~(~) ctc~ L (yco (y - 1)Cl) 81 0 L (-1 )1<71((t<7)CO W- 1)Cl) 83 <9 ß2 ([t])
( ) yEY UES3

(
Y ) 01 ( tU ) 03- n(l, -1)" - 8 " (_l)lul 0 ßz([t])

LJ y - 1 LJ tu - I
yEY· UES3

= n((c)) c6 c;- "C01 8 (3(co - cd(2co +cd(co + 2cd . t 8 (t - 1) 8 _t_) 0 ßz([t])
dc LJ t-I

yEY

(
Y ) 01 t-n(l,-I)'" - 8(6·t0(t-I)0-)®ß2([tJ).

LJ y-l t-l
yEY

Since m = 6 we must have lAI = 7 and c lies in A, so using (4.11.1) we get d(c) =
L:yEY land using (4.1.3) we have to show

() {
0, if Cl > 0 } ( )( )( ) 01o= n C Co' 'f 0. 3 Co - Cl 2co +Cl Co + 2C1 . C
cl, 1 Cl <

{
(±1)01, ifc] >O}

-n(l,-l) ·3·2· (±C)01, ifc) <0 .

If Cl > 0 then each of the two sumlllands vanishes.
If Cl < 0 then the clailll follows from (4.11.2) if wc apply thc fo11owing homolllorphisnl:

Sym5 (F X) -t Z, a0 (5) f---t aOal (ao - al) (2ao + ad (ao + 2ad .

11) We want to analyse the case k = 0 in 1110re detail in oreIer to be able to describe the
right hand side of the equation in the theorem. (Note that X(c) = 0 .)

(i) R~) (X, Y, Ax, Al') = lXI L ~i:? (lOal L (y"O (y - 1)"') 8(m-2) <9 ß2 ([y]).
aEAx yEY·

From (4.11.2) we cleduce after applying the homolllorphism
SYlllrn-I (F X) ---1 SYIllm-Z (PX) ,
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a0(m-l) I-t (ao - ad . a0(m-2) :

o= L n(a)(ao - ad a0(m-2) ,
aEA

and since the coefficients of (2, -1) and (1, -2) are lnultiplied by the same factor (i.e. 2)
we obtain with the abbreviation A2 = {(2, -1), (1, -2)} :

3 L n(a) a0(m-2) = - L n(a)(ao - al) a0(m-2) ==>
aEA 2 aEA-A2

L n(a) L (yao(y - It 1 )0(m-2) 0 ß2([Y])
aEA2 yEY

~ L n(a)(ao - ad L (yOO(y - 1)0' )0(m-2) l8l ß2([Y])'
aEA-A2 yEY

On the right hand siele the sums for a = (1,1) anel for a = c are annihilated (by (4.1.4)),
thus we get because of d(a) = -aOa] for a E A 2 , introducing the abbreviation A] =
{(1, 0), (0,1), (1, -I)} :

'"' n(a) " ( a )0(m-2)L d(a) aOal L y o(y - 1t 1 ® ß2([yl)
aEA 2 yEY

1 " '"' ( a )0(m-2)= 3" L n(a)(ao - a1) L yao(y - 1) 1 0 ß2([Y])
aEA 1 yEY

= ~ " ßm (n(l, O)[y] + n(O, 1)[1 - y] - 2n(1, -1) [_Y-J) .
3 L y-l

yEY

Altogether we derive the following equation (wherc IXl = 6)

R~)(X,Y,Ax, Ay) = 2 L ßm (n(1, O)[y] + n(O, 1)[1 - yJ + n(1,-1) [ ~ 1]) .
yEY y

(ii) For R~\Y,X, Ay, Ax) the only CRse Ieft to consider is m = 5 (otherwise the
expression disappears by (4.9.2)).

R~O)(y,X, Ay, A x ) = IYI ~~~~ ctcl L (XCO(x - 1)C') 03 l8l ß2([X])
xEX

-IYI n(1, -1) L C: 1t
3

l8l ß2([X])
xEX

- IYI ~~~i ctcl ' 3(co - ctl(2CO + cd(co + 2cJl· t 0 (t - 1) 0 t ~ 1 l8l ß2([t])

+IYI n(1, -1) '"' ß5 ([_x_]) .
L x-I
xEX
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We can polarise:

( tI (83 (t - 1) 03 ( 1 ) 03)i8 t-l)8-=- t' + - + - ,
i-I 3 t I-t

and obtain

t t-l 1 1
3· t 0 (t - 1) 0 - 0 ß2([t]) = ßs([t] + [-J + [-J) = - " ßs((x]),

t-l t I-t 2 Lt
xEX

hence

(0) (n(c) + _ ) '"""Rs (Y,X,Ay,Ax) = IYI 2d(c) Co CdCO-Cl)(2co+cJl(co+2cl)+n(1, -1) ,~ß5([X]).

<>

(4.12) Exalnples

(1) Let c = (2,1) and Ao = {c, (2, -1), (1, -2), (1,1), (1,0), (0,1), (1, -I)}.
We have d(c) = 3, d(a) = 2 for a E {(2, -1), (1, -2), (1, I)} and d(a) = 1 for

a E {(I, 0), (0,1), (1, -I)}.

L tt F X { 11-1 t 1 } Iv~ {u l-u -U(l-U)}
e ,uE , = l'f'-t-'t_l'l_t,l-t alle .I = l-u+u2'1-u+u2, l-u+u2 .

Y is truly full W.r.t. c, X is truly fuH w.r.t. Ao - {c}.
Theorem (4.11) yields for A c Au anel 'ln E N>l where 111 = lAI - 1, certain
coefficicnts n(m) (a), a E A, and B, Cl, Gf2 , C3 E Q

(i) rn = 6, A = Ao . The coefficients n(G)(a) are given by lelnlna (4.2) (we rnultiply
by the lern of thc denominators). The triple Slun in (4.12.1) is independent froln
X by (4.11), and specialising u = °we obtain an expression for the relnaining
SUlns in (4.12.1) wi th integers B , Cl , C2 , C3 giyen in the following table (cf. also
[Zg-A]).

a (2,1) (1,-2) (2,-1) (1,1) (1,-1) (0,1) (1,0)

-3 -4 -5 20 60 -90 180
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(ii) For m< 6 anel certain A, lAI = m, + 1, we take the coefficients njm)(a) again
from lemma (4.2) (Inultiplieel by the leIn of the elenolninators), anel just like in (i)

(m) ( )
(m) ""nj a [4>a(x)]

elements 7]j = LJ
A

d(a) 4>a (y ) in ker ßmelnerge. In the following three
aE

short tables we give several 7]Jrn) of this kind for rn = 5,4 and 3. Here a row
corresponds to the coefficients of an element in Z [F] as in equation (4.12.1).

rn = 5

a (2,1) (1, -2) (2,-1) (1, 1) (1, -1) (0,1) (1,0) B Cl C2 C3

n~5)(a) -9 4 -5 40 0 -90 180 0 0 180 -360

n~5\a) 3 2 5 -10 -30 0 -90 90 60 0 180

n~5)(a) 3 -8 -5 -20 60 90 0 -180 -120 -180 0

m=4

a (2,1) (1, -2) (2, -1) (1,1) (1,-1) (0,1) (1,0)

n~4)(a) 7 4 5 -20 -20 30 -60

n~4)(a) -1 0 0 3 -1 -3 6

n~4)(a) 1 0 3 0 -8 -6 -24

n~4)(a) -1 3 0 0 -10 15 15

n;4)(a) 0 4 5 1 -27 9 -18

n~4)(a) 0 1 -4 -5 9 18 27

n~4\a) 0 -5 -1 4 18 -27 -9

B Cl C2 C3

0 0 0 0

0 -6 0 0

0 0 -36 0

0 0 0 -90

0 -42 0 0

0 0 63 0

0 0 0 126

rn = 3

a (2,1) (1, -2) (2, -1) (1,1) (1, -1) (0,1) (1,0)

n~3)(a) 1 0 0 -2 0 1 -2

n~3)(a) 1 0 3 0 -4 0 -12

n~3)(a) 1 6 0 0 -10 -15 0

n~3\a) 9 4 -5 -20 0 0 0

np)(a) 1 0 0 0 2 -3 -6

B Cl O2 C3

o 0 0 0

o 0 0 0

o 0 0 0

o 0 0 0

o -12 0 0
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(2) Let i,t,uEF where i 2 =-1, X={t,+,t~l't~l'l~t,l-t},c=(3,1),

U=(Uj))=l = (1+1t+u 2
, -1-u+iu(2+u), -u(1+u)-i(1+2u), u-i (-1+u 2

)),

{
Dk:;t· Uk }

Y = - (U1 + U2 )(U2 ; U3 )(U3 + U1 ) j=1 , .. ,4·

Y is truly fuH w.r.t. c.
Just as in (1) we deduce several functional equations for 2 ~ 111 ~ 6.

(3) Of course we obtaill further elements in kcr ßm by taking linear combinations of the
expressions in (1) and (2) as weH as by specialising one of the "variables" 11., t. In
both cases we are going to destroy certain symmetries, though. As an exalnple we
want to give a specialisation of (l)(i) to Trt = 6, t = u.

The following element ~ E Z[Q(u )] is in the kernel of ß6 :

~ = 6B{2,_2,3} +8Bt-4,-1,4} + 5B{_2,_2,5} - 40B{2,_1,1} - 120B{_2,_1,3}

+ 180 B{2,O,-1} - 360 Bt2,O,-1} - 20 B{-2,2,2} + 120 B(2,-1 ,-1} - 190 B{2,_1 ,-2}

+ 540B{O,1,O} - 360B~,1,O} +544Bt,_1,1}'

where we put

and (Yj );=1 is Y as in (1) with any orclering (53 operates by permutations).

(4) Finally, for each element in ker ßm we can produce several elements in ker ßm-l via
a certain clerivation process: for a h0l110ll10rphism 4> : F X ---+ Z we associate the linear
map "rI> : Z[F] ---+ Z[F] defined on generators by [x] I-t cjJ(x)[x]. Each such ll1ap will
suffice (cf. [Zg- A], s.I).
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