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QUADRATIC ENDOFUNCTORS

OF THE CATEGORY OF GROUPS

HANS-JOACHIM BAUES AND TEIMURAZ PIRASHVILI

Let Cr be the category of groups. In this paper we study functors F : Gr -r Cr
which preserve cokernels and filtered colimits. The functor F is linear if the map

(FrI, Fr2) : F(X V Y) -+ F(X) x F(Y)

is an isomorphism where X V Y is the surn in the category of groups and rI
X V Y -+ X, r2 : X V Y -+ Y are the retractions. Moreover F is quadratic if
F(X IY) = kernel(FrI, Fr2) as a bifunctor is linear in X and Y.

Our main result shows that thc monoidal category of such quadratic endofunctors
of Cr is equivalent to the monoidal category of square groups; see (3.10) and (8.9).
Here a square group is a diagrarn

where Mee is an abelian group, Me is a group of nilpotency degree 2, P is a
hornomoprhism and H is a quadratic function with properties as in (3.5). We show
that the quadratic endofunctor F of Cr can be described by a quadratic tensor
product

where IvI is a square group. A similar result for quadratic endofunctors of the
category Ab of abelian groups was obtained in [2). In (3.10) we specify the square
groups corresponding to quadratic functors Ab -+ Cr and Cr -+ Ab respectively.

The category of linear endofunctors of Cr which preserve cokernels and filtered
colilnits is equivalent to thc category of abelian groups. In fact, such linear endo
functors L of Cr have a factorization

where ab is the abelianization functor and A = L(Z) is an abelian group. We show
that the quadratic endofunctor F of G1' has a sirnilar factorization

Typeset by ANfS-'!EX
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Here Nil is the categüry of groups of nilpotency degree 2, nil is the nilization functor
and M = F{Z} is the square group defined in (3.6) with Me = F(Z), Mee =
F(ZIZ).

The functor Fis exact if F carries short exact sequences to short exact sequences.
It is weH known that exact linear endofunctors F of Ab are given by torsion free
(01' flat) abelian groups E such that F (A) = A 0 E. In (6.8) we classify the exact
quadratic functors Nil --+ Nil by flat square groups. Such flat square groups are
simply functions H: E --+ E on torsion free abelian groups E for which H(a+b)
H(a) - H(b) is linear in a and band H(2a) - 4H(a) = a with a, b E E. This result
relies on the universal coefficient theoreln for quadratic functors in [4]. Für example

Znil = (H : Z --+ Z, H(a) = a(a - 1)/2)

is the flat square group corresponding to the identity functor of Nil. The quadratic
tensor product satisfies -

G 0 Znil = nil(G) = G/r3G

where r 3 G is the subgroup of tripie commutators in the group G.

Square groups may be considered as the quadratic analogue of abelian groups;
they playasimilaI' role in "quadratic algebra" as abelian groups in linear algebra.
For example a square ring (as defined in [3]) is a monoid in the category of square
groups (compare (8.10)); this generalizes the classical notion of ring being a lnonoid
in the monoidal category of abelian groups. The many examples of square rings
in (3] yield examples of square groups. Moreover Znil above is also a square ring
which, in fact, is the initial object in the category of square rings.

In section §7 we describe free square groups S which are sums of universal
square groups Z0 and ZQ. Each square group M admits a surjection S ~ M. Trus
implies that each quadratic endofunctor of Gr is obtained as a natural quotient of a
functor 05. Moreover there is a square ring Q such that the category of Q-modules
coincides with the category of square groups. In fact, Q is the endomorphism square
ring of ZQ V Z0 in the category of free square groups which is a quadratic category.

In the literature quadratic (and more generally polynomial) endofunctors were
mainly studied for additive categories, in particular for the category of abelian
groups (2], [5], (12], the category of rational vectorspaces [9], the category of Z/p
-vector spaces [7]. On the other hand polynomial endoflUlctors of the category of
topological spaces were already considered by Gooelwillie [6]. The theory of polyno
mial endofunctors of the category of groups started in this paper is a necessary step
to combine the algebraic and topological approach. In fact, applying polynolnial
enclofunctors of Gr to simplicial groups yields polynomial enclofunctors for spaces.

§ 1 Linear and quadratic functors

Let Ab be the category of abelian groups and let A be an additive category,
for example A = Ab. Recall that an additive category A is a category for which
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the morphism sets A(X, Y) are abelian groups anel composition is bilinear and for
which finite sums exist in A. Such SUIUS A V B are also products in A and A V B
has the structure of a biproduct -

(1.1 )
i 1 i:;l

A~AvB~B

with Tl i l = 1A, T2i2 = 18 and i l Tl + i2T2 = 1AVB. The empty SUffi is the zero
object * in A. A functor

(1.2) F : A -r Ab

is additive if F(j + g) = F(f) + F(g) for morphisms f,g E A(X, Y) anel F is
glladratic if .6 with

.6(f, g) = F(f +g) - F(g) - F(f)

is abilinear function. Additive and quadratic functors satisfy F(*) = o.

We now generalize the concept of additive, resp. quadratic functors as foHows.
For this we replace the additive category A by a category C with sums X V Y and
zero object *. Zero lllorphisms in C are described by 0 : X -r * -r Y. For each
SUtU X V Y in C one has also a diagrarn

(1.3)
. .
11 I:;l

X~XvY~Y

with Tli l = 1x, T2i2 = 1y where the retractions are given by Tl = (1,0) and
r2 = (0,1). Moreover we replace the category Ab in (1.2) by the category Gr of
groups and we consider a functor - -

(1.4) F: C --+ Gr
- -

with

For objects X, Y in C we define the cross effect F(X IY) by the kernel

F(X IY) = kernel (F(X V Y) (r~.) F(X) X Fp!"))

Hence one has a short exact sequence of groups

o-+ F(X IY)'~ F(X V Y) (r~.) F(X) X F(X) -+ 0

which is natural in X, Y E C. We now say that F in (1.4) is linear if F(X 1 Y) = 0
for aH X, Y E C and we say that F in (1.4) is guadratic if F(X 1 Y) is linear in X and
Y, that is, the functors F( - I y~) ; X t-t F(X IY) and F(...Y I -) : Y ~ F(X IY)
are linear in the sense above. This definition of linear and quadratic functors
resembles the approach in [6]. The next lemma is weH known.
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(1.5) Lemma. Let F : A -+ Ab be a functor as in (1.2). Tl1en F is additive, resp.
quadratic jn tbe sense of (1.2) jf and only jf tbe composite A -+ Ab C Gr is linear,
resp. quadratic in the sense of {1.4). - - -

Hence linear, resp. quadratic functors in (1.4) generalize additive, resp. qua
dratic functors in (1.2). We shall show that linear functors are actually often
determined by additive functorsj see §2.

(1.6) Lemma. Let F : C -+ Gr with F(*) = 0 be a functor Blld let X E C. If F
is linear then F(X) is an~belian group. If F is quadratic then F(X) is a group of
nilpotency degree 2.

Proof. Let a,b E F(X) and let (a,b) = -a-b+a+b be the commutator in F(X).
Then (a, b) = (1, l).d where

and one has

If F is linear then (rh, 1'2.) is an isomorphism and hence d = 0 which itnplies
(a, b) = O. If F is quadratic we consicler for x, y, z E F(X) the tripie commutator
c = ((x, y), z). Then

satisfies (1, 1, 1). (v) = c. Moreover for 1 ::; i ::; j ::; 3 the projection l'ij : X V X V
X -+ X V X satisfies (1'ij). (v) = O. Hence the lemma (1.8) below implies v = 0 so
that c = O. q.e.d.

Let F: C -+ Gr be a functor with F(*) = 0 and let X 1 ,X2 ,X3 be objects in C.
For 1 ::; i <j ::; 3let -

be the retractions which induce

(1'12,1'13,1'23). : F(X V Y V Z) -+ F(X V Y) V F(X V Z) V F(Y V Z)

Then

(1. 7)

is the third cross effect of F.
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(1.8) Lemma. The functor F is quadratic if and only if the third cross effect
F(X I Y I Z) = 0 is trivial for a11 X, Y, Z E C.

Praa f. One readily checks that

F(X IY I Z) = kernel (F(X IY V Z) --+ F(X I Y) x F(X I Z))

and the result follows. q.e.d.

We have inclusions of categories Ab C Nil C er where Nil is the fuH subcategory
of groups of nilpotency degree 2. Hence by (1.6) any linear resp. quadratic functor
F : C --+ er has the factürization

- -

(1.9) F : C --+ Ab c er (linear)

F : C --+ Nil C er (quadratic)

Für a quadratic functor F we see by (1.6) that F(X I Y) is an abelian group.
Moreover we get

(1.10) Lenlma. Let F be quadratic. Then

o --+ F(X I Y) --+ F(X V Y) --+ F(X) x F(Y) --+ 0

is a central extension.

Proof, Since each element in F(XVY) has the fann b+i1 (x)+iz(y) (x E F(X), y E

F(Y), b E F(X IY)) it is enough to show that

C= -b-i1(x) +b+i1 (x)

is zero. We consider the foHowing element in F(X V Y V X) :

Here i 3 : X -t X VYV X and (i 1 , iz) : X VY --+ X VYv X are canonical inc1usions.
Then for (i1 , i z , i 1 ) : X V Y V X --+ X V Y one has

(i 1, i z, i 1).d = c

and rij.d = 0, 1 :::; i < j ::; 3, and lemma (1.8) gives d = 0 so that c = O. q.e.d.

(1.11) Definition. Let F : C --+ C7' be a functar with F (*) = O. Then we define
the natural transfonnation

P : F(X I X) --+ F(X)

by the camposition

F(X I X) C F(X V X) (~~ F(X)

Similarly we define
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P : P(X 1 x I X) -+ F(X)

by the composition

P(X Ix I X) C F(X V X v X) (1~. F(X)

(1.12) Lemlna. Tbe image of P and P respectively is anormal subgroup. More
over tbe image of P is central iE F is quadratic.

Proof. This is clear since P(X I X) is normal in F(XV X) and (1,1)* is cpimorphic.
The same argument holds for P and for the quadratic case. q.e.d.

(1.13) Lemma. F is linear iE and only if P = O. Moreover F is quadratic if and
only iE P = O.

Proof. Clearly P = 0 if F is linear. Conversely if P = 0 we obtain P(X I Y) = 0
since we have the commutative diagram

F(X V Y I X V Y) P ) F(X V Y)

F(X IY)

A similar argument holds in the quadratic case. q.e.d.

(1.14) Definition. Let F : C -+ Gr be a functor with P(*) = 0 as in (1.4). Then
the additivization, resp. thequadfätization

Fad: C -+ Ab= ='
Fquad : C -+ Nil

- -

are the functors defined by pad(x) = cokernel (P : F(X I X) -+ F(X)) and
pquad(x) = cokernel (P : F(X 1 X 1 X) --+ F(X)). Here Fad is a linear functor
and Fquad is a quadratic functor and we use (1.9). In fact, pad is linear by the
following argument. Since P is natural and the diagram

F(X IX)

1q2

pad(x IX)

P ) F(X)

lq
P ) Fad(X)

commutes where q2 is induced by the natural transformation q. Here q2 is an
epimorphism and qP = 0 so that P in the bottom row is zero. Hence pad is linear
by (1.13). A similar argtuuent shows that pquad is quadratic.
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Hence the inclusions of functor categories

linear functors C q7.ladratic j7.lnctors C junctors (C -+ Gr)

have left adjoint functors given by additivization and quadratization respectively.
We leave it to the reader to study more generally functors C -+ Gr of degree n
(which are linear for n = 1 and quadratic for n = 2) anel toprove-;rmilar results
for such functors.

§ 2 Linear and quadratic functors on theories of cogroups

Vve generalize the notion of an additive category as folIows. A theory of cogroups
is a category T with zero object * and finite sums such that each object X has the
structure of a-cogroup giyen by the rnaps f.l : X -+ ..Y V X, v : X -+ X satisfying
the usual identities. A morphism f : X -+ Y is linear if the diagram

X

XVX

Y
f

l/l
) :VVY

fVf

commutes. Morphism sets T(X, Y) in T are groups (written aelelitively) with a+b =
(a, b)fl, -a = av, für a, b E T(X, V). Moreover we assume that for all objects X, Y
in T there is given a diagrarn of linear morphisms

(2.1 )
i} i2

X;:!XvY~Y
r} r2

with r1 = (1,0), r2 = (0, 1) anel i 1 r1 +i 2 7'2 = 1xvY' Clearly by (1.1) any additive
category is a theory of cogroups. We consider the covariant Horn functors

T(X,-): T -+ Gr

which carry Y E T to the group T(X, V).

(2.2) Lemma. A tbeory T of cogroups is an additive category if and o1l1y if a11
covariant Horn functors are linear.

This is readily proved and leads ta the next definition:

(2.8) Definition. A theory of cogroups T is a quadratic category if aU covariant
Horn functors of T are quadratic. -

One can check that this nation of a quadratic category coincides with the one in
{3] where quadratic categories are studied. For any theory of cogroups Tone obtains

canonically an additive catgeory T ad and a quaelratic category Tquad together with
quotient functors:
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(2.4)

Here the morphism sets in T ad and Tquad respectively are given by the additiviza
tion and quadratization of the covariant Horn functors in T:

Tad( ..y, Y) = T(X, _ )ad(y),

Tquad( ..y, Y) = T(X, _ )quad (Y).

The quotient functors in (2.4) have the obvious universal properties with respect
to functors T --+ C where C is quadratic (resp. additive) category.

(2.5) Example. The category gr of free groups is a theory of cogroups. Moreover

the category nil of free objects in the category lVii is a quadratic category and the
category ab of free abelian groups is an additive category such that the obvious
quotient functors

gr grquad g1· ad

11 11 11

gr nil ab

coincide with (2.4). Further examples are obtained by the categories of free algebras,
free Lie algebras, etc. in a sinülar way.

(2.6) Proposition. Let T be a theory of cogroups and let F : T --+ Gr be a functor
witb F( *) = O. Jf F is linear, resp. quadratic, there is a unique factorizatioll as
follows where the vertical arrows denote the canonical functors.

T
F

Gr

1 r (linear)

T ad Ab

T
F

Gr>

1 r (quadratic)

Tquad Nil

This shows that the category of linear functors T --+ Gr is equivalent tü the

category of additive functors A --+ Ab where A = T ad is an additive category.
Moreover the category of quadratic functors T --+ G1' is equivalent to thc category

of quadratic functors Q --+ Nil where Q = Tquad is a quadratic category. Für the
- -

proof of (2.6) we will use the following lemma.
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(2.7) Lemma. Let T be a theory of cogroups and F : T --+ G1' be a functor with
F(*) = O. We consider for X, Y E T and a E F(X) the evaluation function

T(X, Y) --+ F(Y), 1 f--t I*(a)

and i ts cross effect

(I Ig)*(a) = (f + g)*(a) - g*(a) - f*(a)

Then F is linear (resp. quadratic) if and only if (f Ig)*(a) = 0 (resp. (I I g)*(a)
is bilinear in fand g) for all X, Y and a.

We obtain a retraction of i 1Z in (1.4)

(2.8) r12 : F(X V Y) --+ F(X IY) by

i 12r12(a) = a - i2r2(L - i1rl a = (i j r l I izrz)*(a)

In fact as in (2.10) of [3] one shows that rlZ is weH defined and surjective. Here we
use the assumptions that i1rl + iZT2 = 1xvY. Using the retraction T12 we obtain
the natural function

(2.9)

given by the composition

H : F(X) ---1 F(..Y I X)

F(X) (i~2) F(..Y V X) ~ F(X IX)

The functions rlZ anel H neeel not to be homolllorphisnls. For f, 9 : X ---1 Y and
a E F(X) oue reaelily gets the fonnula

(2.10)

where (I, g). : F(X I X) ---1 F(Y I y~) is induced by f V 9 : F(X V X) ---1 F(Y V Y);
compare (3.3) (6) in [3].

Proof of (2.7). If (f Ig)*(a) = 0 for all X, Y,a then (i1rl I izrz).(a) = 0 and hence
rlZ = O. Therefore F(X I Y) = 0 and thus F is linear. On the other hand if F
is linear then the inclusions iJ, iz : X --+ X V X satisfy (i 1 + i z). = i 1• + i z* :
F(X) ---1 F(X V X) = F(X) x F(X). Hence for 1 + 9 = (J,g)(i 1 + i 2 ) we get
(I + g)* = f* + g*. One gets the result in a sinülar way for quadratic functors.

q.e.d.

Proof of (2.6). Consider the diagram

T(X, Y IY)
p

T(X,Y)

IP
T( ..Y, y~ I Y IY)

9
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If F is linear one has to show that F(f +Px) = F(f) and if F is quadratic one has
to show that F(f + PZ) = F(f). Now let F be linear. For a E F(X) one gets

F(f + Px)(a) = F(f)(a) + F(P(x))(a)

where F(P(x))(a) = 0 by the commutative diagram

by (2.7)

ev > F(Y I Y) = 0

lp
T(X,Y IY)

lp
T(X,Y)

ev
F(Y)

Here the evaluation ev with ev (f) = f * (a) is a natural transformation in Y.
Actually this shows that for any linear functor Fand x E T(X, Y I Y) with
Px : X -r Y the induced map (Px)* = 0 : F(X) -r F(Y) is trivial. Given a
quadratic functor F this implies that also for x E T(X, Y I Y) the induced map
o= (1z, Px)* : F(Z IX) -t F(Z IY) is trivial. Thus also for any f E T(X, Y) we
get (f, Px)* = 0 and by (2.10) this shows

(/ IPx)*(a) = 0 for any a E F(X).

Now by (2.10) we get

where (Py)* = 0 since ev P = P ev as above for P. Moreover Py = pz for some z
and hence (f I .Py)*(1) = O. This shows that F(f +.Py) = F(f) and the proposition
is proved.

q.e.d.

§3 Quadratic endofunctor of the category of groups

We classify certain linear and quadratic endofunctors of the category of groups.
The linear case is easily described by the following result. vVe say that a functor
F : C -r 1( preserves cokernels if F carries each coequalizer in C to a coequalizer
in 1(.

(3.1) Proposition. Let F : Cl' -t Cl' be a linear functor which preserves coker
nels. Then F has a unique factorizatioll

FCr -------+) Cr

F
-------t) Ab

where tbe left siele is tbe abelianization fr:nctor. Here P again preserves cokernels.
If F also preserves filtered colimits tl1en F is given by the tensor product

F(A) = A0 M
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witl1 M = F(Z) and A E Ab.

Filtered colimits are also termed direct limits.

(3.2) Corollary. The category of linear endofunctors of Gr, resp. Ab, which
preserve cokernels and filtered colimits is equivalent to tl1e category Ab of abelian
groups.

The quadratic analogue of these results is obtained below by the use of square
groups which replace abelian groups.

Proof of (8.1). Since F preserves cokernels we see that F is deternlined by the
restriction F : gr -+ Gr to the category gr of free groups. Hence by (1. 7) and

(2.5), (2.6) we obatin F. Moreover if F preserves also filtered colimits then F is
determined by the restriction F : Jg - ab -+ Ab where Jg - ab is the category of

finitely generated free abelian groups. Hence P is determined by the Z -module
M = F(Z) = F(Z) with F(A) = A ® F(Z).

q.e.d.
We now consider quadratic endofunctors of the category Ab of abelian groups.

For this we need the following notation frolu [2].

(8.8) Definition. A quadratic Z -module

is a pair of abelian groups lvIe, lvIee together with homomorphisms H, P satsfying
P H P = 2P anel H P H = 2H. Given!vI we obtain a quadratic functor Ab -+ Ab
which carries the abelian group A to the quadratic tensor product A 0 M. Herc
A ® M is the abelian group generated by symbols a 0 m, [a, b] 0 n with a, b E A
and m E NIe, n E AtJee subject to the relations

(1) {
(a + b) ® 1n = a 0 m + b 0 m + [a, b] 0 H (1n )

[a,a]0n=a0P(n)

where a 0 m is linear in 111 anel [a, b] 0 n is linear in a, b and n. let A be an additive
category and F : A -+ Ab be a quadratic functor. Then each XE Adetermines
the quadratic tl-module

(2) F{){} = (F(X) ~ F(X IX)~ F(X))

where H and P are defined as in (2.12), (1.11). With this notation we obtain the
following quadratic analogue of (3.1) proved in [2].

(3.4) Proposition. Let F : Ab -+ Ab be a quadratic functor wbicb preserves
cokernels and filtered colimits. Then one has tl1e natural isomorphism

F(A) =A0M

11



where M = F{Z} is the quadratic Z -module given as in (3.3) (2). Moreover tbe
category of such functors is equivalent to the catcgory of quadratic Z -modules.

The next notion of a square group generalizes the notion of a quadratic Z-lnodule.

(9.5) Definition. A square group

H P
!vI = (Me ---+ M ee ---+ ll/Ie)

is given by a group Me and an abelian group M ee . Both groups are written addi
tively. Moreover p is a homomorphism and H is a quadratic function, that is the
cross effect

(a Ib)H = H(a + b) - H(b) - H(a)

is linear in a, b E Qe' In addition the following properties are satisfied (x, Y E M ee)

(1)

(2)

(3)

(4)

(Px I b) H = 0 and (a I Py) H = 0

P(a Ib)H = a + b - a - b

PHP(x) = P(x) + P(x)

6.(a) = HPH(a) + H(a + a) - 4H(a) is linear in a

By (1) and (2) P maps to the center of Me and by (2) cokernel of P is abelian.
Hence Me is a group of nilpotency degree 2. Let Square be the category of square

groups. Quadratic Z -lnodules"are square groups for which 6 = 0 is trivial and H
is linear. One has the following additional formulas:

(5)

(6)

(7)

H(a +b - a - b) = -(b Ia)H + (a I b)H

l:1P(x) =0

Po6(a) = 0

As an example we have the square group

H 0
Znil = (Z --+ Z ---+ Z)

with H(r) = (;) and P = 0; compare [3]. Square groups arise naturally as

follows.

(3.6) Proposition. Let T be a tbeory oE cogroups al]d let F : T --+ Gr be a
quadratic functor with F(*) = O. Tben each object X E T yields tbc square group

F{X} = (F(X) ~ F(X 1 X)~ F(X))

given by H aJ]d P in (2.12) and (2.11).

Proo[. For X, Y E Q we have the following diagram in which the row is a central

extension of groups

12



o ---+) F(X IY) 1
12

) F(X v y~) (7'
h 1

r:
h

) F(X) X F(Y)

1r12

F(X IY)

----).) 0

Here the function r1Z with r1Z i 1Z (x) = x is defined by

(1)

where i 1 : X ~ X v Y, i z : Y ~ X v Y are the inclusions. By definition of H and
P we have

(2)

(3)

H = r1z{l* : F(X) --+ F(X V X) --+ F(X I X)

P = '7*i 1Z : F(X IX) --+ F(X V X) --+ F(X)

where f-L = i 1 + i z and \7 = (1,1). We now check that F{X} = (H, P) is a square
group. In fact, P is central since \7* is surjective and since i 1Z is central. P is a
homomorphism while H is quadratic since for a, b E F(X)

COlnpare the proof of (3.3) (2) [3]. Thc right hand side is a COl1UTIutator in a group
of nilpotency degree 2 and therefore linear in a and b. Moreover since P is central
and natural we see that i Z*(P x) = P (iz*x) is central and therefore (3.5) (1) holds
by (4). Also (3.5) (2) is a consequence of (4) and (3). We define

(5) T : F(X IY) --+ F(Y IX)

by i 1ZT = t*i 1Z where t : X V Y --+ Y V X is the interchange map. Then PT = P
and T = HP - 1 as in the proof of (3.3)(3)[3]. Hence P H P - P = P so that also
(3.5) (3) holds. Finally we obtain (3.5) (4) by the following equations.

i1Z (ß(a)) = i1z(HPH(a) + H(a + a) - 4H(a))

= i1Z (TH(a) - H(a) + (ala)H)

i1z(TH(a) - H(a)) = (i z + i1 )*a - i p a - iz•a - ((i1 + iz)*a - iz•a - i p a)

= (i z + id*a - ipa + (-iz.a +i p a + iz.a - ipa) + ipa - (i 1 + iz)*a

= (i z +i1 )*a+i1z (-ala)H - (i 1 +iz).a.

Hence we get

13



and this fune tion is linear in a sinee i12 is eentral and (i1 + i2 ) * and (i 2 +i 1 ) * are
homomorphisms.

q.e.d.
The following non abelian version of the quadratic tensor produet is obtained

almost in the salne way as in (3.3) (1).

(S.7) Definition. Let G be a group and let NI be a square group. We define the
group G ® M by the generators 9 0 a and [g, h] 0 x with g, h E G, a E Me and
x E M ee subject to the relations

(g + h) (2) a = 9 (2) a + h 0 a + [g, h] (2) H(a)

[g, g] ® x = 9 0 P(x)

where 9 (2) a is linear in a and where [g, h] 0 x is eentral and linear in each variable
g, h and x. There are obvious incluced maps for this tensor product so that one
gets a bifunctor

(2) : Gr x Square -t Gr

This functor factors uniquely as follows

Gr x Square

1
Nil x Square

(9 ) Gr

r
(9 > Nil

where the bottom row is thc restrietion of 0 to the subeategory Nil C Gr of
groups of nilpotency degree 2. The left hand side is givcn by the nilization functor
nil: Gr -t lVil which carries G to Gnil. The eOlllffiutativity of the diagraIn is a
consequence of the next lemma.

(3.8}Lemma. For any group G and square group M we }lave G 0 M E Nil and

G (2) M = enil 0 M. Moreover the functor Gr -t Gr, G 1-7 G @ M, is quadratic
and preserves cokerne1s and colimits. --

We prove this lemll1a in §4. Next we state our result on the classification of
quadratic endofunctors of the category of groups.

(3.9) Theoreln. Let F : Gr -t Gr' be a quadratic functor wbich preserves coker
nels. Then F has a unique factorization

F
--~) Gr

r
F

--~) A'il

where tbc left hand side to the ni1ization functor. Here P preserves cokernels. Jf F
also preserves filtered coliJnits then F is given by the quadratic tensor product

14



F(G) = G 0 AI

with M = PiZ} and G E Nil.

(3.10) Corollary. The category of quadratic endofunctors of Gr whicb preserve
cokernels and fil tered colimi ts is equiva.len t to the category S quareofsquare groups.

Moreover this equivalence of categories yields equivalences of subcategories accord
ing to the following list.

quadratic functors as in (3.10)

Gr ---t G7'

Ab ---t G7'
- -
Gr -+ Ab- -
Ab --t Ab
- -

square groups

all square groups

square groups with ~ = 0

square groups with H linear

quadratic Z-module

Proof of (9.9). Since F preserves cokernels we see that F is determined by the
restriction F : gr --+ Gr. Hence by (1.7) and (2.5), (2.6) we obtain F. If F
preserves filtered limits then F is determined by the restriction F : /g - nil --+ Nil
where /g - nil is the category of finitely generated free objects in nil. Hence (3.9)
and (3.10) are consequences of (3.8) and the following result.

q.e.d.

(3.12)Proposition. The category of quadratic functors /g - nil --+ Nil is equiv
alent to the category Square of square groups. Tbe equivalence carries F to F{Z}

witb tbe inverse carrying M to tbe functor G f---7 G (9 AI with G E /g - nil.

Proo{ 0{(3.12). By (3.8) we know that the functor

- (9 M : f 9 - nil --+ Nil

is quadratic and one really checks that

(-0M){Z}=M.

On the other hand für any quadratic functür F : f 9 - nil --+ Nil thcre exists a
natural transformation

TG =T : G (9 F{Z} --+ F(G)

T(g (9 a) = F(g)(a)

7([g, h] (9 x) = p(F(g, Il)(X»

Here g, h E G, a E F{Z}e = F(Z), x E F{Z}ee = F(ZIZ) and 9(1) = g. Since Tz

of 'T7.J;Bz(ZIZ) are isolnorphisms also 7 is an isomorphism for any G E fg - nil.

q.e.d.

L5



§4 Properties of the quadratic tensor product

We describe some properties of the quadratic tensor product which in particular
yield a proof of (3.8). Let C; be a group and let 11.1 be a square group. Then the
following equations hold for g, 11., k E G and a, b E Me, x, y E M ee .

(4.1 )

(1)

(2)

(3)

[g, 11.] 0 X = [11., g] 0 Tx with T = HP - 1

(-g)0 a =-(g0a)+g0PHa

(ng) 181 a = 9 181 (na) + gl8l G)PHa

-11. 0 a - 9 0 b + 11. 0a +9 0 b = [g,h] 0 (alb)/1

For the commutator c = -g - h +9 + 11. E Gone has

(4)

(5)

c0a = [h,g]0~(c)

[c,k] 0 x = 0 = [k,c] 0 x

We leave the proof of (4.1), (1) and (2) and (5) to reader.

Proof of (9). We have the following cquations

(g + 11.) (9 (a + b) = 9 0 (a + b) + 11. 0 (a +b) + [g, 11.] 0 H (a + b) =
= 9 0 a +9 0 b+ 11. 0 a + 11. 0 b + (g, h] G9 (H (a) + H (b) + (aIb) H )

(g + 11.) (:9 (a + b) = (g + 11.) ® a + (g + 11.) 0 b =

= 9 0 a +h 0 a + [g,h] 0 Ha +9 0 b + 11. 0 b + [g,h] (9 Hb

Since (g, h] 0 Ha is central one therefore gets (3).

Proof of (4)·

c0 a =(-g-h+g+h)0 a =

(-g) 0a + (-11.) 0 a +9 0 a + 11. (;9 a + [-9, -11.] (:9 Ha+

[-9,9] 0 Ha + [-g,h] 0 Ha + [-h,g] 0 Ha + [-11.,11.] 0 Ha + [9,11.] 0 Ha

= -90 a - 11. 0 a +9 0 a + 11. 0a - [h,g] 0 Ha + [g,h] 0 Ha

Here we use (1) anel (3.7). Now (3) and (4.1) yield (4).

q.e.d.
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(4.2) Theorem. Let G V H be tbe Stun of groups G, H in tlle category Gr with
retractions rl, r2. Moreover let !vI be a square group. Tllen tllere is a natural short
exact sequence

o ---+ Gab (9 Hab (9 Mee ~ (G V H) (9 M -!!....r (G (9 A1) X (H (9 M) ---+ 0

wbere q = (1'] (9 lvI, r2 (9 M). Tlle inc1usion i carries {g} (3) {h} 0 X to [i]9, i2 h] (9 X

for 9 E C, h E H, X E M ee .

Proof of (S.8). The theorem shows that the functor C t-----+ C 0 M is quadratic.
Clearly the functor preserves cokernels and colimits. Therefore (3.8) is a conse
quence of (2.6) and (2.5).

q.e.d.

(4.3) Addendum. For the product G x Hof groups and the canonical map Gv H -+
G x Hone obtains the foHowing natural commutative diagram with short exact
rows.

o

o
1

----+) (C V H) ® lvI

1
-----t) (C x H) 0 Al

q ) C0A1xH0M

11

--~) 0

----t) 0

where Mf). is the cokernel of .6.. : Me -+ M ee and where Mee -+ ML:J. is the quotient
luap.

The proof of this addendum can be achieved by the saule method which is used
in the following proof of (4.2).

Proof of (4.2). One readily checks that i is weH defined and that q is surjective
with qi = O. Since (i]9 + i 2 h) 0 a =(i]g) 0 a + (i 2h) 0 a modulo image of i we see
that the cokernel of i is defined by the same generators and relations as the group
(C (9 M) x (H 0 M). Hence we get kernel (q) = iIllage (i). Itremains to check that
i is injective. For this it is enough to prove the theorem for free groups. In fact
let X, Y be free simplicial groups with 7ro X = C, 7ro Y = Hand 7riX = 7ri Y = 0
for i > O. Then the free case of (4.2) yields the short exact sequence of simplicial
groups

o-+ X ab 0 y ab 0 Mee -+ (X V Y) 0 M -+ (X 0 M) x (Y 0 M) ---+ 0

and heuce the sequence in (4.2) is obtained as 7ro of this sequence. For this we use
the homotopy exact sequence and the fact that

7r1(X V Y) 0 M ~ 7f) ( (X 0 M) x (Y 0 M)) = 7r} (X 0 M) X 7f} (Y 0 !vI)
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is surjective. A set theoretic splitting of q. is given by (0:, ß) t------+ i h 0: + i 2.ß. We
now assurne that G and H in (4.2) are free groups. The kernel of q is a quotient
of the biadditive functor (G, H) l---+ Gab 0 Hab 0 Alee and hence kernel (q) is also
abiadditive functor by naturality of the sequence. Moreover these functors are
compatihle with filtered colimits and therefore it suffices to prove the theorem for
G = H = Z. For this we introduce the following group !VI given by the square
group Al. The elements of !VI are the tripies (a, b, x) with a, b E Me, X E Mee with
the group structure defined by

(a,b,x) +(a',b',x') = (a+a',b+b',x+x' -(b'la)H)

Then there exists a commutative diagram

o
11

(Z V Z) 0/vf

l~
!VI

11

---t) 0

---t) 0

in which the bottom row is the obvious short exact sequence; conlpare the first part
of (4.4) for Me = Z 01vI. V\'e define 'lj,J below such that

is the identity of M ee where p is the projection (which is not a homomorphism).
This shows that i is injective und the proof of the theorem is complete. Moreover
'lj,J is actually an isolllorphislll of groups. The hOlllomorphism 'lj,J is the composition

where (Z V z)nil is Z x Z x Z as a set with the group structure

(r,s,t) + (1",5',t') = (1'+1",t+t',8+S' +8'1").

We define ,(/J by com~utativityof the diagralll above and by the following formulas
for the composite p'lj,J = p.

p((1',s,t) 0a) = tß(a) + 1's(H(a) - (ala)H)

p([1',s,t), (1",s',t')] 0 x) = 1's'x + s1'T(x)

A somewhat tedious hut straightforward calculation shows that p yields a weil
defined homolllorphism,(/J. Moreover pi is the identity of M ee and hence p'lj,Ji is the
idelltity of M ee .

q.e.d.

18



(4.4) Lelnlna. Z (9 lvI = Me, (ZIZ) 0 M = lvIee al]d C (9 Znil = Gnil.

Proof. By (4.1) (2) we have a homomorphisrll

Z(9M -+ Me

given by T (9 a 1----7 ra + (;)PHa and [1',s] (9x 1----7 rsP(x). This is an isomorphism
with the inverse a 1----7 1(9a. Moreover the cross effect (Z IZ) (9M = M ee is obtained
by (4.2). The last statement is obtained by the fact that the functor F(C) = cnil

satisfies F{Z} = Znil and hence F(e) = e (9 Znil by (3.9).

q.e.d.

(4-5) Example. Let Re Q be a subring of the rationals and let

H 0
Rnil = (R ---+ R ---+ R)

be the square group with H(r) = (;) and P = O. Then for any group G the group
G (9 Rnil is the same as the classical R-Iocalization of the group end [14].

§5 Exactness properties of the quadratic
tensor product and derived functors

We introduce derived functors of the quadratic tensor product which are usecl
for the usual exactness properties.

(5.1) Definition. Simplicial objects in the category Nil form a Quillen model cat

egory [Q]. For CE lVillet ]((C,O)Nil be afree simplicialobject in Nil with

1ro ]((C, O)Nil = C,

Jrj ]((C, O)Nil = 0 for i 2: 1.

Hence K(C ,O)Nil is a cofibrant model of G. We define for any square group lvI the
Nil-torsion groups by the homotopy groups

A short exact sequence of square groups

(5.2)

yields a short exact sequence of functors nil -+ Nil of the fonn

Hence we obtain as usual the long exact sequence
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with Tor~il(G,M) = G0M. Moreover for i > 0 we have Torfil(G, M) = 0 if G E
nil is free. These Nil -torsion groups are related with the hOlnology groups in the variety
Nil given by

(5.3)

Compare Leedham-Green (8] for the definition and [4] for the computation of these
groups.

Ir N is a quadratic Z-module then

G0N = Cab 0N.

We computed in this case the groups Torf'il(G, N) by the universal coefficient
theorem 3.5 and 3.6 of [4] which shows that the groups Torf'il (C, JV) are determined
by the graups H [" il (G) and N. This implies that the graups T 01'f' i I ( G, lI/I) for
any square group M can be computed up to extension problems by the following
method. There is a functorial short exact sequence in Square

(5.4)

where

H P
N1 = (Im (P) ---t Mee -r Im(P))

N2 = (Goker (P) --+ 0 --+ Goker' (P))

are quadratic Z -modules.

Next we deal with the exactness of G 0 M in the variable G, In this case we get
for any central extension

O--+A~G--+E--+O In Nil

the exact sequence

(5.5) Torf'il(C, M) --+ Torfil(E, M) --+ i 0 M --+ G 0 M --+ E e> M --+ 0

where i 0 M is the cokernel of thc map

{

tu: A 0 A 0 Goker (ß) --+ (A ® M) x (A 0 Gab 0 Coker ß)

w(a0b0x) = (-[a,b] 0x, ae;i(b) 0x)

Proof of (5.5). Let ..Y"* be the siInplicial object in Nil with X n = G x An = G x
A x, .. x A and
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· _ {(ao, ... ,ai+ai+l,'" ,an), i <11,
dl ( ao, . .. , an) - ( .

ao, . .. , an-I), z = n

Then 7T"o(X.) = E and 7fi(X.) = 0, i > O. As in [Pt], [P2] oue has the spectral
sequence with

E~q = Tor~il(Xp, M) ==} Tor~~~(Q, M)

which in low degrees yields the exact sequence (5.5).

q.e.d.
If M is a quadratic Z -module one has a similar exact sequence as in (5.5) by'

B.9 in [2]. For the square group M = (Z --+ 0 --+ Z) the sequence (5.5) coincides
with the corresponding five-ternl exact sequence of Stammbach for the homology
in varieties of groupsj see III.2 of [14].

§6 Exactness aod Hat square groups

A functor T : Nil --+ Nil is right exact if for any short exact sequence

(6.1 )

in Nil the induced seguence

(6.2) TGI --+ TG --+ TG2 --+ 0

is exact. Moreover T is exact if the induced sequence of any short sequence is short
exact.

(6.3) Lenuna. T is right exact, resp. exact, if and only if (6.2) is right exact,
resp. short exact, whenever (6.1) is a central extension in Nil.

Proo[. Let C = {c E GI, C +x = x +c, x E G} be the centralizer of GI in G. Then
C is central in G and GI ancl GI / C is central in G / c. Using the corresponding
exact sequences (6.1) follows.

q.e.d.

(6.4) Lenlma. 1fT is right exact tllen T carries a product in Nil to a product.

Proo[. Consider the short exact sequence

q.e.d.
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(6.5) Proposition. Any right exact functor T : Nil -r Nil is quadratic. Moreover
tlle category of rigllt exact functors Nil -+ Nil whic11 preserve filtered colimi ts is
equivalent the category of square groups for which 6 is surjective.

By (3.5) (7) the surjectivity af 6 inlplies that P = 0 and that Me is abelian. In
fact we get the following equivalent description:

(6.6) Leluma. A square group M for which 6 is sUljective is tbe same as a pair
of abelian groups Me, M ee together with a function H : Me -r M ee such that
the cross effect (alb)H is linear in a, b E Aife and such that ~ : Me -r M ee with
~(a) = H(2a) - 4H(a) is surjectivc.

One readily checks that ~ in (6.6) is always a homomorphism.

Proof of (6.5). By (6.4) and (1.6) T is linear on Ab. Hence T carries the central
extension

o-r X ab 0 yab -r X V Y -r )( x Y -r 0

in Nil with X, y~ E Nil to an exact sequence

T(X ab 0 yab) -r T(X V Y) -r T(X) x T(Y) -r 0

where T( ..:l(ab ® yr ab ) is additive in X anel Y since T is linear on Ab. Hence also

thc image of T(X ab ® yab) -r T(X V Y) is biadditive and therefore T is quadratic.
Now the equivalence of categories in (6.5) follows from (3.10) anel (4.3).

q.e.d.

(6.7) Definition. A flat square graup is a torsion free abelian group F togcther with
a function H : F -r F for which the cross effect (a, b) H is linear in a, b E F and for
which

H(2a) - 4H(a) = a.

We point out that the category of flat square groups is equivalent to the category
of square groups M for which !J.. is an isomorphism and Me is torsion free. The
equivalence c8rries M to 6 -1 H : Me -r Me; compare (6.6).

(6.8) Theorem. Tlle category oE exact Eunctors Nil -r Nil which preserve filtered
colimits is equivalent to the category oE Bat square groups.

(6.9) Addendulu. Für a square group NI the following statements (a) and (b)
are equivalent.

(a)

(b)

- 0M : Nil -r Nil is exact- -
!J.. : Me -r M ee is an isomorpllism oE torsion free groups.

The addendum describes in (a) the classical flatness condition for M anel (b)
shows that M corresponds to a flat square groupas defined in (6.7). Clcarly (6.8)
is a consequence of (6.9); compare (6.5). The proof of (6.9) is based on the following
lenlma.
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(6.10) Lelnma. Let T : Nil -t Nil be a right exact functor. Then T is exact if
and only iE one oE the following condition bolds.

(a) For any centra.l inc1usion i : A -t G with abelian cokernel the induced ma.p
T(i) : T(A) -t T(G) is injective.

(b) For any inc1usion j : B -t G oE abelian groups the induced map T(j) is
injective al1d conditioll (a) is satisfied wllenever the cokemel G/A is fi:ee
a.belian.

Proof 0 f (6.10). 0 bviously the exactness of T implies (a) and (b). Now assulne (a)
holds. Consider first (6.1) with G2 abelian. Then (a) ilnplies that (6.2) is short
exact. In fact, let C be the centre of G and A = G/C. Then A is abelian since
G E Nil. Let Cl = GI n C, C 2 = G/C1 and Al = GI/Cl' Then rows and colulnns
in the following diagraIn are short exact

r
r

A

r
--~) C

r
----t) C

r
--~) G2

We cau apply (a) to all short exact sequences of the diagram except the row in the
lniddle. Hence T carries this row also to a short exact sequence.

Now assume (6.1) is a central extension and now let C be the centre of C2 , B =
C 2 /C and fonn the following diagram with short exact rows and columns.

11

---+) C

1
G

---+) C

1
----+) G2

1 1
B B

Here Band C are abelian so that T carries the corresponding rows and columns to
short exact sequences. Thus by (6.3) T is exact.

Next assume that condition (6) is satisfied. One shows with similar arguments
that (b) implies (a) and henee the proof of (6.10) is complete. In fact, choose a free
resolution R -t F of G2 in Ab and eonsider
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R R

1 1
GI >G >F

11 1 1
GI )G ) GZ

q.e.d.

Proof of (6.9). \Ve show that (a) or (b) are also equivalent to one of the following
conditions

(c) ~ is surjective and Torflil(-,M) = O. In this case also Torf"il(-,M) = 0 for
i ;::: l.

(d) ~ is surjective, Me is torsion free and Torf il (F, M) = 0 for any free abelian
group F.

We now show (a) ~ (c) {::=:} (d) {=} (b).

(a) => (c): We know by (6.5) that ~ is surjective. Moreover any exact func
tor preserves the Moore normalisation of a simplical object in Nil and hence

Torf"il( -, M) = 0 for i ;::: l.
(c) =} (a): By (6.5) we know that - 0M is right exact. Then (5.5) and (6.3) imply
that - ® M is exact.
(a), (c) => (d): \Ve only have to show that Me is torsion free. But this follows from
the fact that for abelian A we have A (9 Ai = A (9 Ale. This equation clearly holds
for A = Z and by (4.3) we see that A r-+ A (9 M is an additive right exact functor
preserving cülinlits so that the equation holds für any abelian group. Now it is weIl
known that the exactness of the ftu1ctor A r-+ A (9 Me is equivalent to the torsion
freeness of Me.
(d) =} (a): This is a consequence ofleruma (6.10) and (5.5).
(d) {::} (b): In (b) and (d) the function ~ is surjective and }vIeis torsion free. Hence
P = 0 and we have the short exact sequence of square groups in (5.4) with

ATI =(0 --+ M ee --+ 0)

Nz =(A1e --+ 0 --+ Me)

This yields the exact sequence

where F E Nil. If F is free abelian we have
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F0NI = (A 2F)0Mee

Torf'il(F, N2 ) = (A2 F) 0 Me
Nil 2Tor1 (F, Nd = F 0 A F 0 M ee

Tor~il(F, l\r2 ) = F 0 A2F 0 A1e

where a is in both cases induced by ~ : Me --+ lvIee . Hence ß is an isomoprhism if
and only if Tori' i I (F, M) = 0 and hence the proof of (d) <=} (b) is complete. The
computation of the torsion groups above is a consequence of [4] and the remarks in
(5.3) and (5.4) above on the computation of such groups.

q.e.d.

§7 Universal quadratic functors and free square groups

The universal quadratic endofunctors of the category of groups are the functors

0 2 , Q2 : Gr --+ Gr

defined as follows. Here 0 2 is the tensor square of thc abelianization

(7.1 )

Moreover Q2 is defined by a universal quadratic map

(7.2)

obtained as follows. Let G, G' be groups written additively (but not necessarily
abelian). A function H : G --+ G' is tenned quadratic if the cross effect (a Ib) H =
H(a + b) - H(b) - H(a) is a central element in G' and is linear in a, bEG. Then
(7.2) is the quadratic map with the property that for each quadratic map H there
is a unique homomoprhism fI such that

conunutes. Next we define square groups Z0 and 7lQ corresponding to the functors
0 2 , Q2 above. For this let 7l (x I , . .. ,xn) be the free abelian group generated by
the elements Xl,' .. ,Xn . Let

(7.3) o H PZ = (71(Px) ---+ 7l(x, H Px - x) -+ 7l(Px))

25



where H and P are homomorphisms with

P(x) = Px, P(HPx - x) = Px,

H(Px)=x+(HPx-x).

(7.4) Q H PZ = (Z(e,PHe) ----t 71.. (He, HPHe, (ele)H) ----t 71..(e,PHe))

Here P is a homomorphism with

P(He) = PHe, P(HPHe) = 2PHe, P(ele)H = 0

and H is quadratic with H(e) = He, H(PHe) = HPHe and

{
0 for a = P H e or b = P H e

H(a +b) - H(b) - H(a) = (ele)H für a = b = e

(7.5) Lenlma. 0 2 and Q2 above are quadratic functors which preserve cokernels
and filtered colimits and 0 2 {71..} = 71..0, Q2{71..} = 71..Q are tlle corresponding square
groups. Hence one has natural isomorpllisms (G E Gr)

0 2(G) = G 071..°, Q2(G) = G 0 71..Q

The lemma implies that Q2(G) E Nil and Q2(G) = Q2(Gnil), moreover Q2(Z) =
Z EB Z and Q2(Z]Z) = Z ffi Z ffi Z.

Praot. For 0 2 compare [2]. For Q2 we observe that the function

is quadratic. Moreover f is in fact universally quadratic since a quadratic function
H : G --+ G' induces the unique honl0morphism fI : G 0 Z Q --+ G' with fI f = H.
Here fI is given on generators by

9 0 e I----t Hg

9 0 P He J--t (glg)H

[a,b] 0 He t----+ (alb)H

[a, b] 0 HPHe t----+ (alb)H + (bla) H

[a,b] 0(ele)H I---t -Hb-Ha+Hb+Ha

Uniqueness of fI is readily checked by the relations in (3.7).

q.e.d.
Looking at the definition of Z0 and ZQ one readily obtains the following freeness

property. Let Square(M, N) be the set of nl0rphisms M --+ N in the category of
square groups.
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(7.6) Lelnma. For RllY M E Square one has tlle natural bijections

Square (ZQ, M) = lvle, f f-t f(e)

Square Cl}?;, lvI) = M ee ,9 f-t g(x)

The category Square has limits and colimits. For eXaIuple limits are obtained

'pointwise', in particular the product M x N is given by (M x N)e = Me X Ne and
(M X lV)ee = Mee X N ee with H = HM X HN, P = PM X PN. Below we also give
an explicit deseription of eoproduets M V N. By (7.6) we see that the forgetful
functors

(7.7) cPe, 1Jee : Square -t Set

which carry !vI to 1JeM = Me and cPeelvI = lI/lee respeetively have left adjoints 4>e
and ~ee given by the coproduct over a set 5,

This shows the freencss property of Z Q anel Z 0. It also shows that there is a
canonical surjection of square groups

(7.8)

for any square group M. Limits and COliluits in Square correspond via the equiva

lence (3.10) to limits and colimits in the eategory of quadratic endofunctors of Nil
whieh preserve eokernels and fil tered eolimits. The sum of such endofunctors F, F'
is the quadratization F Vquad F' of the functor F V F' which is given by the SUUl

of groups in Nil

(F V F')(G) = F(G) V F'(G).

Moreover by (7.8) and (7.5) we get the following result:

(7.9) Proposition. For each quadratic endofunctor F of Gr (01' Nil) which pre
serves cokemels and B.ltered coliJnits there exists a set S and a natural surjective
homomorphism
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Here tbe leEt band side denotes a SUln in tbe category Nil oE groups oE nilpotency
degree2. ---

Let GI, G2 be groups in Nil. Then the sum GI V G2 in Nil is given by the
nilization of the sums of GI and G2 in Gr. There is a weH lmown exact central
extension in Nil -

(7.10)

where tu is the commutator map. This shows that any element in GI V G2 cau be
written as a sum of elements a + b + 10 where a E GI, b E G2 and 10 is a surn of
cornrnutators of the form a +b- a - b. We obtain the surn M V N of square groups
by the quadratization of the functor G t--t G 0 MV G 0 N == FM,N(G), that is

(1) G 0 (]vI V N) == pX;c;1(G)
1

Using (7.10) this leads to the foHowing explicit description.

(7.11) The sum of square groups. Let

( HM. PM ) (HN PN )M == Me ---t Mee ----=t Me , N == Ne ----=-+ Nee --:..:.t Ne

be square groups. Then the SUlTI

(1)
H P

]vI V N == ((M V Ne ---+ (M V N)ee ---+ (M V N)e)

in the category Square is given by

(2) (M V N)ee == lvIee EB Nee EB COk(PM) 0 COk(PN) EB COk(PN) 0 cok(PM)

(3) (lvI V N)e == (Me V Ne)/ ~

Here Me V Ne is the sum in Nil and the eql1ivalence relation is generated by

PM(X) + C r"V C + PM(X),

a + PN(U) ~ PN(U) + a

for x E Mee , C E Ne, U E Nee , a E lvIe. Let x E COk(PM), ii E COk(PN) be the
elements in cokernels represented by x and U respectively. The operators H and P
for M V N are defined by

Compare (7.10). Moreover
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This completes the construction of M v N. Let

(7.12) squaTe C Square

be the full subcategory consisting of sums

L = VZ0 V V71 Q

S R

where S and R are sets. Here L is tenned a free square group. For a square group
A1 one has the canonical bijection

(7.13)

so that S qua1'e(L, M) has the structure of a group in Nil proviclecl L is free. VI/e

use the next lemrna to show that square is a quadratic category; see (2.3). The

lernma describes an analogue of the central extension in (7.10).

(7.14) Lemlna. For X, Y E Square Olle bas a sbort exact sequence in Squa1'e

o-+ )C~y ---1 X V Y -+ X x Y -+ 0

where X~Y~ is the quadratic 7l -lnodule

with A = cokernel(P : X ee -+ Xe), B = coker(P : Yee -+ Ye) and H(a 0 b)
a 0 b - b 0 a and P(a 0 b+ b1 0 ai) = a (3) b - al 0 b1.

This is readily proved by (7.10) and (7.10) (1). Since P in 7l® is surjective the
lemma implies that

(7.15)

Moreover using the fact that X~Y is linear in X and Y we obtain by (7.13) anel
(7.14):

(7.16) Proposition. square is a quadratic category.

This leads to the following alternative description of the category of square
groups.
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(7.17) Proposition. Let Q = End(Z0V zq) be the endomoprhism square ring of
the object 7l0 VZ q in the quadratic category square. Then there is an isolnorphism

of categories

Square = Nlod (Q)

where lI/Iod (Q) is tbe category of Q-modules in the sense of 7.9 (3].

This proposition is the generalization of a result for quadratic Z -nlodules in 2.2
[2]; hence the square ring Q in (7.17) is the non abelian analogue of the ring Q(2)
defined in [12].

(7.18) Remark. An explici t computation of the square ring Q = End (Z 0 V Z q) is
obtained as follows. As a square group Q is given by

(1)

H PQ = (Qe ---+ Qee ---+ Qe)

Qe = Z8, Qee = 71 3

where the basis of Qe is denoted by a, b, c, p, h, ph, hp, hph and the basis of Qee
is x, y, z. We define P by

(2) P(x) = c = P(y) and P(z) = O.

In the multiplicative monoid Qe the following equations hold:

(3)

(4)

(5)

a2 = a, b2 = b, ab = ba = 0, a + b = 1,

ha = 0, hb = 0, ap = 0, pb = 0, php = 2p,

(p) . h = ph, (hp) . h = hph, (h) . p = hp.

The equations (3), (4), (5) do not yet determine the structure of the monoid Qe

completely since the distributivity laws do not hold; hut they yield a unique ring
structure on

(6) R = cokernel (P)

Clearly R = 71/ has the basis a, b, p, h, ph, hp, hph and the multiplication law is
given by (3), (4), (5). We define the ring homomorphism

(7) {

€ : R -t 7l,

€(a) = 1, €(b) = E(p) = €(h) = O.

Then the structure of Qee as an R ® R (9 ROP -module is defined hy
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(8) (r 0 8) . U = f( r) . €(8) . u far r, 8 E R, u E Qee ,

O=x·a=x·h=y·a=y·h,

x . p = z, y . p = -z, z . h = x - y .

The quadratic map H : Qe -+ Qee is uniquely defined by

(9) H(a) = H(b) = H(p) = 0,

H(h) = x, H(c) = x - y,

(rIS)H = -€(r) . €(8) . z.

One can check that these data (1) ... (9) detennine the square ring Q completely.
The identification of a Q-Illodule M and a square group (Me -+ lI/lee -+ Me) in 7.13
is given as follows; compare (7.9) [3J. We have

(10) !vI = Ale X Mec with Me = M· a, !vlee = M· b.

Moreover mutliplication by hand p yield maps H = ·h : Me -+ Alee , P = 'p :
M ee -+ NIe· Moreover·e: ]Vle -+ lvlee coincides with the function V f--7 (vlv)H, v E
Aife. Finally the bracket Q-aperations on Mare given by (v, w E Me)

(11 ) [V, w] . X = (v lw)H E A1e e ,

[v, w] .Y = (WIV)H E M ee ,

[v, w] .z = w + V - W - V E Me .

We obtain (1) by (7.15) and

Qe = Square (Z0 V ZQ, Z0 V ZQ)

= Square (Z0, Z0 x ZQ) x Square (ZQ, Z0 x ZQ)

= Z0 x ZQ x Z0 x ZQ = Z8e e ee ee

See (7.3) and (7.4). Sinlilarly one gets by (7.14)

Qee = Square (Z0 V 1,Q, X~X)

where X = Z0 x ZQ. By (7.14) we have

x~x = (Z~ Z EB Z (1'1( Z) = Z0

so that Qee = Z3. Here we use the fact that P in Z0 x 1,Q satisfies cokernel (P) = Z.
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The category Square has similar properties as the category Nil. Recall that for

G E Nil one has an exact sequence

(7.19)

where w is the commutatar map whieh is injeetive if Gis a free objeet in Nil.
vVe now deseribe the analogue of (7.19) for the category Square. We define the

abelianization M ab of a square group ]vI by the property

(7.20)

One eau check that

M ab = (M: b~ M ee / "J~ M: b
)

is given by M via the equivalence realization (a Ib) H "J 0 for (L, b E Me e. Here H and
P in Mab are induced by H and P in M. We can define the fUllctor M 1---7 Mab

alternatively as fo11ows. Let Absquare be the category consisting of the objects

H P
A = (Ac --+ Aee --+ Ae)

which are diagrams in Ab with P H P = 2P. We have the fu11 embedding

(7.21) AbslJuare c Square

Here the objects in Absquare are exactly a11 square groups M for which H is linear

and hence they correspond by (3.10) to quadratic functors Gr -t Ab. The left
adjoint of the inclusion (7.21) is the functor which carries M to Mab. We observe
that Absquare is an abelian eategory for which

(7.22)

is a projective generator. Here we get by (7.20) and (7.4)

(zQ)ab = (Z(e,PHe) ~ Z(He, HPHe) ~ Z(e,PHe))

with H(e) = He, H(PHe) = HPHe, P(He) = PHe, P(HPHe) = ePHe. The
projective generator (7.22) shows that the category Absquare is the same as the

category of R-modules where R is the endomorphism ring of the object (7.22) in
the abelian category Absquare. Here R coincides with the ring R = cokernel (P)

associated to the square ring Q in (7.18) (6). In particular R = Z7 as an abelian
group. The ring considered in 2.2 [2] is the quotient ROp /hph = 2h.

We define the exterior square functor
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(7.23) A2
: Absquare -t Absq'llare

by the property that for A E Absquare the functor G I--t G 0 A2 A is the quadriza

tion of the functor G I---t A2 (G 0 A). Theu (7.19) yields the exact sequence

(7.24)

of square groups which is natural in M E Square. Moreover W is injective if M is

a free square group. The map W is central in lI/I. More explicitly oue obtains via
thc cokernel A = cok (P : A ee --t Ae) the exterior square (7.23) by

A2 (A) = (A 2 A~ A0A~ A2 A)

with H(x /\ y) = x 0 Y - Y ® x and P(x <9 y) = x /\ y. The conlmutator map W in
(7.24) is given by

{

wee(x 0 y) = (XIY)H

we(x 0 y) = x + Y - x - Y

(7.25) Remark. Let nil be the subcategory of free objects in Nil. Then (7.19)
yields the linear extension of categories

Horn (-, A2
) --t nil --t ab

where ab is the category of free abelian groups. This extension is for example
stuclied in chapter VI [1]. The bifunctor Horn (-, A2

) on ab carries A, B to the
group of homoruorphisrus Honl (A,]\2 B) in Ab. Similarly we get by (7.24) the
linear extension of categories

Horn (-, A2) --t square --t absquare

where absquare is the category of free objects in the category Absquare. Such

free objects are sums of the universal objects Z 0 anel (Z Q) ab. Here the bifunc
tor Horn (-, A2

) on absquare carries A, B to the abelian group of morphisms

Horn (A, A2 B) in Absquare where A2B is defined by (7.23).

§8 The composition product for square groups

Endofunctors of the category of groups fonn a monoidal category with the
monoidal structure given by the composition of endofunctors. The composition
of quadratic enc1ofunctors F] and F2 however needs not to be quadratic. We still
obtain a composition product in the category of quadratic functors by the quaelra
tization

(8.1 )
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of the composition F t 0 Fz. If F t and Fz are quadratic endofunctors which preserve
filtered colimits and cokernels then also F t OFz is a quadratic endofunctor which
preserves filtered colimits and cokernels. Hence the equivalence of categories in
(3.10) yields a composition product MON for square groups M, N with the defining
property

(8.2)

for Ft (G) = G ® M, Fz(G) = G 0 N and G E Gr.

(8.3) Theorem. Let Quad( Gr) be tlle category oE quadratic endofunctors of Gr
lvbich preserve cokernels. Then tbe composition product (8.1) yields tbe structure
oE a monoidal category for Quad( Gr). The unit object is tbe nilization fUllctor
nil: Gr -+ Nil c Gr. -- --

For the proof of the theorem we need the following lemlnata.

(8.4) Lelnma. Let F E Quad(Gr) and let A ~ B --!!....t c -+ 0 be an exact
sequence in Gr. Then F induces tbe exact sequence in Gr

F(AIB) X F(A) ~ F(B) ~ F(C) -+ 0

witll 8(x,y) = PF(dj1B)(X) + F(d)(y).

Proof. The exact sequence (q, d) yields the coequalizer in Gr

(d,l)
AvB =t B~C

(0,1)

where A V B is the sum of groups. Since F preserves coequalizers we obtain the
exact sequence (F(q), 8). Here ais the restriction of F(d, 1) to kernel F(O, 1). Since
F is quadratic we have kernel F(O, 1) = F(AIB) x F(A) where F(AIB) is central
in F(A VB).

q.e.d.

(8.5) Lenuna. Let F I , Fz be endofunctors ofGr. Tben tbe quadratizatioll satisfies

Proof. We obviously have the natural transformation (FIFz )quad -+ (Fluad Fz)quad
induced by the identity of F1Fz via the universal property. We construct the inverse
by the following conlffiutative diagram with exact rows.

F1(FzGIFzGIFzG)
p

) F1 F2 (G) F
1
quadFz(G)

l~ 11 1
F1 Fz(G1GIG)

p
) F t Fz(G) ) (F1Fz)quad(G)
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Here't/J is induced by the canonical nlap

q.e.d.

(8.6) Lenlnla. Let F t 1 F2 be endofunctors oE Gr lvbere F t is quadratic and pre
serves cokernels. Tben quadratization satisfies

Proo[. Again we have the natural transformation (FI F2 )quad --+ (Ft F2
q
uad)quad in

dUCE;d by the identity of FI F2 . The inverse is constructed by the following commu
tative diagram with exact rows where the top row is given as in (8.4) by the exact
sequence

with ]( = F2(G]GIG).

F t (]iIF2 G) X F t (]i)

11/J=(1/Jl,VJ2)
11 1

---t) 0

](' --~) 0

with ](' = (Ft F2)(GIGIG). Since K' is abelian we define 'lj; by the components 'lj;t
and 'lj;2. Here 7/;2 : F1(]() --+ ](' is induced by the identity of FI F2 (G V G V G).
Moreover 7/;2 : F t (]([F2 G) --+ ](' is given by the following commutative diagram

Ft (]<IF2 G)

1Fdi 123 11)

VJ2 ) I<'

lh2
F t (F2 (G V G V G) V F2G) VJ3) Ft F2 (G V G V G)

Here i t21 i I23 are the inclusions and 't/J3 is induced by the luap F2 (G V G V G) V
F2 G --+ F2 (G V G V G) which is the identity on F2 (G V G V G) and is Fj on F2 G.
Here j : G --+ G V G V G is aue of the inclusions. We have to show that the
factorization 7/;2 exists. For this we use the definition of ](' by the projections
rij : G V G V G --+ G V G. Since Ft(iI2311)Ft(F2(rij)ll) = Ft(Oll) = Ü we see
that (FtF2(rij))7/;3it2(F](i]2311)) = O. Here we know that F1(üll) = 0 since F I is
assumed to be quadratic.

q.e.d.
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Proof of (8.3). We have by (8.5) and (8.6)

F1 0(FzOF3 ) = (Ft 0 (Fz 0 F3 )quad)quad

= (Ft 0 Fz 0 F3 )quad

= ((F10Fz)quad 0 F3 )quad

= (Ft OFz)OF3

Moreover by (3.9) wc see that nil is the unit.

q.e.d.
We now compute the cOlnposition product MON for square groups defined in

(8.2) which by (8.3) yields a monoidal structure of the category Square. For a
square group

we define the abelian group

(8.7) lv/ad = cokernel (P : jV1ee --+ Ale)

and for a E Me let ä E Mad bc thc dass of a in the cokernel. We observe by
the axioms of a square group in (3.5) that the functions ( I )H and ~ induce
homomorphisms

) H : M ad 0 IvJ ad --+ IV/ee

6. : M ad --+ Mee

(8.8) Definition. VVe define the composition product MON of square groups M, N
explicitly as follows:

MON = ((AtION)e ~ (MDN)ee ~ (lVION)e).

The group (MON)e is defined via the tensorproduct Me 0N in (3.7) by the quotient

(1) (MON)e = Me 0 N/[a,Px] 0 u rv 0

Here and in the following we use the elements a, b E Me, x, Y E M ee , c, d E
Ne, u, V E Nee . The abelian group (At/ON)ee is the quotient

(2)

where we use the equivalence relation
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(alb)H 0 c ~ b@z @ ~(c).

Next the homomorphism P for MON is given by

{
P(x 0c) = (Px) 0e,

P(a (3) b (3) u) = [a, b] (3) u.

This implies that

(4)

We now define the homomorphism

(5)

by

(

Then H in MON is the unique quadratic function with this crosseffect ( )H

which is defined Oll generators by

(6) {

H(a (3) e) = (Ha) (3) c+ a0 a (3) He

H([a, b] (3)u) = a (3) b (3) u + b (3) Ci (3) Tu

(8.9) Theorem. The eomposition products MON for square groups in (8.2) and
(8.8) eoincide and henee yield a monoidal strueture on the category Square lvith

the square group Znil as unit object.

(8.10) Addendum. A square ring as defined in 7.4 of {3} is the same as a monoid
in the monoided category (Square, 0, Znil).

The proof of (8.9) is unfortunately fairly long and technical. Since this proof
is only based on ideas and facts described in this paper we olnit the details. It is
dear by theorem (8.3) that the lnonoidal structure of the category Square is wen

definedj only the explicit formula for the composition product of square groups in
(8.8) has to be checked. This fonnula is compatible with the propertics of square
rings described in [3] and therefore we obtain (8.10).
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