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ABSTRACT

Continuing Artin's invcstigations on representations of braids by permutations, we obtain
the following results. The iInage lIn 'lj; of a hOlnomorphislll 'lj; froln thc Artin braid group
B(k) on k strings into symmetrie group S(n) of degree nIllust be a eyelie group whenever
either (*) n < k i= 4 or (**) 6 < k < n < 2k anel 'lj; is irredueible (i. e. Im 'lj; is a transitive
permutation group). For k > 8 there exist, up to eonjugation, exaetly 3 irredueible non­
Abelian representations B(k) --+ S(2k), and eaeh of theIn is inlprimitive. For n < k i= 4
the image of any braid homomorphism <p: B(k) --+ B(n) is an Abelian group, whereas
any endomorphism <p of B(k) with non-Abelian image sends thc pure braid group I(k)
into itself. Moreover, for k > 4 the interseetion I(k) n B'(k) of I(k) with the eommutator
subgroup B'(k) = [B(n), B(n)] is a eompletely eharaeteristic subgroup of B'(k).

ACKNOWLEDGMENTS

Some results of this paper were obtained and the paper was finisheel during the period of
author's stay in Max-Planck-Institut für Mathernatik in Bonn (April 1 - August 31, 1996).
The author is deeply grateful to Max-Planck-Institut for hospitality.

This research was partially supported by Technion V.P.R. Fund and Dent Charitable Trust
Non Military Research Fund.

vi



§O. INTRODUCTION

In the Iniddle 1970's I announced some rcsults on hOll101110rphisms of braids and on
representations of braids by permutations [L2,L5,L7]. The proofs were never published for
the following two reasons. First, S0111e of thCIn werc bascd on a straightforward modifica­
tion of Artin's methods [Ar3] and on the fact that for k > 4 thc comrllutator subgroup
B/(k) of the braid group B(k) is a perfect group [CL1] (seenüngly, Artin did not know
this property). On the other hand, some other proofs contained too long combinatorial
computations, and I feIt that they might be silnplified. Recently I found that this in fact
can be done using a coholnology approach, which leads also to some new results. The
new proofs are still lengthy, but involve less combinatorics and seem more suitable for
publication. 1

Some motivations: braid homomorphisms and polynomials. The principal moti­
vation for our study of braid hOlnomorphislns was the fact that thcy are closely related to
algebraic equations, algebraic functions, and, particularly, to the 13th Hilbert probleIll for
algebraic functions. Some of these relations 111ay be described as folIows.

Take a point z = (zr, ... , zn) E C and consider the polynonüal

Pn(t, z) = tn + Zl tn-l + ... + Zn

in one variable t. Let dn(z) be the discriminant of Pn(', z); consider the domain

G n = {z E C I du (z) f. O};

we call G u the space 0/ separable polynomials 0/ dcgrec n. Translating all the roots of
Pu, we can "kill" the coefficient ZI; this leads to a natural isolllorphism Gn f'V C x G~,

where G ~ = {z E G n I z1 = O} . The discrinünall t dcfincs the holomorphic bundle
dn: G~ -r C* = C - {O} with thc standard fiber

SG u = {z I ZI = 0, dn(z) = 1},

which is a nonsingular algebraic hypersurface in cn-l. Thc spaces G n and SGn are
Eilenberg-MacLane K('Tr, l)-spaces for the braid 6'TOUP B(n) and its commutator subgroup
B' (n), respectively.

Consider a separable algebraic equation f(t) = t n + (Lltn-l + ... + an = 0 over the
algebra C(X) of all c0111plex continuous functions on a "nicc" topological space X (so,
for any x E X the polynomial /(t, x) has no Inultiplc roots). Thcn we can define the
continuous mapping X :3 x I---t f(t, x) E G n , which, in turn, incluces the homomorphism of
the fundamental groups

f.: 'Trl(X) --+ 'TrI (G n ) ,...., B(n).

Moreover, since G n is a K ('Tr, 1)-spacc, evcry honlolnorphislll r.p: 'TrI (X) --+ B (n) may
be obtainecl from some separable polynoluial of dcgrce n over C(X). Any knowledge
on thc behaviof of honlOlnorphisms 'TrI (X) --+ B(n) lllay provide HS with some essential
information about scparablc algebraic equations over G(X) (scc, for instancc, [CL1]).

1This Preprint contains t.hc first part of the paper; thc secoud part will bc dcvoted to some applications.

Typcset by AM5-TF..X
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Consider an entire algebraic function t = F(w) of several complex variables W =
(Wb ... , Wk) E Ck with thc defining polynomial PF(t, 7JJ) = t n + al (7JJ)tn

-
1 + ... + an (7JJ)

(ai E C[wD. Let DF(w) be the discriminant of PF(t, w) and GF = Ck - ~F be the COffi­
plement of the branch locus ~F = {7JJ E Ck I D Pp (w) = O} of the function F (w). Then we
have the polynomial mapping

a: CF :3 W M (al(W)' ... ,an(w)) E G n

and the corresponding homomorphism a",: 1f1 (CF) --+ B (n ).
In some settings of the 13th Hilbert Problem (sec c. g. [A1, A2, L3, L4, L6, L7, L9Done

should investigate an entire algebraic (or algebroidal) function t = F(w) of k complex
variables W = (Wl' ... , Wk) E Ck with the branch lOCHS ~F that coincides with the branch
10cus E k = {w E Ck I dk (w) = O} of the "universal" algebraic function t = u(w) defined
by the equation

t k + Wl t k
-

1 + ... + Wk = O.

In this case we deal with the corresponding polynomial (or more generally, holomorphic)
mapping f: G k --+ G n and with the induced homomorphism

The behavior of the hOlnomorphism f. affects strongly thc bchavior of the mapping f. For
instance, if the homomorphism f. is Abelian (that is, its image is an Abelian subgroup of

B(n)), then f is homotopic to a composition ho dk : G k ~ C* ~ Gn of the canonical
discriminant mapping dk and a continuous mapping h: C* -+ G n ; we call such a mapping f
splitiable. We prove that any 110momorphism B(k) -+ B(n) is Abelian whenever k > 4 and
n < k; thus, for such k and n, cvery mapping G k --+ Gn is splittable. Further, let E k --+ G k

and SEk --+ SGk be thc covcrings corresponding to the pure braid group I(k) C B(k) and
to the pure commutator subgroup J(k) = I(k) n B'(k), respectively. We prove that Eor
k > 4 tbe pure braid group I(k) is invariant under any non-Abelian endomorphism oE
B(k), and the pure commutator subgroup J(k) is a complcte1y characteristic subgroup
in B'(k). These algebraic results imply that any nonsplittable selE-mapping oE G k and
any self-mapping oE SGk can be lifted to self-mappings oE the coverings Ek and SEk ,

respectively. This enables us to obtain a completc explicit description of holomorphic self­
mappings of the spaces G k and SG k . Notice that not every homomorphism B(k) -+ B(n)
is induced by a holomorphic mapping G k -t G n ; the homomorphisms that are induced by
holomorphic mappings are contained in the narrow class of special homomorphisms (§O.6).

Any homomorphism cp: B(k) -+ B(n) produces the corresponding homomorpmsm
'0: B(k) -+ S(n) into the symmetrie group S(n) (the composition of cp with the canonical
projection B(n) -+ S(n)). The behavior of the hOlllolllorphism 'ljJ influenees strongly the
behavior of the original homomorphism <.p. This is Olle of the reasons of studying also
homomorphisms B(k) --+ S(n). Another reason is that the latter homomorphisms are in
a natural eorrespondence with the finite eoverings of the space G k , which, in turn, are of
great interest. Our algebraic results imply, for instancc, that any (connected) n-covering
over G k is cyelic whenever k > max{n, 4} or 6.< k < n < 2k; we prove also that for k > 8
there exist only three different (i. e., non-equivalent) noneyclic eonnected 2k-coverings
over G k .
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0.0. Notation and some definitions. For thc readers' convenience, we start with some
notation and definitions used throughout thc paper.

0.0.1. Sets, groups, homomorphisms. Thc cardinality of a set r is denoted by # f.
The order of a nonunit clcIllent 9 of a group G is denoted by ord g. If two elements g, h E G
are conjugate, we write 9 rv h.

We denote by Fm tbe Eree group oE rank 711 (m E Z+ or m = 00 = #'N); particularly,
IB"t ~ Z; if the value of 111 is not essential, we write sinlply IF.

Commutator subgroup; perfeet groups; residually finite groups. For any group
G, we denote by G f thc cornmutator subgroup of G. A group G is called perfect if G = G'.
A quotient group oE aperfeet group is aperfeet grollp; ;) perfeet group does not possess
nontrivial homomorpl1islns into any Abelian group.

A group G is called residually finite if homoIllorphisms into finite groups separate eIe­
Inents of G. The latter property is equivalent to thc following one: for any element 9 E G,
9 i=- 1, there is a subgroup H c G of finite index such that 9 1:. H. Any free group is
residually finite. Thc following theorem is due to A. 1. Maltsev [Ma]:

M altsev Theorem. Any semidirect product 0/ finitely generated residually finite groups
is a residually finite group.

Hopfian groups. A grOllp G is called Hopfian if any surjective endomorphism G -t G
is an automorphism. Any finitely generated residl1Cllly finite group is Hopfian (see, for
instance, [Ne, 41.44, p. 151]).

Braid-like couples. A couple of elements g, h in a gronp G is called braid~like if gh i=- hg
and ghg , hgh; in this case we write gooh. Clcarly, gooh implics 9 rv h.

Conjugate homomorphisms. Two homoIllorphisIllS of groups </>,7j;: G -t H are said
to be conjugate if there is an element h E H such that 7j;(g) = hrjJ(g)h-1 for all 9 E G;
in this case we write rjJ rv 'l/;; Urv" is an equivalence relation on the set Hom(G, H) of all
homomorphisms G ---1 H.

Abelian, cyclic and integral homomorphisms. A group homomorphism rjJ: G -t H
is said to be Abelian (rcspectively, cyclic, integraQ, if its iInage Im 7j; = </>(G) is an Abelian
(respectively, cyclic, torsion frce cyclic) subgroup of thc group H (we include the trivial
homomorphism in each of these three classes).

Remark 0.1. JE a grau]) G and its eommutator suhgrollp G' are finitely generated, then
any homomorphism </>: G -7 IF is integral. (Thc iInage H = Im rjJ ~ IF is a free group of
finite rank r ::; 1; indeed, if r > 1, then </>(G') = Hf I'V (IFr )' rv IFoo , which is impossible,
since G' is finitely generated. ) 0
0.0.2. Symmetrie groups. The permutations of a set r form the symmetrie group S(f);
We regard this group as acting from the left on the set f.

Let H ~ S(f). A subset E ~ r is H-invariant, if S(E) = E for every S E H; we denote
by Inv H the family of all nontrivial (i. e., i=- 0 and i=- r) H-invariant subsets of f. For a
natural r < #r we denote by Invr H the faIllily of all H-invariant subsets of cardinality r
(if H consists of a single pernlutation S, we write Inv Sand Invr S instead of Inv{S} and
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luvr {S}, respcctivcly). Thc rcstriction of S to a set I: E luv S is denoted by S 1 'E; we
regard SIE as an elmueut of 8 (E). .

An element, E r is a fixed point of S E 8(f) if S(,) = ,; we denote by Fix S the set of
all fixed points of S. The supportsupp S of S E 8(r) is the eoruplemcnt r-Fix S. For any
set 'E ~ r we identify S(E) with the subgroup in 8(f) consisting of all the permutations
S with supp S ~ I:. Two permutations S, S' are disjoint if supp S n supp S' = 0. If
n E N and ~n = {I, 2, ... ,TL}, we write 8(n) instcad of S(~n); 8(n) is the symmetrie
group 01 degree n. Thc alternating subgroup A(n) C 8(n) consists of all even permutations
S E 8(n) and eoineides with thc commutator subgroup 8'(n); for n > 4 thc group A(n) is
perfect·O

Cyclic types, r-components. For A, B E 8(11,) wc write A ~ B if and only if each cycle
entering in the cyclic deeoruposition of A is containcd in the eyclic decomposition of B.
Let A = Cl ... Cq bc the cyclie decompositioll of A E 8(n) and ri 2: 2 be thc length of
the cycle Ci (1 ~ i ~ q); thc unordered q-tuple of the natural numbers [1"1,'" ,rq ] is
ealled the eyclic type of A and is denoted by [A] (any 1"i occurs in [A] as many times as
ri-cycles enter in the cyclie decomposition of A). Clearly, ord A = LCM(rl"" rq ) (the
least eOffirllon multiple of Tl, ... 1"q).

For any A E 8 (n) and any natural number r ~ 2 wc dcnote by ~ (A) the set of all the
r-cycles in the eyclic decompositioll of A; we eall this set thc r-component of A. Thc set
Fix A is called the degenerate component of A. 0

Transitive and primitive homomorphisms. We suppose that the reader is faruiliar
with the notions of transitive and prinütive groups of permutations (see, for instanee, [HaD.
A horuomorphism 'ljJ: G -+ 8(n) is said to bc transitive (respectivcly, intransitive, prim­
itive, imprimitive) , if its image W(G) is a transitive (respectively, intransitive, primitive,
imprimitive) sllbgrOllP of the symmetrie gronp S(n).

Disjoint products. Reductions of homomorphisms G -+ 8(n). Given some de­
composition ß n = D 1 U ... U D q , #Dj = nj, wc havc thc corresponding embedding
S(Dr) x ... x S(Dq ) <-t 8(n). For group hOlllomorphisms 7/Jj: G -+ S(Dj ) r'V 8(nj), we
define the disjoint produ.ct W = Wl X ... X Wq: G -+ 8(Dr) x ... x 8(Dq ) <-t 8(n) by
W(g) = 7/J 1(g) ... 'ljJq (g) E S (n), 9 E G.

Let 7/J: G -+ S(n) bc a group homomorphisffi, H = Im W, and let E ~ ß n be some
H-invariant subset (for instance, E may be an H-orbit). Consider the homomorphism
rPE: H:7 S H SIE E S(I:); the composition

is ealled the reduction of W to the (Im W) -invariant subset E. Thc homomorphisru WE
is transitive if and only if ~ is an (Im W)-orbit. Any hOllloluorphism W is the disjoint
product of its reductions to all the (Im 7/J)-orbits (this is just the decomposition of the
representation W in the direct surn of irreducible representations.) The following simple
observation is used throughout the paper:
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(0.1)

(0.2)

Observation. A group homomorphism 'ljJ: G --+ S(n) is Abelian ij and only if its reduction
to each (Im 'ljJ) -orbit is Abelian.

For natural numbers (j, T, we denote by (q, r) thcir grcatcst COlnlnon divisor, and by Iqlr
the residue of q modulo r (0::; Iqlr ::; r - 1).

0.1. Canonical presentation of the braid group B(k). The braid group B(k) on k
strings is defined by thc prcsentation with k - 1 generators 0"1, .. , O"k-l and the defining
system of relations

O'iO'j = O'jO'i (li - jl 2: 2)

O'iO'i+lO'i = O'i+lO'iO'i+l (1 ::; i ::; k - 2).

The generators 0'1, .. , O'k-l and thc presentation (0.1), (0.2) are called canonical.

Torsion. Thc following theoreln was first proven by Fadell and Ncuwirth, [FaN], using a
topological argument; an algebraic proof was suggcsted by [??].

Fadell-Neuwirth Theorem. The braid group B(n) is torsion free.

It follows from (0.1),(0.2) that B(k)/B'(k) ~ Z. This fact and Fadell-Neuwirth Theorem
imply:

Abelian and cyclic homomorphisms 0/ B(k). Any Abelian homomorphism of B(k)
is cyclic. Any Abelian hOTnomorphism B(k) --+ B(n) is integral. If a homomorphism
cjJ: B(k) --+ H is cyclic, then cjJ(O'd = cjJ(0'2) = ... = cjJ(O'k-l).

0.2. Special presentation of B(k). For 1 ::; i < j ::; k, we put

(0.3)

It is easily checked that

O"i+l = Q:O'ia- 1 (1 ::; 1: ::; k - 2)

O'i = ai-10'Ia-(i-l) (1 ::; i ::; k - 1)

Q:ijO'm = O'maij for Tri. < i - 1 or m > j,

aijO'm = 0'm+l Q'ij for i::; m ::; j - 2,

q - q ~.< < + <. 1Q'ijO'm - O'm+qaij or 1- _ rn _ m q _ J - .

Relations (0.3), (0.6) irnply that for 1 ::; q ::; j - i

ß?j = (aijO'd . (aijO'i) ... (aijO"d = aijO"i . O'i+l ... O"i+Q_l a rj- 1
j

, v I

q-l times

(004)

(0.5)

(0.6)

~ .. l' I h ßj - i _j-i-l _j-i+l M ~lor q = J - 1- t 11S S 10WS t at ij = QijO"iO"i+l ... O"j-lLYij = Lr;,j . oreover, lor
. l' (0 6) b . () -q q-lß -q (' <. <. 1)m = 2 re atlons . nlay e wntten as O"i+q = aijO'iaij = Ci ij ijC'lij 1- _ 2+q _ J - .

Therefore, we havc:

for 1::; i < j ::; k,

for 0::; q ::; j - i - 1.
(0.7)

Particularly, these relations show that the elenlcnt aL-i+l = ßfj- i commutes with all the
elements O'i, ... ,O'j-l'
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(0.8)

(0.12)

For i = 1 and j = k, relations (0.7) take thc form

ak=ßk- 1,

al+q = aq-1ßa-q for 0::; q ::; k - 2,

which shows that the elements Q:', ß gencratc thc wholc group B(k), and the element
Q:'k = ßk - 1 is central in B(k). The defining system of relations for the generators 0:', ß is
as follows:

ßQ:'i-lß= aißa-(i+l)ßai (2 ~ i:::; (k/2]), (0.9)

a k = ßk-l. (0.10)

The presentation of thc group B (k) giyen by (0.9) ,(0.10) is called special. A pair of
elements a, b E B(k) is said to be a special system 0/ generators in B(k) if there exists an
automorphism 'lj; of B (k) such that 1/J(a) = a anel 1/J (ß) = b. If {a, b} is such a system of
generators, then the elernents

si = 'lj; (ai) = ai - 2ba- (i - 1) (1 ::; i ::; k - 1) (0.11)

also fonn a system of generators of B(k) that satisfy relations (0.1), (0.2); we call such
a systeln of generators standard. The clelnents ab 0:' also generate the whole group B(k)
(since ß = aud·

0.3. Pure braid group. The canonical projection JL = J-Lk: B(k) --+ S(k) is defined by
J-L(ud = (i, i + 1) E S(k) (1 ~ i ~ k - 1). The kernel Ker lL = I(k) c B(k) of the
epimorphism J-L is the normal subgroup in B(k) gcncratccl (as anormal subgroup) by the
elements u?, . . . ,u~ -1; I (k) is calleel thc pure braid group.

A presentation of the pure braid group I(k) was first found by W. Burau {BuJ (see also
[Mr,BiD. We neeel SOlne propertics of thc group I(k) provcn in [Mr].

The group I(k) is gcncratecl by the elenIents Si,j E B(k) (1:::; i < j :::; k) elefined by thc
recurrent relations

Si,i+l = ur and Si,j+l = Cf jSi,jCfj 1 for 1:::; 'i < j < k.

The elements Si,j are called thc canonical generators of I(k). Assume that 1 < r < k anel
denote by S~,j' 1:::; i < j :::; T, the canonical generators of I(r). The mapping of the
generators

~k,r(Si,j)=l if l:::;i<j and T<j::;k,

~k,r(Si,j) = S~,j if 1:::; 'i < j ~ T,

defines an epinlorphisln ~k,r: I(k) --+ I(r). Thc kernel of this epiInorphism coincides with
the subgroup Ir (k) C I (k) gellerated by all the elelncnts Si ,j with j > r. The following
important theorem was proven by A. A. Markov [Mr]:

M arkov Theorem. The normal subgroups Ir (k) ~ I(k) fit into anormal senes

{I} = Ik(k) C Ik
-

1 (k) C ... C 12 (k) C 11(k) = I(k)

such that Ir(k)/Ir+l(k) :: 1Fr (the free group 0/ rank r J 1::; r :::; k - 1).

Each group Ir (k) is finitely generated; Markov Theorcln implies the following two corol­
laries.
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Corollary 0.1. Aperfeet group does not possess nontrivial homomorphisms into the pure
braid group 1(k ) .

Proof. It suffices to show that any nontrivial subgroup If ~ I(k) has a nontrivial homo­
morphism into an Abelian group. For some T, 1 ~ T ~ k - 1, we have H ~ Ir(k) and
H %Ir+l(k). Projecting H into the quotient group Ir(k)/lr+1(k) I"..J !Fr, we obtain a non-

trivial free subgroup jj ~ Ir(k)/lr+1(k), which certainly has nontrivial homomorphisms
into Abelian groupsj hcnce, thc subgroup H itsclf has such homolllorphisms. 0

Corollary 0.2. The group B(k) is residually finite; any finitely generated subgroup 0/
B(k) is Hopfian.

Pro0/. By Markov Theorem, every Ir (k) is a scnüdirect product of the finitely generated
groups Ir+l(k) and !Fr' Maltsev Theorelll inlplies (by induction) that the group I(k) is
residually finite. Any subgroup H ~ I(k) of finite index in I(k) is also a subgroup of finite
index in B(k); hence, B(k) is rcsidually finite and any finitely generated subgroup of B(k)
is Hopfian. 0

0.4. Center. Denote by C(k) (k 2: 2) the infinite cyclic subgroup in B(k) gcnerated
by thc element Ak = Cik = (ala2'" ak_d k. Since p,(a) = (1,2, ... , k) E S(k), we have
{t(A k ) = 1; hencc, C(k) ~ I(k). Clearly, C(2) = 1(2). Chow [Ch] proved that for k 2: 3
the subgroup C(k) coincides with the center of the braid group B(k) (see also [BaD.

0.5. Transitive homomorphisms B(k) ----t S(k). Any transitive Abelian homomor­
phism 'ljJ: B(k) -t S(n) is cyclic anel conjugate to thc hOlllomorphisIll 'ljJo defined by

particularly, ['Ij;(ai)] = [n] for all i = 1, ... , k - 1. The following classical theorem of E.
Artin [Ar3] describes all noncyclic transitive hOlllolllorphisms of the group B(k) into the
symllletric group S(k). (See also Remark 2.2.)

Artin Theorem. Let 'ljJ: B(k) ----t S(k) be a noncyclic transitive homomorphism.
a) 1/ k =I=- 4 and k =I=- 6, then 'ljJ is conjugate to the canonical ]Jrojection {t.
b) 1f k = 6, then 'ljJ i.5 either conjugate to {t 07' conjugatc to the homomorphism Y6 defined

by
Y6(ad = (1,2)(3,4)(5,6), V6 (Ci) = (1, 2, 3)(4, 5).

c) I/ k = 4, then 'ljJ is either conjugate to /1, 01' conjugate to one 0/ the /ollowing three
homomorphisms V4,b v4,2, v4,3:

V4,l (ad = (1,2,3,4),

v4,2(al) = (1,3,2,4),

v4,3(al) = (1,2,3),

v4,1(a) = (1,2);

V4,2(Ci) = (1,2,3,4);

v4,3(a) = (1,2) (3, 4)j

[V4,1(a3) = v4,l(al)]

[v4,2(a3) = v4,2(a1
1
)]

[v4,3(a3) = v4,3(al)].

d) Except 0/ the case when k = 4 and'ljJ I"..J 114,3, the homomo,phism 'ljJ is surjective. In
the exceptional case when 'Ij; I"..J 1/4,3, the image 0/ 'Ij; coincides with the alternating subgroup
A(4) C 8(4). 0
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0.6. Commutator subgroup B/(k); canonical integral projection. We have already
noted that B(k)/B/(k) '" Z; the homomorphisln x: B(k) -r Z dcfined by

x(O"d = ... = x(ak-d = 1 E Z

is called thc canonical integral projection of thc group B(k). Clcarly, Ker X = B/(k).

Remark 0.2. Jf G is a torsion free group and 1J: B(k) -t G is a l10ntrivial Abelian
hOlnomorphism, thcn Ker 1J = B/(k). (Clearly, B/(k) ~ Ker 1J; this inclusion cannot be
strict, for otherwise !In 1J I'V B(k)/ Ker 1J would be a nontrivial proper quotient group of
thc group B (k )/B I (k) I'V Z, whieh is impossible sinec G is torsion free.) 0

B /(2) = {I}; the following theorem (see [GL1] for the proof) contains some information
about the groups B/(k) for k 2: 3. In the formulation of this theorem we regard thc group
B' (k) as naturally elnbedded into the group B (k) anel write gcnerators of B' (k) as words
in the canonieal generators of B (k ).

Gorin-Lin Theorem. a) B' (3) is a free group 0/ rank 2 with the free base

b) For k > 3 the gr01Lp B/(k) has a finite presentation with the generators

-1
u=a20"1 ,

-1 -1
W = 0"20"30"1 0"2 ,

-2
v=a1 a 20"1 1

-1
Ci = ai+2a1 (1 ::; i ::; k - 3)

(0.13)

and with the Jollowing defining system oJ relations: 2

-1 -1
VC1V = Cl W,

VWv- 1 = (Cl1w)3C12w,

UCi = CiV (2 ::; i ::; k - 3),

VCi = CiU- 1V (2 ::; i ::; k - 3),

CiCj = CjCi (1 ::; i < j - 1 :S k - 4),

CiCi+1Ci = Ci+1CiCi+1 (1 ::; i ::; k - 4).

(0.14)

(0.15)

(0.16)

(0.17)

(0.18)

(0.19)

(0.20)

(0.21)

C) The subgroup T 0/ the group B' (4) generated by the elernents wand Cl is a free group
of rank 2,. this subgroup coincides with the intcrsection 0/ the lower central series of the
group B /(4),. the quotient group B /(4)/T:: IF2 •

d) For k > 4 the group B' (k) is perfeet. 0

Since B (k) /B I (k) :: Z, statements (a) and (c) of this theorCln imply:

2For k = 4 the generators Ci with i '?: 2 and relations (0.18) - (0.21) do not appear.



·HOMOMORPHISMS OF BRAIDS 9

Corollary 0.3. The groups B(3) and B(4) admit finite normal series with free quotient
groups. Hence, these braid gr01LpS contain no perjecl, subgroups. For k ::; 4 any nontrivial
subgroup G ~ B (k) possesses nontrivial homomorphisrns G --+ Z. 0

Remark 0.3. Thc fact that the groups B' (k) , k > 4, are perfeet , was first proven in [GLI]
using thc presentation given by (0.13)-(0.21). During a few years after the publication of
[GLl], it was a chaHenge to find a simpler proof of this very ilnportant pro·perty of the
braid groups. At thc end, E. A. Gorin has discovered a silnplc and very beautiful relation
which holds for any k 2:: 4:

h [ -1 -1] ( -1) -1 ( -1) -1 ( -1) ( -1)' tl t tw ere 0"30"1 ,0"10"2 = 0"30"1 . 0"10"2 . 0"30"1 . 0"10"2 IS le commu a or
of the elenIents 91 = 0"3{11

1 and 92 = (11{12 1
. Evidently, these elements 91, 92 belong

to the cornlllutator subgroup B'(k), anel Gorin's relation shows that the element 0"30"1
1

belongs to the second COIlllnutator subgroup B 11 ( k) = (B' (k ))'. Hence, the w hole normal
subgroup N of the group B(k) generated (as a nonllal subgroup) by the element 0"30"1

1 is
contained in B"(k). However, if k > 4, it follows reaclily fr0 111 relations (0.1), (0.2) that
this normal subgroup N contains the whole commutator subgroup B'(k) (for k > 4, the
relations (0.1),(0.2) joined with the additional relation 0"30"1"1 = 1 give a presentation of
thc group Z; see, for instance, Lemma 1.14). This irnplies that B'(k) = B"(k). 0
Remark 0.4. ASSllllle that k 2:: 4 and denote the canonical generators in B(k - 2) and
B(k) by Si and {1j, respectively. Since 0"1 COllllllUtcS with (13, ... ,O"k-l, for any integer m we
can define a homomorphism Ak,m: B(k-2) --+ B(k) by .Ak,m(Si) = {1i+20"1

m, 1 ::; i ::; k-3.
It is weH known that Ak,m is an embedding (fronl thc geolnctrical point of view, this is
evident).

Furthcr, relations (0.20), (0.21) for the generators Ci = (1i+20"1
1 in B'(k) show that we

can define a homolllorphism
.A~: B(k - 2) --+ B' (k)

by Si M Ci, 1::; i ::; k - 3. The composition of .A~ with the natural embedding of B'(k)
into B(k) coincides with Ak,l; hence, .A~ is an clnbcdding. 0
Canonical homomorphism B'(k) --+ S(k); pure commutator subgroup. Thc pre­
sentation of B'(k) given by Gorin-Lin Thcorenl is calleel canonical. Thc restrietion 1-1' of
the canollical projection I-l to the commutator subgrollp B'(k) C B(k),

1-1.' = J-l IB'(k): B' (k) --+ S (k) ,

is called the canonical homomorphism of B' (k) into S (k ) . Its iUlage coincides with the
alternating snbgroup A(k) C S (k), and its kernel coincides with the normal subgroup
J(k) = I(k) nB'(k) of thc group B(k). Thc nonnal sllbgroup J(k) = I(k) nB'(k) is called
the pure commutator subgroup of the braid group B(k). It is casily checked that

J-l'(u) = (1,3,2), J-l'(v) = (1,2,3), Il'(W) = (1,3)(2,4),

J-l'(Ci) = (1, 2)(i + 2, i + 3) (1 ~ i ::; k - 1).
(0.22)
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0.7. What we prove. Here we formulate thc luain algcbraic rcsults of the paper.

Theorem A. Assume that k > 4 and n < k. Then
a) any homomorphism B (k) --+ S(n) is cyclic;
b) any homomorphism B(k) --+ B(n) is integral;
c) the commutator subgroup B'(k) of the group B(k) does not possess nontrivial homo­

morphisms into the groups 8(n) and B(n).

Theorem B. 11 k #- 4, then q,(I(k)) ~ I(k), 4)-1(I(k)) = I(k) and Ker cjJ ~ J(k) for any
nonintegral endomorphism q,: B (k) --+ B (k ).

Let v~ denote the restrietion of Artin's hOIlloIuorphism V6: B(6) --+ 8(6) to the C0I11mu­
tator subgroup B'(6) C B(6).

Theorem C. Assume that k > 4. Let 'l/J: B'(k) --+ 8(k) be a nontrivial homomoljJhism.
Then either 7/; t'V J1.~ (which may happen for any k) or k = 6 and 'lj; t'V v~. In particular,

llu 7/; = A(k) and Kcr 'ljJ = J(k) = I(k) n B'(k).

Theorem D. Suppose k > 4. The pure commutator subgro7Lp J(k) = I(k) n B'(k) is
a complete/y characteristic subgroup of the group B' (k), that is, cjJ(J (k)) ~ J (k) for any
endomorphism q,: B/(k) --+ B'(k). Moreover, cjJ-l(J(k)) = J(k) for cvery nontrivial endo­
morphism rjJ.

Theorem E. a) 1f k > 5, then any transitive homomorphism B(k) --+ 8(k + 1) is cyclic.
b) For k > 4 any transitive homomorphism B (k) --+ 8 (k + 2) cyclic.

Theorem F. a) Assume that 6 < k < n < 2k. Then any transitive homomorphism
B(k) --+ 8(n) is cye/ic.

b) 11 k > 8, then any noncyclic transitive hOlnomo/phism 'ljJ: B(k) --+ S(2k) is conjugate
to one of the following three homomorphisms f.{Jj:

f.{Jl(O"i) = (2i - 1, 2i + 2, 2i, 2i + 1);, ~.,.
4-cycle

f.{J2(O"i) = (1,2)" . (2i - 3, 2i - 2) (2i - 1, 2i + 1)(2i, 2i + 2)(2i + 3, 2i + 4) ... (2k - 1, 2k);, ~

v
two transpositions

4?3(O"i) = (1,2) ... (2i - 3, 2i - 2) (2i - 1, 2i + 2, 2i, 2i + 1)(2i + 3, 2i + 4)··· (2k - 1, 2k);
, #

'Y"

4-cyclc

(in each of the above fonuula.." i = 1, ... , k - 1).

Theorem G. Assume that k > 4 and n < 2k. Then
a) any transitive imprimitive homomorphisln 'ljJ: B(k) --+ 8(n) is cye/ic;
b) any transitive homomorphism 7/;': B'(k) --+ 8(n) is primitive.

To formulate the next theorClu, it is convcnicnt to introduce the following definitions.
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Special homomorphisms . Let {a, b} bc a special systCIn of generators in B (m ). Let
llm (a, b) be the subset in B(m) consisting of all the elcnlCnts g-laqg and g-lbqg, where 9
runs over B(m) and p runs over Z. We say that a hOnl01110rphism rjJ: B(k) -7 B(n) is special
if rjJ(llk(a, b)) ~ 1ln (a', b') for same choice of special SYStClllS of generators a, b E B(k) and
a', b' E B(n).

Muras1J.gi Theorem ([Mu]). A braid h belongs to 1lm (a, b) iE and only iE h is an element
oE finite order modulo tllC center C(m) of tbe group B(rn).

This theorem implies that tbe set llm (a, b) does not depend on a cboice of a special
system oE generators a, b E B(m), and a homonl0rphislJl rjJ: B(k) -7 B(n) is special iE and
only iE Eor any element 9 E B(k) of finite order modulo C(k) its image rjJ(g) E B(n) is an
element of finite order modulo C(n) (actually, we do not llse this result in this paper).

It was stated in [LI] alld proven in [L7] that for any llololnorpbic mapping f: G k -7 G n

the induced homomorphisIn of the fundamental groups f*: B(k) -7 B(n) is special (see
also §8). This is a reason to study such homoIllorphislllS.

Notation 0.1. Let P(k) be the union of thc four incrcasing infinite arithmetic progres­

sions pk,i = {p~li = p~,i + (j - l)d(k) J JEN} (1::; i ::; 4) having the same difference

d(k) = k(k - 1) and starting, respectively, with the following initial terms:

p~,1 = k, p~,2 = k(k -1), p~,3 = k(k -1) + 1, and p~,4 = (k _1)2 . 0

Theorem H. a) Assumc that k #- 4 and 1'1, ~ P(k). Then any special hamomorphism
B(k) -7 B(n) is integral.

b) Par any k 2:: 3 and any n E pk,l U pk,2 there e:r.ists a non-Abelian special homomor­
phism B(k) -7 B(n).

0.8. How and where the main theorems are proven. Let us start with some
commcnts on results conccrning homonlorphislns B(k) -t S(n). For any k, n, the set
Hom(B(k), S(n)) of all such homomorphisms is finite; in fact, Hsing the special presen­
tation of B(k), we see that # Hom(B(k), S(n)) :::; h(n) = (n! - l)n!. To find all thc
homolnorphisms, one nlay use straightforward combinatorial computations. However, for
large n this approach is alnlost useless (say 11.(10) ~ 1.3.1015

).

Any homomorphisnl 1f;: B(k) -t S(n) is a disjoint product of transitive homomorphisms
'ljJj: B(k) -7 S(nj), I:nj = n. If'ljJ is noncyclic, at least onc of the homomorphisms 1f;j
fiust be lloncyclic. Taking into account this fact, we try to describe all possible cyclic
types of the permutation 0\ = 1f;(al) E S(n) for a transitive (or lloncyclic and transitive)
homomorphism 'lj;: B(k) -7 S(n). (Note that all ai = 'lj;(ad are conjugate to each other,
and hence are of the salne cyclic type.)

FIXED POINTS AND PRIMES. TRANSITIVE HOMOMORPHISMS B(k) -t S(k) AND B(k) -7 S(k+1).
The following remarkablc rcsult is due to Artin:

Artin Lemma. 1/ k > 4 and there is a prime p > 2 such that n/2 < p :::; k - 2, then /or
any noncyclic transitive hamomorphism 'lj;: B(k) -+ S(n) the permutation 0\ must have at
least k - 2 fixed points.
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Artin treated the case 11, = k, but his proof does not depend on the latter assumption
(see Lemma 1.22).

The famous theorem of P. L. Chebyshev iInplics the existence of a prime p with thc
required properties whenever k > 4 and 11, < k 01' 6 =j:. k > 4 and 11, :::; k. If 6 =j:. k = 11, > 4,
Artin LemIlla shows that all thc pcnnutations ai 11lUst be transpositions, and the proof of
Artin Theorem (a) can be completed in a few words. Moreover, for any k > 6 there is a
prime p such that (k +1)/2 < p :::; k - 2. Hence, the incquality # Fix (71 ~ k - 2 holds true
for any k > 6 and any noncyclic transitive hOIllomorphisIll 'Ij;: B(k) -t S(k + 1), which
yields ThcoreIll E(a) whenever k > 6 (in TheoreIll 6.3(a) the case k = 6 is treated as weIl).

HOMOMORPHISMS 'Ij;: B(k) -t S(n), k > n. AN IMPROVEMENT OF ARTIN THEOREM. We
represent 'Ij; as a disjoint product of transitive hOIlloIllorphisms 'lj;j. If some 'ljJj is noncyclic,
then, by Artin Lemma, all 'ljJj(O'i) are transpositions. This leads to a contradictioll, which
proves TheoreIll A(a) (see Theorem 2.1(a)). Using this theoreIll and Artin Theorem, we
show tbat for k =j:. 4 any nonsurjcctive homomorphisl1J B(k) -t S(k) is eyc1ic (Lemma 2.7).
This implies that for k =j:. 4,6 any l10neyelie 1101nolnorpllism B(k) -t S(k) is eonjugate to
the eanonical projcetion, which is a useful iInproverl1cnt of Artin Theorem (Remark 2.2).

HOMOMORPHISMS 'ljJ: B'(k) -t Sen). Take tbe restrietion 4J of a honl0nl0rphism 'IjJ to the
subgroup B '" B(k - 2) of B'(k) generated by the elelnents Ci = O"i+20'1

1 (§0.6). Using
Theorem A (a) and Lemma 2.7, we show that for k > 4 and 11, < k the homomorphism 1>
must be eyclie. On the other hand, using relations (0.14)-(0.21), we show that the original
hornamorphisIll 1/J is trivial whencver 4J is cyelic (Lenuna 6.4). This proves the statement
of Theorem A(e) eoncerning hOlnomorphisms B'(k) -t Sen). Using this result (which
is an essential strengthening of Theorem A(a)), we provc Theorem G. The primitivity of
transitive hOlllolllorphisms is a vcry helpful propcrty: it allows us to apply Jordan Theorem
about priInit ive permutation groups. (See Theorenl 6.6, Lellllua 6.7, and P roposition 6.8.)

SMALL SUPPORTS. Artin proved that the cyclic deconlposition of 0\ eannot contain a eycle
of length > 11,/2 whenever k > 4 and 1/J is noncyclic and transitive (Lelnma 1.19(a)).
On the other hand, in Lemula 1.21 we show that # supp (71 :::; n/E(k/2) whenever aIl
the cyeles C ~ (]l are of pairwisc distinet lengths (E (x) is the integral part of x). This
means that the support of (]l is rclatively Slllallj say for k 2: 6 and 11, :::; 2k we have
# supp (]l :::; 4. Such hOlllomorphisms can be studied without great difficulties. AetuaIly,
for 6 < k < 11, :::; 2k Lemlna 6.9 provides an explicit. deseription of all noneyelic transitive
homomorphislllS 'IjJ: B(k) -t Sen) that satisfy # supp a1 :::; 5. In particular, it is proven
that for k, n as above such a hOlllomorphism does exist only if n = 2k and (]l is a 4-eyele.

WHAT TO 00 IF n IS eLosE TO 2k? The above nlcthods do not go too far from original
Artin's ideas (thc main innovation is that Gorin-Lin Theorenl applies systematically).
With some exceptions, Artin Lenulla still works if n > k + 1 but 11, is elose to k. Say, if
n = k + 2 and 8,12 =j:. k 2: 7 or n = k + 3 and 11,12 =j:. k 2: 9, thcn it follows from the
Finsler inequality 1r(2m) - 1r(1n) > m/(3Iog(27n)) (see [Fi, Tr]) that there is a prime p on
the interval (11,/2, k - 2). However, if 11, is near 2k, these lllethods hardly work, since there
is no hope to find a prime on a rather short interval (71,/2, k - 2). Actually, for such 11" even
if we were lucky to get # Fix a1 2: k - 2, the support of a1 may still eontain about k + 2
points, and we eannot come to any iInmediate eonclusion. We IUUSt look for new ideas.
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HOMOMORPHISM n; COHOMOLOGY. By the reasons explaincd above, we should mainly han­
dle a noncyclic transitive hOlnomorphisln 'lj;: B (k) ---1 S (n) such that the cyclic decomposi­
tion of 0\ contains a few cycles of thc salne length. A sirnple idea described below OCCUTS
crucial (see §§4, 5).

Fix some T ~ 2 and assurne that the r-component ~7' of (Tl consists of t ~ 2 r-cycles
Cl, ... ,Ct . Since a3, ... ,ak-l comInute with (Tl, the conjugation by any (Ti (3::; i::; k -1)
induces apermutation of the r-cycles Cl, .", Ct . This givcs rise to a homomorphism

n: B(k - 2) ---1 S(ltr) ~ S(t),

where B(k - 2) is the subgroup of B(k) generated by 0"3, .", O"k-l'

Further, for any i = 3, ... , k - 1, the support E = E(l!r) = U~=l supp Ci of the r­
component <tr is a (Ti-invariant subset of ~n· Take thc rcstriction 'lt = 'Ij; I B{k - 2) of the
original homolnorphism 'Ij; to the above subgroup B{k - 2) c B(k), and then consider the
reduction of 'lt

'lt E : B(k - 2) ---1 S(E) f"V S{Tt) ~ S{n)

to the above (Im 'lT)-invariant subset E ~ ~n. It is casily seen that the homomorphisms
n and 'lT E fit in a commutative diagram of the fOrIn

G1 ---t) H

B{k - 2) ====== B(k - 2)

WEi in
S (<!:r) ---t) 1.

Here H f"V (Z/rZ)t is thc Abclian subgroup of S{E) gcncratcd by the (disjoint) r-cycles
CI, ... , Ct , G is the centralizer of thc element C = Cl'" C t in S(E), and the second
horizontalline of the above diagram is an exact sequence with a fixed splitting p: S(Q:,..) f"V

S(t) -t G. The latter exact sequence is, in fact, universal, Ineaning that we have "the
salne" sequence for all the hOlnolnorphisms 'Ij; having an T-coluponent of length t.

The complenlentary set E' = ~n - E is also (Im W)-invariant, and we can take the re­
duction WE' of W to E'. The perfectness of the COffilllutator subgroup implies the following
two properties of the homomorphism n (see Lemma 4.4 and Theorem 5.10(a)):
Suppose k > 6. IE'ljJ is noncyc1ic and 'lJE, is Abelian, tllCll n must be noncyc1ic. Moreover,
the same conclusion holds true whcnever WE is noncyc1ic.

Since k - 2 < k and t ::; n/r ::; n/2, we nlay hope to handle n. Assuming that n is
already known, we try to recover (as rar as possible) thc hOlnolnorphism WE, which keeps
important information about the original homomorphislu 'lj;. Clearly, this is a homological
problem. Naluely, thc homomorphism n and the splitting p give rise to a B(k - 2)-action
T on the Abelian normal subgroup H C G. We show (Proposition 4.6) that there is a
natural bijection between tlIe cohomology group H}(B{k - 2), H) and the set oE all tbe
classes oE H -conjugate homomorplIisms cp: B{k - 2) ---1 G that satisfy thc commutativity
relation 1r 0 cp = n. The action T and the corresponding cohonlology H}(B(k - 2), H) can
be computed explicitly in many cases that we are intcrcsted in (see §§5,6). As a result,
we obtain a description of all possible homolllorphislllS WE (up to conjugation). This
description leads to sonle very rcstrictive conditions on thc original homomorphism 'ljJ.
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On the other hand, ak-1 is conjugate to a1, thc r-component et; of ak-1 is also of
length t. Actually, the conjugation by the elernent (ik-2 = 'IjJ(a1'" ak_1)k-2 induces

Oo! Oo!

natural isomorphisms ~ -=+ et; and S(etr ) -=+ S(<!:;). All the permutations 0\, ... , (Tk-3

eommute with ak-1, and we ean apply the abovc eonstruetion to obtain a homomorphism

Sl *: B * (k - 2) -t 8 (~;) r"V 8 (t),

where B*(k - 2) r"V B(k - 2) is the subgroup of B(k) generated by 0'1, ... , ak-3' The
following simple observation is very useful: undcf tllC idcntification B(k - 2) r"V B* (k - 2)
given by ai+2 I--t ai, 1::; i ::; k - 3, the h011101norphism Sl* coincides with the above
homomorphism Sl (Lenulla 4.3).

DOWN WITH LONG COMPONENTS! FIXED POINTS WITHOUT PRIMES. Using thc cohomology
approach (and also LClnlna 4.3 mentioned above), we prove that for a l10ncyclic homo­
morphism 'IjJ: B(k) -t 8(n) the permutation a1 CHllllot have an r-component of length
t > k - 3 whenever 6 < k < n < 2k (see LemnuL 6.11, which is oue of the crucial technical
results). On the other hand, using Theorem A(a), we prove in Lemma 6.10: if k > 6 and
a11 the components oE (Tl (including the degeneratc C01l1]Jonent Fix (11) are of length at
most k - 3, then the hOlnolnorphism 'IjJ must hc cyc1ic. Conlbining these two results, we
prove the following analog of Artin Lemma: iE 6 < k < n < 2k, then # Fix (11 ~ k - 2 for
any noncyclic homomorpllism 7./J (Corollary 6.12). This leads to Theorem E(b) (at least for
k > 6; the cases k = 5,6 111a.y be treated as weil; sec Theorem 6.15(a)).

HOMOMORPHISMS B(k) -t 8(n), k < n ~ 2k. Theorenl F(a) is proven by induction
on k. First, to get a base of inductioll, we study thc eases k = 7,8 (Lemma 6.17 and
Lelnma 6.19). Further, assluning that 6 < k < n < 2k anel 7./J: B(k) -+ S(n) is a noncyclic
transitive homolnOrphisl11, we take the restrietion 1>: B(k - 2) -t 8(n) of 7./J to the subgroup
B(k - 2) C B(k) generated by 0'3, .", ak-2 and the reductions cp: B(k - 2) -+ 8(E) and
cp/: B(k - 2) -t S(E') of 1> to the mutually conlplmncntary 7./J(B(k - 2))-invariant sets
E = supp (11 and EI = ~n - E, respectively. So, 1> is the disjoint product of cp and <p'.

In Lemma 6.16, which is the main technical tool of induction, we show that cp is trivial,
cpl is noncyclic and 1> = cp'. The proof of this leml1ul. involves the homomorphisms ,0, Sl*
(corresponding to each nondegenerate componcnt of (1) and Theorem 5.10(a) mentioned
above. Finally, assluning existence of a natural rn slIch that any transitive homomorprnsm
7./J: B(k) -t 8(n) is cyclic whcncver k, n satisfy 6 < k ::; 711 and k < n < 2k (the induction
hypothesis), we prove that the same conclusion IUUSt be true whenever 6 < k ::; m + 2 anel
k < n < 2k. The justification of this induction step involves Lemma 6.16, Corollary 6.12,
Artin Theorem, Theorenl C, anel Jordan Theorcln on prilllitive permutation groups. (See
Theorem 6.20.).

The case n = 2k is lnore sophisticated, since for a noncyclic transitive homomorphism
7./J: B(k) -t S(2k) the permutation (11 = 7./J(ud lllay possess a 2-component of length
t > k - 3. However, using the corresponding cohornology and Theorem F(a), we show
that in the latter case either t = k and 'ljJ r"V CP2 or t = k - 2 und 7./J r"V CP3 (see Lemma
6.21) . Combining t his property with Theorelll A (a ), Artin Theorem, anel Theorem F (a),
we prove Theoreln F(b) (see Theorem 6.23).
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HOMOMORPHISMS cjJ: B(k) -; B(n). Assurne that k. > 4 and consider the composition
'Ij; = J1, 0 cjJ: B(k) ---+ S(n) of cjJ with the canonical projection lL: B(n) -; S(n). If 'Ij; is
cyclic, then 'Ij;(B'(k)) ~ Ker J1, = I(k). Since B'(k) is perfect, Markov Theorem implies
that 'l,b(B' (k)) = {I} and cf> is integral. Cornbining this siInple observation with Theorem
A(a), we obtain Theorem A(b). In the sarne way, wc cOluplete the proof of Theorem A(c)
(wc already have comnlenteel on the absence of nontrivial hornolllorprnsms B'(k) -; S(n)
for k > 4 anel n < k).

To prove Theorem B, wc show (using Lenlma 2.7 cited above) that if k f; 4, then for
a nonintegral enclolnorphisrn cjJ of B(k) the cornpositioll 7.jJ = l" 0 4> roust be surjective
anel, therefore, noncyclic ancI transitive. By Artin Theorem, Ker 'Ij; = I(k), which implies
cjJ -1 (I(k)) = 1(k ); the other assertions of the theorenl follow read ily from this fact.

HOMOMORPHISMS 7.jJ: B'(k) -; S(k). ENDOMORPHISMS OF B'(k). Suppose 6 1= k > 4.
Restricting a nontrivial homolIlorphism 'l,b to the subgroup B(k - 2) c B'(k) gcnerated by
all the elements Ci = ai+2al1, i::; k - 3, we obtain a horIlomorphisrll cf>: B(k - 2) -; S(k).
Using Lemma 6.4, Theorem A(a), and Theorem E, we show that 7j; is tame, meaning
that the permutation group 4>(B(k - 2)) c S(k) has an orbit Q C .6.k of length k - 2
(Lemma 7.3). By Artin Theorem, the reductioll cf>Q of cf> to Q is conjllgate to the canonical
projection B(k - 2) -; S(Q) ~ S(k - 2); hence, without loss of gcncrality, we mayassume
that Cj = 'Ij;(Ci) = (1,2) (i + 2, i + 3) for all i = 1, ... , k - 3. Using this property anel the
elefining relations (0.14)-(0.21), we show (by a straightforwarel corIlputation) that 'Ij; f"V J1,~;

this proves Theorern C (see Theorem 7.5, where the case k = 6 is trcatecl as weIl). In view of
Markov Theorern anel thc perfectness of thc group B' (k), Theore111 D follows immediately
fronl Theorem C (see Theorem 7.7).

SPECIAL HOMOMORPHISMS cjJ: B(k) -; B(n). The proof of Theorenl H is mainly based on
Lemma 1.17, which provides us with some "arithnlctical" propcrties of noncyclic homo­
morphisms of braid groups (see Theorem 8.1).

0.9. Some open problems. We present here a list of SOllle questions and open problems
on homomorphislllS of braids and related topics. SOllle of these problems certainly can be
solved by the methods elescribcd in the paper, but S01ne other problclllS seem more difficult.

0.9.1. HOMOMORPHISMS 'l,b: B(k) ---+ S(n). a) Describe all noncyclic transitive homomor­
phisrns 'Ij; in the following cases: k = 4 and n = 8; k = 5 and n = 8,9,10; k = 6 and
n = 10,11,12; k = 7 anel n = 14; k = 8 and n = 16.

b) It seems that our lllethods make it possiblc to c1assify all noncyclic transitive homo­
morphisms'l,b for n ::; 3k (at least for k large enough). However, for n > 3k one needs some
new ideas to simplify computations.

I do not know any countcrexample to the following conjecturc:

Conjecture. For any natu1ul r there exists K(r) such that any transitive homomorphism
'ljJ: B(k) -; S(n) is cyclic whenever k > K(7·) and (1' - l)k < TI, < rk.

Theorerll A(a) and Theore1n F(a) show that Conjecturc is true for r = 1,2 (with K(l) = 4
and K(2) = 6, respectively). On the other hand, even if k is large and does not elivide n,
a noncyclic transitive h01110rnorphism 'ljJ: B(k) -; S(n) cau exist. Indeed, take any prime
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panel consider the faluily ~2PlP of all partitions of thc sct Ll 2p into two complementary
subsets ~, ~' with #~ = #~' = p. Clearly, thc nUluber

n (2 ) = #~ = ~ (2P) = (2P- 1) = (2p - 1) (2p - 2) ... (p + 1)
P 2PlP 2 p p - 1 (p - I)!

is not divisible by ]). However, S(2p) acts transitivelyon qJ2p,Pl and we have a noncyclic

transitive homoillorphism B(2p) I
L

2
P

) S(2p) -+ S(qJ2p,p) :: S(n(2p)). (If pis large, then the
ratio n / k = n (2p )/2p is certainly very large.)

0.9.2. ENDOMORPHISMS OF B(k) AND B'(k). TORSION. Any non-Abelian endornorphism
of thc group B' (3) :: IF2 is injective, but thc group B' (4) f'V IF2 A IF2 admits non-Abelian
noninjective endoluorphisms. Any nonintegral cndoluorphislll of B(3) is injective (The­
orem 2.12). Howcvcr, B (4) admits nonintegral noninjcctivc endomorphisms fjJ (say thc
cOlnposition of thc well-known cpimorphislll B(4) -+ B(3) with the natural embedding
B(3) Y B(4)); actually, Ker fjJ = T for any such 1J (Thcorclll 2.15).

Suppose k > 4. a) Does exist a nonintegral noninjective enclomorphism 1J of B(k)? (By
Lemlna 2.11, Ker fjJ ~ B' (k) for any nontrivial cndomorphism fjJ.)

Docs cxist a nontrivial endomorphism <p of B'(k) such that b) the kernel of cp is nOll­
trivial? c) <p is not an automorphism? d) <p eIoes not extend to an endomorphism of the
whole group B(k)?

e) Is it true that any autolllorphism of B'(k) extends to an automorphism of B(k)? (A
cOlnplcte description of autolllorphisms of B(k) was obtained by J. Dyer and E. Grossman
in 1982).

Does exist f) a proper torsion free quotient group of B'(k)? g) a proper torsion free
non-Abelian quotient group of B(k)? (See RClllark 7.3.)

0.9.3. SPECIAL HOMOMORPHISMS AND HOLOMORPHIC MAPPINGS. a) Suppose k > 4. Is it
true that for n f/:. pk,l U pk l 2 any special hOllloluorphislIl 1J: B(k) -+ B(n) is cyclic? (See
Theorem Hand §8.)

b) Is it true that for n i=- k > 4 any holalllorphic nlapping G k -+ G n is splittable?
Thearelll H implies that this is thc case if n f/:. P(k).
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§l. AUXILIARY RESULTS

Ta facilitate the exposition of the main proofs, wc have collected here Inany auxil­
iary results. SOlne of thenl are used just occasionally; howevcr, SOIne other are involved
throughollt the paper. We recolnlnend to read theIn when and if it is needed.

1.0. Three algebraic lemmas. Recall that a word in thc variables al, ... , aB and
all, ... ,a;l is said to be red1lced if it does not contain apart of thc form aia;1 01' a;lai
(l~i~s).

Lemma 1.1. Let f(x, x-I, y, y-I) be a noncrnpty reduced word in variables x, y and
x-I, y-l. If the elements u and v of a grou]J G satisfy f( u, n- l , v, v-I) = 1, then for
any homornorphism 1': G --+ IF into a free 9r'ouP the elements u = 1'(u) and v = 1'(v)
commute.

Proof. Thc subgroup H ~ IF generated by the elements u, v is a free group of rank r ~ 2.
In fact, r ~ 1; for otherwisc {u, v} would be a free base of H, which is impossible since
f(fi, v:- I , V, V-I) = 1. Hence the group H is cOllunutative. 0

Lemma 1.2. Let H be a grou]} and K ~ H be a subgroup gencrated by two elements u, v.
Assume that there exist an element a E Hand elernents x, y in the commutator s1lbgro1lp
K' of K such that

(1.1)

where the integral exponents p, q, s, t form the matrix M = (~ i) with det M = ±1 and

without eigenvalues ±l. Then any integral gr01lIJ hornomorphisrn 'lj;: K --+ G admitting an
extension W: H --+ G to the whole group H is trivial.

Proof. Put u = 'ljJ(u) = W(u), v = 'lj;(v) = W(v), (J = W(a). It suffices to show that
u= v = 1. Bince 'ljJ is inte6rral, the subgroup R = lIn 'lj; = w(K) ~ G generated by these
two elements is either trivial 01' isomorphie to Z. In the first case thcre is nothing to prove.
SOl we may assume that R S;:' Z. Bince Xl y E K' and the group w(K) = R is commutative,
we have w(x) = w(y) = 1. Therefore, it follows fronl relations (1.1) that

(1.2)

Since det M = ±1, these relations implX that the conjugation by thc element a E G defines
an autoluorphism 8 of the subgroup K ~ Z. Any automorphisIll of Z is involutive; that
is, 8 2 = id. COlubining this fact with relations (1.2) and passing to the additive notations
(which is natural since we deal with the elenlcnts U, vER ~ Z), we obtain the following
system of linear equations for u, v:

By our asslunptions, this system has only trivial solution, which concludes the proof. D
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Example 1.1. Let H = G bc the group with two generators a, a and one defining relation
aaa- 1 = a2

. The subgroup K c H generated by thc elenlents u = a2 and v = a3

is isonlorphic to Z. The identical mnbedding 'lj;: K <......+ H = G is a nontrivial integral
homolnorphisnl that cxtcnds to H. Clcarly, ana- 1 = n 2 , ava- 1 = v 2 ; the corresponding

matrix M = (~ ~) has det M = 4 (and has no eigenvalues ±l). This example shows

that thc condition det M = ±1 in Lemlna 1.2 is essential. 0
Lemma 1.3. Let q 2: 2 be a natural number and let 1/ = (q +1, 4). A ssume that a braid-like
couple a, b in a group G satisfy also the condition booaq. Then

av(q-l) = bv(q-l) = 1.

Proof. The conditions booa and booaq imply that

(1.3)

(1.4)

and also

Hence, b2(q-l) = a2(q-l) and a commutes with b2(q-l). Further, it follows from (1.3),(1.4)
that bq+1aq- l = baq-lb = aq-1b lJ+1, i. 0., aq - 1 comnlutos with bq+1j thereforc, the element
c = aq - l commutes with bq+1 and b2(Q-l). This implies that thc element c commutes also
with bd , wherc d = (q + 1, 2(q - 1)) (since d = (q + 1)111, +2(q -l)n for suitable m, n). But
(q+ l,2(q-1)) = (q+ 1,4) = v, and thus

(1.5)

Since v dividcs q + 1, we hava q = rv + (v - 1) for sonle nonnegative integer r. Taking
into account (1.5) and llsing one time (1.4) allel 1/ - 1 tinles (1.3), we obtain

Hence, bv(q-l) = brv+(v-l)q-l = 1. Because of thc condition aoob, the lattcr relation
implics that av(q-l) = 1. 0

Example 1.2. Let G = 8(8), a = (1,2,3,4,5,6,7,8), b = (1,7,6,8,5,3,2,4) and q = 3.
Then booa, booa3 , I/ = (q + 1,4) = 4 and

IJ(q -1) = 8 = orda = ordb.

This shows that the result of Lemnla 1.3 is sharp. D
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1.1. 80me properties of permutations. Here wc prove SOlIle sinlple lemmas on per­
mutations.

Lemma 1.4 (cf. [Ar3]). Suppose A, B E 8(n) and AB = BA. Then:
a) the set supp A is B -invariant;
b) if for some r, 2 ~ r ~ TL, the r-component of A consists 0/ a single r-cycle C, then

the set supp C is B -invariant, and B I supp C = cq fOT some integer q, 0::; q < r.

Proof. a) Let i E supp A; then A(i) i= i and AB(i) = BA(i) i= B(i); therefore, B(i) E
supp A.

b) Let A = CD l ... D t be the cyclic elecoIIlposition of A. Thcn

Since C is the only r-cyclc in thc cyclic deCOlllposition of A, we have C = B-1CB, anel
(a) implies that thc set supp C is B-invariant. Let C = (io, i 1 , ... , ir-d. Thcn B(io) = i q

for some q, 0 ~ q ::; r - 1. Let us prove that B I supp C = cq. Sincc Cq(i s ) = ils+qlr' we
should show that B(is ) = ils+ql r for all s = 0,1, ... , r - 1. Thc proof is by induction over
s with the case s = °clcar (0 ::; q ::; r - 1 anel modofJr = q). Assurne that for some k,

1 ::; k ::; r - 1, we have B(i s ) = ils+ql r for all s = 0, ... , k - 1. Thcn

Lemma 1.5. Assurne that A E 8(n) and for some natural l' (1::; r < n) the family
Inv r A consists 0/ a single set 'E.

a) 1f C E 8(n) and D = CAC- 1, then luv,. D consists of the single set C(E).
b) 1/ B E 8(n) and AB = BA, then thc set E is B-invariant.
c) 1f a permutation B E 8(n) commutes with A and is also conjugate to A, then Invr B

consists of the single set E.

P1'oof. a) Since DC(E) = CA(E) = C(E), thc set C(E) E Invr D. If 'E' E Invr D, then
AC-I(E') = C-1D(E') = C-1(E'), so that C-1 (E') E InvrA; hence, C-1 (E') = E.

b) A = BAR-I, and (a) implies that B(E) E Invr A, so that B(E) = E.
c) In this case wc have AB = BA and B = CAC- I for somc C E 8(n). By (a), Invr B

consists of the single set C(E). By (b), we havc E EInv,. B allel C(E) = E. 0

Lemma 1.6. #(supp An supp B) = 2 for an]} bmid-like couple of 3-cycles A, B E 8(n).

Proof. Since AB i= BA, we have supp An supp B i= 0. Moreover, supp A i= supp B
(every 3-cycles with the salne support cOlnmutc). Fillally, if #(supp An supp B) = 1, a
simple cOlnputation shows that ABA i= BAß. 0

The following lemma is evident.

Lemma 1.7. 1f [A] = [Cl = [3] and supp An supp C i= 0, then supp A = supp C and
C = Aq, where either q = 1 01' q = 2. 0
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Lemma 1.8. Assume that [A] = [B] = [Cl = [3], ABA = BAB, BCB = CBC, and
AC=CA. ThenA=C.

Proof. If B commutcs with A or with C, thc assulned relations iInply that A = B = C. So,
we may assume that BooA anel BooC. Then LClnnul 1.6 inlplics that supp B has exactly
two conUllon points with each of the sets supp A anel supp C. Hence, the commuting
3-cycles A and C are not disjoint and, by Lelnlua 1.7, wc have C = AC] with q = 1 or
q = 2. If q = 2, then (q + 1,4) = 1, q - 1 = 1, BooA, BooA(l, and Lemma 1.3 ilnplies
A = B = 1, which contradicts our assunlptions. Thus, q = 1 anel C = A. D

Lemma 1.9. Let p be a pri1ne number. Assnme that A, D E S(2p), AD = DA, and
A = BC, where B = (bo, bl, ... ,bp-d and C = (CO l Cl, •.. ,c1)-d are disjoint p-cycles.
Then the following three cases may only occnr:

i) D = Bmcn, 0:::; 7r1" n < p;
ii) D is the product of p disjoint transpositions D i = (bi, Cli+rl p)' 0:::; i :::; p - 1, where

an integer l' satisfies 0::; r < p and does not depend on i;
iii) D is a 2p-cycle of the form

(bo, cr , bl r+8Ip' Clr+(r+8)11" bI 2(r+8)lp' Clr+2(r+8)lp" .. ,b l(p-l)(1'+8)lp' clr+(v-1)(r+8)[p)

and A = D 2q, where 0 ::; r, S < p, 11' + slv "# 0, and the number q is defined by the
conditions 1 :::; q < p, Iq(T + s)lp = 1.

Prooj. Sirrce D conlnlutes with A = BC, wc havc DBD- I
. DCD- 1 = BC. Clearly,

DBD- 1 and DCD-1 are elisjoint p-cyc1es. So, eithcr DBD-I = B anel DCD-I = C, or
DBD- 1 = C anel DCD-1 = B. In the first case Lenll11a 1.4(b) implics that D = Bmcn

,

where 0 :s m, n < p. In the second case there are uniquely detcrmined integers 1', s such
that D(bo) = Cr, D(co) = bs , anel °::; 1', S < p. Thcn, for all i, j, 0::; i, j < p, relations
D(bi ) = cli+rlp anel D(cj) = blj+slp are held. If Ir + 81 11 = 0, wc have D2 (bi ) = D(Cli+rlp) =
bli+r+8Ip = bi , so that D is thc product or p disjoint transpositions Di = (bi, Cli+rlp)'

Finally, if 11' + slp "# 0, then It(1' + s)lp "# 0 for any t with 1 ::; t < P (since p is prime), and
therefore D lnust be the 2p-cyclc exhibitcd in the fonllulation of the lemma. The other
assertions related to this case are evident. 0

The following thrce lenunas Inay be proved by a direct chccking.

Lemma 1.10. Let A =I- B be two commuting nondisjoint permutat.ions such that [A] =
[B] = [2, 2]. Then either supp A = supp Band the cyclic decompositions 01 A and B
contain no common transpositions, or supp A and snpp B have exactly two common points
and the transposition 01 these points is contained botlt in A and B. D

Lemma 1.11. Let A, B be a braid-like couple 01 permutations 01 cyclic type [2,2]. Then
either supp A and supp B have exactly three comrnon points and a transposition 01 two
of them is contained botk in A and B, or supp A and supp B have exactly two common
points and the transposition of these points is neither contained in A nor in B. D

Lemma 1.12. Let A, B be a braid-like couple 014-cycles. Then either supp A = supp B
and B may be obtained Irom A by a transposition 01 two neighboring (in A) symbols, or
supp A and supp B have exactly two common symbols which aTe neither neighboring in A
nor in B. 0
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1.2. Some elementary properties of braid homomorphisms. Statements 1.13-1.17
cancern a group homoillorphism 'lj;: B(k) -t H, k 2: 3. LellUlulS 1.13-1.15 are contained in
[Ar3] (thc latter one in a slightly weaker form), but for the cOIllpleteness of thc exposition
we give the proofs.

Lemma 1.13. Assume that for same i, 1:S 'i. :S k - 2, the elclnents 7./J(ai) and 7./J(ai+d
commute. Then the homomorphism 'IjJ is cyclic.

Proof. Relation (0.2) ilnplies 'ljJ(ai) = 'ljJ(ai+d. In view of (0.1), it follows that 1f;(ai-l)
commutes with 'ljJ(ai) , anel 'ljJ(ai+d commutes with 1/J(ai+z). Hence, we have 'ljJ(ai-l) =
'ljJ(ad = 7j;(ai+l) = 7j;(ai+z), Proceeding with this proccss, we obtain that all the elements
1f;(ai), 1:S i :S k - 1, coincide. 0

Lemma 1.14. Assume that 1/J(ai) = 'ljJ(aj) for some i,j, 1 ~ i < j ~ k - 1. 1/ j i= i + 2
or k i= 4, then 'lj; is cyclic.

Proof. If k = 3 01' j = i + 1, then 'ljJ is cyc1ic by Leillma 1.13. So, we may assume that
k > 3 and j ~ i + 2. If j > i + 2, then (0.1) and the assuInption 7j;(ad = 7j;(aj) show
that 7./J (ai) commutes w ith 'lj; (ai+d, and 'IjJ is cyclic (LeInIna 1.13). Finally, if k > 4 and
'IjJ(ai) = 1f;(ai+2), then either i > 1 01' i = 1 and ·i + 2 = 3 < k - 1; in the first case 'ljJ(ai-l)
commutes with 'ljJ(ad; in the second case 7j;(a3) C0l111llutes with 7./J(a4); by Lemma 1.13, 'ljJ
is cyclic. 0

Lemma 1.15. Assulne that fOT some i,j (1:S i < j - 1 ~ k - 1) there exists a natural
number r such that Irb-i+l i= 0, hut 'ljJ(aij) commutes with 'lj;(ad· Then 'ljJ(al) = 7j;(a3)"
particularly, if k i= 4, then the homomorphism 7j; is cyclic.

Proof. Put q = Irlj-i+l, so that 1 ~ q :S j - i. Relations (0.7) imply that the element
a1;i+l COInmutes with all the elements ai, ai+l, ... ,aj-l; thcrefore, it follows from our
assumptions that

(1.6)

If q = j - i, then q - -1 (mod j - i + 1), and (1.4) shows that 7j;(Ci:;l) commutes with
7j;(ai)' But then 'lj;(aij) conunutcs with 'lj;(ai), and (0.6) implies 7j;(ad = 'lj;(ai+d; by
Lemlna 1.14, 7./J is cyclic .

Assume now that q ~ j - i - 1. Then i + q - 1 ::; j - 2 and (0.6) iInplies that
arjai = ai+qarj. COlnbining this with (1.6), we obtain 1f;(ai) = 7./J(ai+q). If q i= 2 or
k "# 4, the homoInorphisln 'lj; is cyclic (Lemma 1.14); if q = 2 and k = 4, then i = 1 and
1f;(al) = 'lj;(a3)' 0

Lenlma 1.13, LCInIna 1.15, and relations (0.2) irnply the following corollary:

Corollary 1.16. Assume that 'lj;: B(k) -+ H is a noncyclic homomorphism. Then

1f 1 ~ i < j S; k, then 1f; (aij) i= 1. 1f 1 ~ i < j - 1 ~ k - 1 i= 3 (or k = 4, 1 ~ i ~ 2,
j = i + 2) and the group H is finite, then ord 'lj;(aij) == 0 (mod .i - i + 1). 0
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Lemma 1.17. Let 'lj;: B(k) -7 H be a nancyclic grau]) hamamarphism and m be a natural
number.

a) A ssume that 'lj; (O'm ) carnmutes with 'lj; (ß). Then either k divides m ar k = 4, (m, 4) =
2, and 'lj;(l7d = 'lj;(l73)'

b) If'lj;(ßm) cammutes with 'lj;(o'), then k - 1 divides m.

Praaf. Set Ci = 'lj;(o'), ß= 'lj;(ß). Since O'k = ßk-t, thc cleluent Cik = ßk - 1 commutes with
Ci and ß. Note that k > 2 and (i does not comnultc with ß(for 7/J is noncyclic).

a) Assurne that k does not divide m; then v def (nt, k) < k. Since (im and (ik COllilnute
with ß, the element Civ also commutes with ß, anel thereforc IJ 2: 2. Moreover, v :::; k - 2,
since k > 2. Now, relations (0.3), (0.8) show that

'1/.( ) - 'I/1( v-1ß -V) - .......v-Iß.........-.-l} - ....... -Iß....... - '1/.( -Iß) - '1/.( )
0/ 17v+l - 0/ 0' a - a a - a - 0/ a - 0/ 0"1 ,

and Lemma 1.14 implies that k = 4, v = 2, and 7/J(0"3) = 'lj;(O"d.
b) Assume that k - 1 eIoes not diYide m and set /L = (m, k - 1). Then

(1.7)

(since ßJI' cOlumutes with Ci anel 'IjJ is noncyclic). It follows froln relations (0.6) that

Using the expressions of al, ... , a ~ in terms of a, ß giyen by (0.8), wc cau rewrite the lat tel'
relation in thc form

(a- 1ß· ßO'- 1 . O' 1 ßO'-2 . a2ßO'-3 ... a~-2ßa-/~+I).a- 1ß

=ßa- 1 . (0'-1 ß . ßa- 1 . 0'1 ßa-2 . 0'2 ßO'- 3 ... O'~-2ßO'-~+I),

Since ß~ comnlutes with Ci, it follows froln the latter relation that Ci-(~+l)ß= ßCi-(~+l),
that is, 'lj;(aJl·+1 ) commutes with 'lj;(ß). Because of (1.7), k cannot diYide J.L + 1; it follows
from statement (a) that k = 4 and (/t + 1, 4) = 2, so that J.L lunst be odd. Howeyer, (1. 7)
implies J1. = 2, and we obtain a contradiction. D

Remark 1.1. For any hOlllolllorphislll 'lj;: B(k) -7 H, it follows from relations (0.5) that
'lj;(ad I"V 'lj;(l7j) (1:::; i,j < k). Particularly, if H ="S(n) then all the permutations 'lj;(ad
have the same cyclic type, that is, ['lj;(at}J = ... = [7/;(ak-dJ· 0

In the following lemmas 1.18-1.20 we assurne that k 2: 3 and consider a homomorphism
'lj;: B(k) -7 Sen).
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Lemma 1.18. 1J k > 4 and Jor some r, 1 ~ r < 11, the Jamily Invr(o\) consists 0/ a
single set E, then the homomorphism 'ljJ is intransit1:vc.

Proo]. If i i= 2, thcn ai COllllllutes with a1 anel is also conjugate to a1; by Lemma 1.5(c),
E is the only ai-invariant set of cardinality 1'. Particularly, it is so for i = 4; since a2
commutes with a4, we obtain E E Inv(a2)' Thus, E E Inv(ad for aH i = 1, ... ,k - 1 and
'ljJ is intransitive. 0

Assertions (a) and (b) of thc foHowing lenlIlla werc provcel in [Ar3] (in the slightly less
general case n = k; the general case may be treated as weH).

Lemma 1.19. Let k > 4 and let 'ljJ be transitive. Assnme that the cyclic decomposition 01
a1 contains an r-cycle C.

a) 11 r > n/2, then r = n and 7/J is cyclic.

b) 11 n is even and r = n/2, then the cyclic decolnposition 01 a1 is oJ the form 0\ =
BI ... BsC, where all the cycles Bi are 01 the same length t, 2 ~ t ::; r, and l' = st.

e) 1111 = 2p, where p is a prime number, then either l' < P 01' l' = 2p = n, and in the
latter case 7/J is cyclic.

Proof. a) Let E = supp C, so that #E = r. It follows fronl the assumption r > n/2 that
E is the only arinvariant set of cardinality 1'; since 't/J is transitivc, Lemma 1.17 implies
that E = an, l' = 11, allel (Tl = C. The pernuItations a3 and (T4 COllllllute with (71; hence,
each of them is apower of the cycle C and 7/J is cyclic (Lenulla 1.13).

b) If (11 = BC, where B is an r-cyc1e, then assertion (h) is truc (with s = 1, t = r).
So, we nlay assllIlle that C is the only r-cycle in the cyclic deconlposition of (71' In this
case for each i i= 2 the set E = supp C is ai-invariant and (Ti I E = Cqi for some integer
qi, 0 ~ qi < r (Lemma 1.4(b)). Set s = (Q4, 1'); let 11S show that 1 < s < r. Ir s = 1,
then CQ4 is the only r-eycle in the eyclic dCCOlllposition of (T4i sinee 0"2 eommutes with
(74, the set 'E is also (12-invariant, whieh contradicts the transitivity of 'lj;. If s = 1', then
q4 = 0 and (74 I E = Cq4 = idE , so that E ~ Fix ((74)' However, the eyclie deeomposition
of (74 must eontain SOITIe T-cyclc (for (T4 rv (Tl)' Conscquently, E = Fix ((74) and therefore
E E Inv((72), which contradicts the transitivity of 'ljJ. Thus, 1 < s < r, r = st, 2 ~ t < T,

and CQ4 is a product of s disjoint t-eycles. Since 0\ rv (14 and C ~ (11, we obtain the
desired representation of 0\.

c) In view of (a), we ShOllld only show that r =I- p. ASSllIllC, on thc eontrary, that r = Pi
sinee p is prime, (b) implies that (Tl = BC, whcre Band C are disjoint p-cycles.

Note that p i= 2. For otherwise 11 = 4 and [(Tl] = [a2] = [2, 2Ji however, in 8(4) any two
permutations of cyclie type [2,2] eomlllllte alld, by Lcnllila 1.13, the homomorphism 7/J is
eyclic. Sinee 'lj; is transitive, (11 lllUSt bc a 4-eycle (§O.4), and we obtain a contradiction.

So, p ~ 3. It follows from Lemma 1.9 that for each i i= 2 there exist natural numbers
mi,ni (1::; mi,ni < p) such that (7i = BffiiCni

• (Cases (ii), (iii) described in Lemma
1.9 eannot oeenr here, since [ai] = [0"1] = [P,]J] and ]J 2:: 3.) Applying Lemma 1.9 to the
permutations a2 and (14, we eonclude that a2 is also of thc form BsCt , which eontradicts
the transitivity of 7/J. 0



24 VLADIMIR LIN

Lemma 1.20. a) 1/ k < n and rad = [2]' then'lj; is intransitive.
b) 11 k > 3 and [al] = [3], then a1 = a3; consequently, i/ k > 4, then'l/J is cyclic.
c) 1/4 < k < n and # Fix a1 > n - 4, then 'ljJ is int1'ansitivc.

Proof. a) Clearly, [ai] = [2] for any i; it is readily seen that in this case either 'lj; is cyclic and
#(u~;l supp ad = 2 < k < 11, or 'lj; is noncyclic, aiooai+l, and # (u7;l supp ai) :::; k < n.
Anyway, 'l/J is intransitive.

b) Since [ai] = [3] for every i, Lernma 1.8 implies that a1 = a3; if k > 4, then 'l/J is cyclic
by Lemma 1.14.

c) Let 7n = # Fix a1; so, either m = n, or 7n = Tl, - 2, or rn = n - 3. If m = 71" then
a1 = id and 'l/J is trivial. If 1n = n - 2, then [al] = [2] and 'l/J is intransitive by (a). Finally,
if 7n = n - 3, then [al] = [3] and, by (b), 'l/J is cyclic; in trus case all ai coincide with the
same 3-cycle, and 'ljJ is intransitive, since 71, > k > 4. 0

In thc following lenlIna we show that thc support oi' the pennutation al = 'lj;(at} mast
be relatively sluall whenever 'lj; is transitive and all thc cycles in the cyclic decomposition
of al are of pairwise distinct lengths. For any real x 2: 0, wc denotc the integral part of x
by E(x).

Lemma 1.21. Suppose k > 4. Let 'l/J: B(k) -+ S(n) be a transitive homomorphism.
Assume that [0\] = [TI, ... , T~], where all the integer.5 TV ) 1:::; v :::; J-L, are distinct and
satisfy 1 < Tv < n. Then the permutations ai and aj are disjoint whenever I) - il :2:: 2; in
particular,

~

L T v :::; 71,/E(k/2).
v=l

Proof. Each ai, 1:::; i :S k - 1, is a disjoint prodllct of JL cycles of pairwise distinct
lengths Tl, ... , T/l • Let HS fix some i and consider the cyclic decomposition ai = Cl ... CIL ,
[CvJ = [TvJ. Set E v = supp Cv and E = supp ai = U:;:;:;l EI). Clearly, any set Ev is ai­
invariant. For every ) that satisfies 1 ~ j :s; k - 1 anel Ij - il :2:: 2, the permutation (;j

commutes with (;i; since all thc numbers T v are distinct, any set Ev is aj-invariant, and

with SOIne integers qj,v, 0::; qj,v < Tv (Lmnma 1.4(b)).
Let us show that all qj,v = 0 whenever Ij - il > 2. Assurne, on the contrary, that for

some jo with I}o - il > 2 thcre is a nonzero qjo,v' Thon D = C~jo.v is an Tv-cycle (for
otherwise, the permutation D ~ ajo would be a product of a few cycles oE the same length,
which is impossible). Clearly, D = c2io

,v is the only 7',)-cycle in thc cyclic decomposition
of (;jo. Since 1)0 - il > 2, thc pernlutations as with 18 - il = 1 COlllnlute with ajo j so, the
set supp D = E v is 0=s-invariant. However, this set :E,) is ai-invariant and also aj-invariant
for every ) with Ij - il 2: 2. It follows that Ev is an (hll 'l/J)-invariant set. Since 2 ~ T v < 71"

this contradicts the transitivity of 1/J.
Thus, for I} - i 1> 2 all qj ,tJ = 0, so that Cij 1:E = idE. This Illeans that thc permutations

ai and Uj are disjoint.
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We are left with showing that ai and aj are also disjoint for Ij - il = 2. Since k > 4,
there exists an index t, 1 ~ t ~ k - 1, neighboring to one of the indices i, j and 000­

neighboring to anotherj say It - jl = 1 and It - il 2:: 2. Since Jj - il = 2, it follows that in
fact It - il > 2. Therefore, as wc have already proved, for any rn E E, we have atem) = m
and aj(m) E E; particularly, at(aj(m)) = aj('Jn) = aj(at(rn)). lience, taking into account
that thc indices t and j are neighboring, for any 111, E E we obtain

aj(m) = at(aj (m)) = at((aj (at(m))) = (ata/at)(rn)

= (ajataj)(rn) = aj (at(aj (1n))) = Cij (aj (m)) = m.

This shows that (;j ( 111,) 1 E = ielE anel the pennutations (;i and aj are disjoint. D

1.3. Transitive homomorphisms B(k) --+ Sen) and prime numbers. The following
lemlna is the heart of Artin's ITIethods developed in [Ar3]. Actllally, it was not formulated
explicitly, but it was proven in the course of the proof of Lcuuna 6 in the cited paper (for
the case k = n). For completencss of thc exposition, we present thc proof of this vcry
important lemma.

Lemma 1.22 (E. Artin). Let k > 4 and n be natural numbers such that there is a prime
p > 2 satisfying

n/2 < p ~ k - 2. (1.8)

Then for every noncyclic transitive homOm017Jhism 'ljJ: B(k) --+ Sen) the permutation a1 =
'ljJ ((11) has at least k - 2 fixed points (pariicularly, 11 2:: k).

Proof. Set a= 'ljJ(a)j since the elements Q, (11 generate the whole group B(k), the permu­
tations a, 171 gencrate the wholc subgroup In1 'ljJ ~ Sen).

For each i, 3 ~ i ~ k - p + 1, put Ti = ai,p+i-1 = 'ljJ(ai,p+i-1)' Relations (0.3) and
(DA) imply that T i +1 = CiTi a- 1. Thus, the pennutations T3 , ... , Tk-p+1 are conjugate to
each other and have the same cyclic type.

Corollary 1.16 implies that Ti "# 1 and ord Ti == 0 (n1od p); since p is prime, the length
li of SOITIe cycle Ci ~ Ti is divisible by p. Since TJ > n/2, we have li = p, and Ci is the only
p-cycle in the cyclic decolnposition of Ti. Let Ei = supp Ci, #Ei = p. The permutation
171 comnHltes with all Ti, 3 ~ i ~ k - p + 1. By LClTIllla 1.4(6), 0\ I Ei = Ccp for some
qi, 0 ~ qi < p. In fact, each qi = 0 (for otherwise, (qi,P) = 1 and C't ~ a1 is a p-cycle of
length > n/2, which contradicts Lemma 1.19(a)). Hence, 0\ I Ei = 1 and Ei ~ Fix a1 for
i=3, ... ,k-p+1.

U"Consicler the sets Sr = i=3 Ei, 3 ~ r ~ k - p + 1. Clcarly, S3 ~ 84 ~ ••• ~ Sk-p+1.
We shall show that all these inclusions are strictj if so, then # Fix a1 2: #Sk-p+1 2::
#E3 + k - p - 2 = k - 2, and we are done.

Every Sr is a nontrivial al-invariant set. Indced, 8" ~ Fix 0\, #Sr 2:: p, and Sr "# .6.n

(for othcrwise, .6.» = Sr ~ Fix a1 and 171 = 1).
Suppose that S" = Sr+1 for SOllie T, 3:::::; T < k - p + 1. Since Cj is the only p-cycle

in thc cyclic decolTIposition of Tj, we have ii(Ed = E i +1 . Ir 3 ~ i < T, then E i +1 ~ Sr;
and if i = T, then Ei +1 ~ Sr+1 = Sr. Thus, a(Ed = E i +1 ~ Sr for all i ~ T. Hence,
ii(Sr) = Sr and thc set Sr is a-invariant. However , Sr is also arinvariant. Therefore, it
is a nontrivial (Im 1jJ )-invariant set, which contradicts the transitivity of 'ljJ. 0
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Remark 1.2. The mapping 0"1 1-+ (1,2)(3,4)(5,6), 0:' 1-+ (1,2,3,4,5), extends to a non­
cyclic transitive homolllorphism 'lj;5,6: B(5) ---+ 8(6). This shows that the assertion of
LClnma 1.22 becomes falsc if we replace the inequalitics (1.8) by the slightly weaker in­
equalities n/2 ~ p :S k - 2.

Nevertheless, the conclusioll oE Artin Lemma holds tnw wllcncvcr there is a prime p > 3
tllat satisfies n/2 ~ p :S k - 3. For p > n/2 this follows directly from Lemma 1.22. Thus,
to justify our assertion, we necd only to considcr thc CH..'3C when n = 2p and 3 < P :S k - 3.
DeRne the elements Ti as in thc proof of Lemma 1.22; as berore, the length li of some cycle
Gi ~ Ti roust be divisible by p. Hence, either i) Ti contaitls the only cyc1e of length p, 01'

ii) (Ti] = [P, p], or iii) [Td = (2p].
In case (i) all the argtnncnts tlsed in the proof of Lenllna 1.22 work as we11, with only

one exception: to prove that qi = 0, we should refer to LClnma 1.19(c) instead of Lemma
1.19(a). Let us show that ca..c;cs (ii) and (iii) cannot occur. Note that k - p + 1 2:: 4;
therefore, we can deal with the permutation A = T4 •

In case (ii), A = T4 = BG, where Band C are disjoint p-cycles. Let B = (bo, ... ,bp - I ),

G = (co, ... ,Cp-I)' Since thc pernlutations D = aI anel D' = a2 commute with A = T4 =
BG, we can apply Lenuna 1.9 to the couples A, D and A, D', respectively. Note that D, D'
are conjugate, and thus they have thc same cyclic type. Clcarly, D anel D' are nontrivial.
So, if one of these pernnltations is of the form (i) describcd in LCluma 1.9, then it contains
a p-cyc1e; however, this contradicts Lemma 1.19(c). Thc salue lemma shows also that
[D] = [D'] i=- [2p]. So D, D' nItlst be of the fonn (ii) described in Lemma 1.9, that is, D =
0'1 = Do'" Dp - I and D' = a2 = D~··· D~_l' where Di = (bi, Cli+rl

p
)' Dj = (b j , Cli+r'l p )'

r anel r' do not depend on i,j, and 0 ~ r, r' < p. Clearly, (ala2al)(bo) = (a2CTI0'2) (bo). It is
readily seen that the left hand side of the latter relation cqllals Cl2r-r'l

p
' and the right hand

side equals Cl2r'-rl . Conscquently, 2r-r' =27-' -r (ruod p), that is, 3(r-r') 0 (mod p).
p

Since p is prime and p i=- 3, we have r = r'; therefore, D i = D~ for a11 i. Thus, 0\ = a2
and the homomorphislll 'lj; is cyclic, which contradicts our a..'5stunption.

In case (iii), the penuutation T4 is a 2p-cycle. Sincc 2]) = n and the permutations ab

(72 commute with T4l thcy COlllluute with each other (LCl111Ua 1.4(b)), and we again obtain
a contradiction.

The hOluomorphism V6: B(6) ---+ 8(6) shows that thc condition p > 3 is essential. 0
Remark 1.3. A prime ntnnber p E ((k + l)/2, k - 2] eIoes exist in each of the following
cases: a) 6 i=- k 2:: 5, l = 0; b) k 2:: 7, l = 1; c) 8,12 i=- k 2:: 7, l = 2; d) 11,12 i=- k 2: 9,
l = 3.

Case (a) is known as "Bertrand Postulate"; it was proven by P. L. Chebyshev in the last
century. In fact, all cases lnay be treated using thc following inequality due to P. Finsler
[Fi] (see also (Tr, p. 60, Satz 32]): 7r(2) - 7r(m) > 7n/(31og(2rn)) for any natural m > 1.
(Here 7r (x) elenotes the nurnber of a11 primes p ::; x.) 0
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§2. HOMOMORPHISMS B(k) ----t 8(n) AND B(k) ----t B(n), n ~ k

In this section we prove Theorem A(a, b) anel Theoreln B (see Theorem 2.1 and Theorem
2.12, respectively). To prove Theorem 2.1, we follow the methods of E. Artin, hut the
important new point is that wc make use of the fact that for k > 4 the group B' (k) is
pcrfect (see §0.6). Using Theorem 2.1, we obtain also an ilnprovenlcnt of Artin Theorem
on homomorphisms B(k) ----t S(k) (see Remark 2.2 below).

Theorem 2.1. A ssume that k t= 4 and n < k. Then
a) any homomorphism 'IjJ: B(k) ----t 8(n) is cyclic;
b) any homomorphism 4>: B(k) ----t B(n) is integral.

Proof. For k < 3 the statmuents are trivial, since B(2) ~z. Suppose therefore that k > 4.
a) Assume that the hOluomorphism Wis noncyclic. Put H = Im W~ S (n). Then

there is at least one H-orbit Q ~ an of SOUle length m = #Q ~ n < k such that
the reduction WQ: B (k) ----t S (Q) ~ S(m) of thc hOluomorphislu Wto Q is a noncyclic
transitive homomorphism (see Observation in §0.0.2). Since k > 4 and m < k, it follows
from Chebyshev Theorelu (Reluark 1.3(a)) that there cxists a prime number p > 2 such
that m/2 < p ~ k - 2. Lemlua 1.22 implies that the pennutation 'l/JQ((Jl) E S(m) has at
least k - 2 > m - 2 fixed points; hence, 'lj;Q((J1) = idQ and 'lj;Q is trivial, which contradicts
the choice of Q.

b) Consider the composition

ljJ 11
'lj; = J-L 04>: B(k) ~ B(n) ~ S(n)

of cjJ with the canonical projection J.L: B(n) ----t S(n). By (a) 1 'IjJ is cyclic; therefore, its
restriction to the commutator subgroupB' (k) c B (k) is trivial. T hHS, 4>(B' (k)} ~ Ker J-L =
I(n). Since the group B'(k) is perfect, it does not posscss nontrivial homomorphisms into
the pure braid group I(n) (Corollary 0.1). Hence, the rcstriction of cP to B'(k) is trivial
and the homomorphism 4> is integral. 0

Remark 2.1. The condition k =I=- 4 in Theorem 2.1 is essential. To see this, take the
canonical systems of generators {(J1, (J2, 0"3} in B (4) and {(J~, O"~} in B (3), and consider the
surjective homomorphisll1 7r: B(4) -t B(3) dcfined by

This example shows that for k = 4 stateluent (b) of Theorelu 2.1 is false; statement (a)
is also false, since the cOlnposition J-L 0 7r: B (4) ----t 8(3) of 7T with thc canonical projection
J-L: B (3) ----t 8 (3) is surjective. We call 7T: B (4) ----t B (3) the canonical epimorphism. It is
easily seen that the kernel of 7r coincides with the nonnal subgroup T c B(4) described in
§0.6. With the special generators a, ß E B (4) and cl, ß' E B (3) 1 thc canonical epimorphism
7T looks as follows: 7r: 0; I-t ß', ß I-t (ß') -1 (0;')2ß'· 0

Our goal now is to provc Theorem B. Ta this end, we need sOlue preparations. We start
with some additional properties of the pure braid group I(k). In what follows, we use thc
notation introduced in §0.1-0.4. Particularly, 0"1, ... O"k-1 are thc canonical generators of
B(k), and the elelnents (};ij, 1 ~ i < j ~ k, are defined by (0.3).
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Lemma 2.2. Assume that 1 < t ::; k - 1. Then

(2.1)

Proo]. Let q, r, s be integers such that 0 ::; T ::; S ::; t, 1::; q ::; t, and q + r ::; t. We prove
that

(altY . (JtO"t-l ... (Jq = (altY-'> . O"tO"t-l ... 0"q+r (al,t+l)r. (2.2)

The proof is by induction on T with the case T = 0 trivial. Suppose that (2.2) is true for
SOlDe r 2: 0 such that r + 1 ::; sand q + r + 1 ::; t. Note that

(2.3)

Therefore, using relations (0.6), we obtain

(aIds. O"tO"t-l ... O"q = (alt)s-r . O"tat-l ... O"q+r . (alJ+lr

= (alt)s-r-lalt . O"tO"t-l ... O"q+r . (al,t+lr = (altr- 7>-l a1 ,t+l . O"t-l ... O"q+r . (al,t+dr

= (alt)S-r-l . O"t··· O"q+r+lal,t+l . (al,t+1Y· = (alt)s-(r+l) . at' .. O"q+(r+l) . (al,t+d r + l ;

this completes the step of induction and provcs (2.2). For q = 1, r = t - I, and s = t,
relation (2.2) takes the form

(alt)t . O"tO"t-l ... 0"1 = alt . O"t . (al,t+d t- 1.

In view of (2.3), the lattel' relation coincidcs with (2.1). D

Assurne now that 1 < r < k. Let 8i,j E B(k) (1 ::; i < j ::; k) and 8~,j (1 ::; i < j ::; r)
bc the canonical generators in the groups I(k) anel 1(7'), respcctivcly. Consider thc b'TOUP

epitnorphisln ~k,r: I(k) -+ I(r) defined by (0.12) ~nd set

R t = Sl,tS2,t' .. St-l,t (2::; t ::; k), R~ = S;,tS;,t ... S~-l,t (2::; t ::; r).

Lemma 2.3. For every integer t that satisfies 2 ::; t ::; k the Jollowing relations hold:

R t = O"t-lat-2" '0"20"~0"2" ·O"t-2(Jt-l, R 2R 3 ·· ·Rt = ((Jl(J2" ·O"t_l)t. (2.4)

Proo/. The proof is by induction on t with the case t = 2 trivial (R2 = 81,2 and SI,2 = (Jr).
Assurne that relations (2.4) hold for some t, 2::; t < k. Then

R -1 -1 -1 2
t+l = Sl,t+1 S2,t+l ... St-l,t+1 St,t+l = O"tSl,tO"t . (Jt S2,tO"t ... O"tSt-l,tO"t . O"t

= atSl t S2 t ... St-l tO"t = O"tRt(Jt = (JtO"t-lO"t-2 ... 0"2(J12 a2 ... O"t-2 a t-lO"t
" ,

and, according to (2.1),

R 2R 3 · .. RtRt +l = (0"1(J2 ... (Jt_d
t

. (JtO"t-l ... (J20"~0"2 ... at-10"t

= [(alt)t . atat-! 0"2 0"I] ·0"10"2 ... at-10"t

= (al,t+d t . 0"10"2 (J"t-10"t = (al,t+l)t+l;

this completes the step of induction and proves thc lcnllna. D

Recall that C(m) ~ I(m) is the cyclic subgroup of B(nt) generated by thc element Am.
This subgroup coincides with thc center of B(7n) whcllcver m > 2; moreover, C(2) = 1(2).
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Lemma 2.4. Assume that 1 < r < k. Then

~k,r(Ak) = Ar;

in particular, ~k,r I C(k): C(k) --+ C(r) is a gronp isornor]Jhism.

Proof. According to Lenulla 2.3,

~k,r(Ak) = ~k,r ((0"1 ... O"k_l)k) = ~k,f'(R2 ... Rk).

29

(2.5)

(2.6)

Clearly, ~k,r(Rj) = Rj for j ::; r and ~k,r(Rj) = 1 for j > r. Using these relations and
taking into account relations (2.6), (2.4) (thc la.tter one für the elements R"s anel O""s), we
obtain ~k,r(Ak) = R~ ... R~ = ((1~ ... (1~-lr = Ar. 0

Corollary 2.5. For any k ~ 3, the pure braid grO'lL]J I(k) is the direct product of its
subgroups 12

( k) and C (k) .

Proo/. We noted in §0.3 that the kernel of thc epinlorphisln ~k,2: I(k) --+ 1(2) = C(2)

coincieles with 12 (k); so, we have the exact sequence 1 --+ 12 (k) --+ I(k) ~ C(2) --+ l.
By LClnma 2.4, ~k,2 lllaps the subgroup C(k) onto C(2) isoIllorphically; since C(k) is the
center of B (k), this proves tbe lemma. 0

Lemma 2.6. Suppose k i= 4. 1f G is the kern,el 0/ a cyclic homomorphism 'ljJ: B(k) --+
S (k), then evenJ homornorphism tP: G --+ I(k) ü; integral.

Proo/. Assume first that k > 4. Since 'ljJ is cyc1ic, G = Ker 'lj; 2 B' (k). Taking into account
that B/(k) is perfect, we have B/(k) 2 G' 2 (B/(k))' = B'(k); hence, G' = B'(k) and G' is
perfect. By Corollary 0.1, 4;(G' ) = {I} and thc homoIllorphislll tP is Abclian. Furthermore,
GIG' = GIB'(k) is a subgroup of B (k) IB' (k) ~ Zj thus GIG' is cyc1ic. Consequently, the
homoIllorphism tP is cyc1ic. Since I(k) is torsion free, tP is integral.

Now consider the case k = 3. By Corollary 2.5, 1(3) ~ 12 (3) x C(3). Let 1rl and 1r2

be thc projections of 1(3) onto the first and thc second factor, rcspectively. We know also
that C(3) ~ Z anel 12 (3) ~ IF2 (Markov ThcOfClU).

If 'lj; is trivial, then G = B(3) and the hOIllomorphisms 1rI 0 tP: B(3) --+ 12 (3) and
1r2 0 tP: B(3) --+ C(3) are integral (Remark 0.1); conscquently, thc homomorphislll tP is
Abelian and, therefore, integral.

Assume that 'lj; is nontrivial. Then either (a) ['ljJ(adJ = [2) or (b) ['ljJ(al)) = [3]. Using
Reidemeister-Schrcier process, it is easy to show that in case (a) the group G = Ker 'ljJ
is generated by thc elements 'lL = 0"20"1

1 anel v = O"i that satisfy the single defining
relation (uvu)2 = vuv. In case (b) the group G is generated by the elelnents u = (120"1\

x = 0"10"20"1
2, and y = O"i0"2 that satisfy thc defining relations yuy-1 = u-t, yxy-1 = X-I.

In case (a), applying Lcmma 1.1 to the elmllcnts u, v and to thc homomorphisms 1r1 0 tP,
1r2 0tP, we obtain that thc cleIllents ti = tP(u) and v = <jJ(v) COllllllute. Since they satisfy the
relation (UVti)2 = vuv, we have ti3 = 1. But the group 1(3) is torsion free; hence, ti = l.
Consequently, the subgroup lIn tP C 1(3) is generated by the single element Vi therefore,
the hOlnomorphisnl tP is inte6'Tal. Similarly, in case (b) we obtain that the element fj = rj;(y)
comlnutes with thc elelllents ti = fj>(u) anel x = tP(x). Sillce fjUfj-l = ti-I, fjXfJI = x-I,
and the group 1(3) is torsion free, we obtain U= x= 1. Thus, the group Im tP is generated
by the single eleIllent fj and the homomorphisIll tP is integral. 0
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Lemma 2.7. For k =1= 4, any nonsurjective h01nomorphism 1/;: B (k) -+ S (k) is cyclic.

Proof. If 'Ij; is transitive, then thc statement of thc lellllna follows directly from Artin
Theorenl. So, wc Inay assume that 'Ij; is intransitive; then #Q < 11, for any (Im 'l/J)-orbit
Q C .6.n . Theorem 2.1 ilnplies that thc reduction of'lj; to any such orbit is cyclic; therefore,
'l/J itself is cyclic. 0

Remark 2.2. Lenllna 2.7 shows that any noncyclic homomorphism 'ljJ: B(k) -+ 8(k) is
transitive provided k =I 4. This ilnplics the following useful improvC1uent of Artin Theorem:

statements (a), (b) (and also (d) for k =1= 4) of Artin Theorem hold true for any noncyclic
homomorphism 1/;: B(k) -+ S(k) (even if wc omit the additional assumption that 'ljJ is
transitive). So, for k =1= 4,6 any 1l0ncyc1ic homolnorphisln 'ljJ: B(k) -+ S(k) is conjugate to
J.Lk, and any noncyclic hOlnomorphism 1/;: B(6) -+ 8(6) is conjugate either to J.L6 01' to "'6'

o
Lemma 2.8. For k =1= 4, any homomorphism 1: B(k) ---+ B'(k) is integral.

Proof. If k = 3, thc lcnllna follows froIn Remark 0.1, since B' (3) I"V IF2 • Assurne that k > 4.
Let J.L': B'(k) ---+ 8(k) be the canonical hOlll0Inorphislll. Considcr the composition

1/; = p/ 0 rjJ: B(k) ~ B'(k) ~ 8(k).

Clearly, lIn 7./J ~ lIn J.L' = A(k); hence, 'Ij; is nonsurjective and, by Lemma 2.7, cyclic.
Consequently, (J.L' 0 4>)(B'(k)) = 'ljJ(B'(k)) = {I} and rjJ(B'(h~)) ~ Ker J.L' ~ I(k). Since
B' (k) is perfect, rjJ(B' (k)) = {I} and rjJ is cyclic. 0

Remark 2.9. If k > 4 and the restriction rjJ' of a hOInomorphisIl1 4;: B(k) ---+ G to B'(k)
is Abelian, then rjJ(B'(k)) = {I} (since B'(k) is perfeet) and rjJ is cyclic. For k = 3 (and
also for k = 4) this is not the casej for instancc, the irnage of B' (3) under the canonical
projection J.L: B(3) -+ 8(3) is the cyclic group A(3) :-: Z/3Z. Moreover, the natural
projection cjJ: B(3) ---+ B(3)/(B'(3))' is nOll-Abelian and rjJ(B'(3)) ::: Z EI1 Zj so, even if we
assumc that G is torsion free, this will not savc the situation. Ncvertheless, the following
statelnent is true. 0
Lemma 2.9. Assume that 3 ::; k ::; 4. Let rjJ: B(k) -+ G be a group homomorphism, and
rjJ': B' (k) -+ G be the Testrietion 0f 4> to B' (k ). 1f the homomorphism rjJ' is integral, then
it is trivial and rjJ is integral.

Proof. Assurne first that k = 3. Let u = (12(11"1 and v = 0"1(12(11
2 be thc canonical

generators of the group B'(3) (§0.6). It is easily seen that rclations (11U(111 = v and
(11V(111 = u-1v holdj so, LemIna 1.2 applies to the hOInonlorphism 1/J = rjJ' (the matrix

M = (~1 i) has thc cigcnvalucs (1 ± iV3)/2 and dctM = 1). Thercfore, ,p' = 1 and

1J is integral.
Now consider thc case k = 4. Let 7T: B(4) -1 B(3) bc the canonical epimorphism

(scc Relnark 2.1), T = Ker 7T. Since 4>' is integral, Ker cjJ ;2 Ker rjJ' ;2 (B"(4)) (the
second COInmutator subgroup of thc grOtlp B(4)). By Gorin-Lin Theorem (C), the normal
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subgroup T coincides with thc intersection of the lower ccntral series of the group B'(4).
Hence, T C B"(4» ~ Kcr cjJ. Therefore, thc hOIllonlorphisIll cjJ may be represented as the
composition of the honloIllorphisms

cjJ = 'ljJ 01r: B(4) ~ B(4)/T ~ B(3) ~ G.

Let 'ljJ' be the restriction of 'ljJ to B'(3). Then 'ljJ'(B'(3» = 'ljJ(1r(B'(4») = rj/(B'(4».
Hence, the hOIllomorphisln 'ljJ' is integral. Since for k = 3 the leIllma is already provcn, 1/J
is integral; therefore, the original homomorphism cjJ = 'ljJ 01r is integral. 0

Lemma 2.10. Assume that k #- 4. Let,p be an enrlornorphism 0/ the group B(k) such
that the composition

'ljJ = J-L o,p: B(k) ~ B(k) ~ S(k)

0/ q; with the canonical projection J-L is cyclic. Then q; is integral.

Proof. Let G = Ker 'ljJ. Then (J-L 0 q;)(G) = 'ljJ(G) = {I} anel q;(G) ~ Ker J-L = I(k). By
Lemma 2.6, the homolnorphisIll q; le: G --+ I(k) is integral. Since 1/J is cyclic, G = Ker 'ljJ 2
B'(k)j hence, the restriction q;' of q; to B'(k) is integral. If k > 4, the group B'(k) is perfeet,
which implies that cjJ' is trivial and cjJ is integral. For k = 3 the same conclusion follows
from Lenlma 2.9. D

Recall that x: B (k) --+ Z elenotes thc canonical integral projection (§0.6).

Lemma 2.11. Ker cjJ ~ B'(k) for any nontrivial enrlornorphism rj;: B(k) --+ B(k). More­
over, ij k #- 4 and cjJ is nonintegral, then q;-l(B'(k» = B'(k).

Proof. If cjJ is integral, then Ker cjJ = B' (k) (for B (k) is torsion free). Assume that cjJ is
nonintegral.

If k = 4, then there is a nontrivial homolnorphisln 1/: lIn q; --+ Z (Corollary 0.3). The
composition

e= 1] 0 cjJ: B(4) -4 B(4) ~ Z

is also nontrivial; so, Ker e= B'(4) and Ker cjJ ~ Ker e= B'(4).
Finally, if k =1= 4, thcn Lemma 2.8 iInplics that thc subgroup Im q; C B(k) is not

contained in B' (k); thcrefore, the composition

( = X 0 cjJ: B (k) ~ B (k) 2.t Z

is nontrivial. Hence, B'(k) = Ker ( = Ker (X 0 q;) = cjJ-l(Ker X) = q;-l(B'(k» and
Ker q; ~ Ker ( = B'(k). 0

E. Artin [Ar3] proved that the pure braid grollp I(k) is R characteristic subgroup oE the
braid group B(k), that is, cjJ(I(k» = I(k) for an'y autolllorphisln cjJ of the group B(k). The
following theorem shows that for k =j:. 4 the subgroup I (k) possesses in fact some stronger
invariance properties.



32 VLADIMIIl LIN

Theorem 2.12. 1f k -# 4, then 4>[I(k)] ~ I(k), 4>-1 (I(k)) = I(k) and Ker 4> ~ J(k) for
any nonintegral endomorphism 4>: B(k) -t B(k).

Proof. According to Lemma 2.10, the composition

1jJ = J-L 04>: B(k) ~ B(k) ~ S(k)

is noncyc1ic. By Lelllllla 2.7, 'ljJ is surjective and hence transitive. It follows from Artin
Theorem that Ker 1/J = I(k). Thus,

and eP(I(k)) = 4>(cj;-1(I(k))) ~ I(k). Moreover, Ker cj; ~ Kcr (/1,0 cj;) = Ker 1/J = I(k).
Finally, by Lemma 2.11, Ker 4> ~ B'(k), and thus Ker 1> ~ I(k) n B'(k) = J(k). 0

Remark 2.4. It follows from relations (0.6), (0.1), (0.2) that

(0"10"2) . (a3a2) . (0"10"2) = (0"10"20"3) . 0"20"10"2 = 0"30"20"3 . (0"10"20"3) = (0"30"2) ·0"1 . (0"30"20"3)

= (0"30"2) . 0"1 . (0"20"30"2) = (0"30"2) . (0"10"2) . (0"30"2)'

Therefore, we can deRne an endolllorphism cj; of thc group B(4) by

This elldomorphislll is non-Abclian (for 4>(0"1) #- 4>(0"2)), but cj;(ar) = (al0"2)2 fj. 1(4); thus
cj;(I(4)) ~ 1(4). Bcsides, Ker cj; = T ~ J(4). Morcover, 4>(0"~) = (0"10"2)3 E 1(4), which
shows that O"~ E cj;-1 (I(4)); but at fj. 1(4), and thereforc 4>-1 (I(4)) ~ 1(4). This exalnple
shows that the condition k -# 4 in Theoreln 2.12 is essential.

For any k ~ 3, thcrc is an integral endomorphislll 4>: B(k) --+ B(k) with 4>(I(k)) ~ I(k).
Indeed, take cE B(k) such that c rI: I(k) and dcfine 4> by 4>(0"1) = ... = 4>(O"k-l) = c. 0

The rest of this section is devotcd to some rcsults on endolnorphisms of the groups B (3),
B(4) and on homoillorphisms from B(4) into B(3) and S(3).

Theorem 2.13. Any nonintegral endomorphisrn 4> 01 B(3) is an ernbedding.

Proof. Since 4>(B' (3)) ~ B' (3) l the restriction 4>' of 4> to B' (3) may be regarded as an
endomorphism of thc group B' (3) '"'-J lF2 . Thc itnagc G = hll 4>' is a free group of rank
r ::; 2. Since cj; is nonintegral, Lemma 2.9 itnplies that eP' is nonintegral; hence, G ~ IF2

and 4>': B'(3) --+ G is an isomorphism. By LClIulla 2.11, Kcr 4> C B'(3). Thus, Ker 4> =
Kcr <p' = {I}. 0

Remark 2.5. For any k 2: 2, there exist proper Clllbcddings B(k) <......+ B(k). For k = 2
this is evident. If k > 2, take any mEZ anel elcfine thc cndolnorphism <Pk,m by
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where X: B(k) -+ Z is the canonical integral projectioll. For any 9 E B'(k), we have
X(g) = 0 and cPk,m.(g) = g; particularly, ,cPk,m is nonintegral. By Lemma 2.11, Ker 4>k,m ~

B'(k); henee cPk,m is an embedding. If h = cPk,m(g) E Irll cPk,m, then

X(h) = X (4)k,m(g)) = X ((Ak)mX(f/) . g) = (rnk(k - 1) + 1)X(g)j

consequently, X(h) is divisible by the numbcr s(rn) = n1k(k - 1) + 1. On the other hand,
if h E B(k) and X(h) = ts(m) for SOlne t E Z, take 9 = (Ak)-tm .11,; then

x(g) = -tmk(k - 1) + t(rnk(k - 1) + 1) = t,

and henee
cPk,m(g) = (Akrnx(g) . 9 = (Ak)mt . (Ak)-tm . h = h.

It follows that the ilnage of 4>k,m coincides with thc nOflnal subgroup x- 1 (s(m)Z) ~

B(k). If rn -# 0, then S(171) -# ±1, Im 4>k,m = X- 1(S(171)Z) i- B(k), and cPk,m is a proper
embedding. 0

Let 1r: B(4) -+ B(3) and t-t: B(3) -+ 8(3) bc thc canonieal projections.

Theorem 2.14. a) Any noncyclic homomorphism 'IjJ: B(4) -1 8(3) is conjugate to the

composition J-L 0 1r: B(4) ~ B(3) ~ 8(3).
b) Let cP: B(4) -+ B(3) be a nonintegral hornornorphisrn. Then there exists a monomor­

phism~: B(3) -+ B(3) such that

4> = ~ 0 1r: B(4) ~ B(3) ~ B(3).

Particularly, Ker cjJ = T. Moreover, il 4> is s1trjective, then e is an automorphism 01 the
group B(3).

Proof. a) Clearly, 7/J(B'(4)) ~ 8'(3) = A(3) rv Z/3Z. Conscqucntly,

Ker 7/J ~ (B'(4))' :> T = Ker 1r.

Therefore, there exists a homolllorphism cjJ: B(3) -+ 8(3) such that 7/J = 4> 0 1r. Since 7/J is
noncyc1ic, cjJ is noncyclic too; by Artin Theorelll, 4> is conjugatc to J-L. Hence, 'Ij; is conjugate
to thc eomposition J-L 0 1r.

b) Since cjJ(B'(4)) ~ B'(3) and T = Ker 1r is the intersection of the lower central series
of thc group B'(4), the inlage cjJ(T) is containcel in the illtcrscction H of the lower central
scries of the group B'(3). But B'(3) rv lF2 , anel thus H = {1}. COllsequently, cjJ(T) = {1}
and Ker 1r = T ~ Ker 4>. Thercfol'e, there exists an cndolllorphism eof the group B(3)
such that <p = € 0 1r. Sinee 4> is nonintegral, ~ is also nonintegralj aeeording to Theol'eln
2.13, € is injeetivc. Henee, Ker 4> = 1r-

1 (Kel' ~) = 1r-
1 ( {1}) = Kel' 1r = T.

Finally, if 4> is surjcctive, eis surjective, tao. Hence, eis an automorphism of B(3). D
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Theorem 2.15. Ker ,p = T fOT any nonintegral noninjective endomorphism ,p 0 f B (4) .

Proo/. Let 'lj; = 'Ir 0 ,p, where 1T": B(4) --+ B(3) is the canonical epimorphism. Thc homo­
morphism'ljJ is nontrivial (for otherwise Im ,p ~ Ker 7f = T ~ IF2 and, by Reluark 0.1, ,p is
integral). Consider the following two cases: a) 'ljJ is integral, and b) 'ljJ is nonintegral.

a) In this case ,p(B'(4)) ~ Ker 7f = T f'.) IF2 , and (as in thc proof of Theorem 2.14(b))
we obtain a homonlorphisnl~: B(3) --+ B(4) such that ,p = ~ 01L Bince 4> is nonintegral,
~ is nonintegral. By LeillIlla 2.9, the restriction e of € to B'(3) is nonintegral. It is easily
seen that ~'(B'(3)) ~ T. Consequently, Im e 9::' IFr , where r :S 2. Since~' is nonintegral,
r = 2. Thus, we obtain a surjective endonlorphisnl IF2 f'.) B' (3) --+ Im e f'.) IF2 of the
Hopfian group IF2 j hence e fiUSt he injective. On thc other hand, it is easy to check that
Ker ~ ~ B'(3). Thus, Ker ( = Ker e and ~ is injectivc. Therefore,

Kcr ,p = Ker (( 0 7f) = 7f-
1 (Ker ~) = 7f-

1 ({I}) = Ker 7f = T.

b) T is a completely characteristic subgroup of thc group B(4). Hence, ,p(T) ~ T. Let
J;: T --+ T bc thc restriction of ,p to T. Bince 'ljJ is n0.!1integral, ~heorem 2.14(b) implies
that Ker 'lj; = T; hence, Ker ,p ~ T and Ker ,p = Ker,p. Clearly, ,p(T) ~Fr where r ~ 2.
If r = 2, then ,p is injective (since T f'.) F2 is Hopfian), and ,p is injective too. Finally, if
r < 2, then ;j is integral. In ~his case it follows frorn relatio~s (0.14), (0.15) and Lemma
1.2 that the homoillorphisill 4J is trivial; hence Ker 4J = Kcr 4J = T. 0
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§3. TRANSITIVE HOMOMORPHISMS B(k) -t Sen) FOR SMALL k AND n

For k large enough, transitive hOlnolnorphislns B(k) -t Sen), k < n ::; 2k, can be
studied using SOUle general Inethods based Inainly on LCInula 1.22, Theorem 2.1, Gorin­
Lin Theofmn anel the techniques elevelopeel in §§4,5. However, for sInall k these methoels
do not work. For this rcasOI1, we consider thc case of sInali k in this section.

Given a group homolnorphism W: B(k) -r H, we denote the w-iInages of the canonical
generators (Tl, ... , O'k-l anel of thc corresponding special generators a = (Tl ... ak-l, ß =
aal by 0\, ... ,ak-l and a, ß, respectively. Assume that the graup H is finite anel the
homomorphism'ljJ is noncyclic. Then it follows frolll LCInma 1.17 that ordß is divisible
by k - 1. Moreover, ord a is divisible by k whenevcr k =I- 4; if k = 4, then either ord Ci
is divisible by 4 01' 0\ = &3 anel ord Ci is divisible by 2 (but not by 4). The following
proposition follows inunecliately from these rmna1'ks.

Proposition 3.1. Suppose 4 :::; n :::; 7. Then any noncyclic transitive homomorphism

W: B(3) -+ Sen) is conjugatc to one 0/ the Jollowing h01nOm077Jhis1nS w~i~:
1

a) 11 = 4: W~l1: a H- (1,2,3), ß H (1,4); 7j;~~1: a H (1,2,3), ß H (1,2)(3,4)

(Im w~~l =' S(4), Im 'ljJ~~1 = A(4)).

b) n = 5: 'l/J3,5: a H- (1,2,3), ß H (1,4)(2,5) (In1 W3,5 = A(5)).

c) n = 6 :

1/J~~~: a H (1,2,3)(4,5,6),

'ljJ~~~: a H- (1,2,3)(4,5,6),

1j;~~J: a H (1,2,3)(4,5,6),

W~~~: aH (1,2,3)(4,5,6),

W~~~: a H (1,2,3)(4,5,6),

'ljJ~~~: a H- (1,2,3)(4,5,6),

,,1,(7). (2 3)
0/3,6' a H- 1, , ,

ß H (1,2)(3,4)(5,6),

ß H (1,4)(2,6)(3,5),

ßH- (1,2)(3,4),

ß H- (1,4)(2,5),

ß H- (1,2),

ß H- (1,4),

ß H- (1,4) (2, 5) (3,6),

0'1 H (2,3,6,4);

0'1 H (1,6)(2,5)(3,4);

0'1 1---7 (2,3,6,5,4);

0'1 H- (1,6,5) (2,4,3);

0'1 1--+ (2,3)(4,6,5);

(11 J--+ (1,6,5,4,3,2);

(11 H (1,4,3,6,2,5).

d) 11 = 7:

1j;~lf: a Ho (1,2,3)(4,5,6), ß H (1,4)(2,7), 0'1 t-7 (1,6,5,4,3,2,7);,

W~~f: a H (1,2,3)(4,5,6), ß H (1,2)(3,4)(5,7), (11 H- (2,3,6,5,7,4);

'ljJ~3J: a t-+ (1,2,3)(4,5,6), ß t-+ (1,4)(2,5)(3,7), 0'1 H (1,6,5)(2,4,3,7). 0,

Remark 9.1. One of the 7 homomorphisI11S 'ljJ~~~: B(3) --+ S(6) listed abovc, namely,

'ljJ~1~, appears in a way, which deserves sorne C0I11ments.,
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Take any z = (ZI, Z2, Z3) E C3; let )\1, A2, A3 be thc roots of the polynomial P3(t, z) =
t3 + zl t2+ Z2t + Z3. Let P(t, w) = tG + WltS + 1lJ2t4 + W3t3 + W4t2 + wst + W6 be the monie
polynonüal in t of degree 6 with the roots I"~, Jj,~, Jj,~ defined by the quadratie equations

(JL~ - Ad 2 = (Al - A2)(Al - A3),

(JL~ - A2)2 = (A2 - A3)(A2 - Al)'

(JLi - A3)2 = (A3 - Al)(A3 - A2)'

(3.1)

The set of thc 6 nUlubers J.L'S (taking into aceount possible luultiplicities) is invariant under
any permutation of the roots Ai. Since thc eoefficients 'llJi are thc elementary sYlnmetric
polynomials in J.l'S, they are polynomials in Zl, Z2, Z3. Thereby, we obtain a polynomial
mapping f: C3 3 Z Ho W E C5. It is easy to conlputc the eoordinate functions of this
mapplng:

fl(Z) = 2z1;

f2(Z) = 5z2;

f3(Z) = 20z3;

f4(Z) = 20Z1Z3 - 5z~;

fs(z) = 8ZrZ3 - 2ZlZ~ - 4Z2Z3 ;

f6(Z) = 4Zl Z2Z3 - zg - 8z5·

(3.2)

The formulas for fl' f2, f3 show that f is an elnbcdding. Computing the discriIninants
Dp(w) and DP3 (z) = d3(z) of the polynoluials P(t, w) and P3(t, z), respeetively, we obtain
thc relation Dp(w) = -49 . [d3(z)]5. Particularly, iE thc polynolllial P3(t, z) has no mul­
tiple roots, then thc polynolnial P(t, w) = P6(t, j(z)) has no multiple roots. Henee, the
restriction of j to the domain G 3 = {z E C3 I d3 (z) i- O} (see §O) defines the polynomial
mapping

f: G 3 3 z Ho W= f (Z) E G 6 = {w E C6 I d6(w) i- O}.

Moreover, formulas (3.1) show that for any z E G 3 tlle polynomials P3 (t, z) and P (t, w) =
P6(t, j(z)) havc no COlJlmOn roots.

On the other hand, it was proven in [L9] that for any k > 3, any natural n, and
any holomorphic mapping F: G k -+ G n tlwre rullSt be a point ZO E G k such that thc
polynomials pk(t, ZO) and Pn(t, F(zO)) have COillinOll roots. This lneans that the Inapping
f: G 3 -+ G 6 constructcd above is very exeeptional.

Take ZO E G 3 and fix an isomorphism r: B(3) ~ 1Tl(G3, ZO). Any element s E B(3)
produces the permutation S of the 6 roots of the polynonlial P(t, f(z)) along the loop in
G 3 (based at ZO) representing thc 3-braid s. This gives rise to a homomorphism B(3) -t

8(6); up to conjugation, this homomorphisln does not dcpend on ZOl rand eoineides with
'lj;~l~. Since 'lj;~1~ is noncyclic, thc mapping f is ullsplittable. This mapping is re1ated
to 'a holomorphic scction of the universal Tcichnlüllcr falnily V' (0,4) -+ T(0,4) ovcr the
Teichmüller space T(O,4) and to elliptic functions. In fact, this is thc way how f was
found; however, now it is written down explicitly, auel one cau ask whcther it may be
fonnd in a shorter way (say in some paper of the last century!). Let me also mention that
the points JL'S lie on the biscctors of the triangle .6. with the vertices A'S (these bisectors
are weIl defined, evcn if .6. degenerates to a segment with a marked interior point), and
the distance between Ai allel Mt: is the geolnctrie lllcan of the corresponding 1egs of the
triangle .6. (thc latter observation is due to E. Gorin). 0
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(3.4)

Lemma 3.2. 'lf;((jl) = 'lf;(0'3) for any transitive h01nOm017Jhism 'lf;: B(4) --+ 8(5).

Proof. Bappose 1/J((jt} i= 1/J(0'3)' Then 1/J is noneyclic, 4 cliviclcs ord a, anel 3 divides ord,8.
Hence, [al = [4] and [,8] = [3]. Regarding 8(5) as 8({O, 1, 2,3, 4}), we mayassume that
a = (0,1,2,3). Since 1/J is transitive, 4 E supp ß; eonscquently, ß = (p, q, 4), where
p,q E {0,1,2,3} and p i= q. Put A = ß&.ß and B = [i2ßfi-3ßfi2. It follows from (0.9)
(with i = 2) that A = B; partieularly, A(4) = B(4) and A(p) = B(p). A(4) = B(4) implies
that q = lp + 114. COlnbining this with A(p) = B(p), we obtain that Ip + 214 = Ip + 314,
which is iInpossible. 0

Proposition 3.3. Any noncyclic transitive homomorphism 1/J: B(4) --+ 8(5) is conjugate
to the homomorphism W4,S: a t--+ (1,4)(2,5), ß t--+ (3,5,4) (In1 W4,S = A(5)). Moreover,
'ljJ(0'1) = 7/J(0'3).

Proof. It follows fron1 Lemllla 3.2 that the hOlllolnorphism 'lj; lllay be represented as a
composition of tbe canonieal cpilllorphisln 71'": B(4) --+ B(3) (Relnark 2.1) with a noncyclic
transitive homomorphism B (3) --+ 8 (5); P roposition 3.1 (b) eompletes the proof. 0

Dur next goal is to deseribc all transitive hOlnolllorphisIllS 'ljJ: B(4) --+ 8(6) that satisfy
the eondition 'ljJ(O'd i= 1/J(0'3)' We start with SOl1le cxamples of such homomorphisms.

Recall that 8(6) is the only symmetrie group having outer autol11orphisms. Any such
automorphism is eonjugate to the automorphisl11 x clcfincd by

x: al H- (1, 2)(3, 4)(5, 6), 0: f-+ (1, 2, 3) (4, 5), (3.3)

where (11 = (1,2) and Ci = (1,2,3,4,5,6) (for instanee, this can bc proven using Artin
Theorem).

Define the following two ernbeddings C7]: 8(4) Y 8(6). Thc embedding ~ isjust induced
by the natural inclusion .6.4 = {1, 2, 3, 4} Y {1, 2, 3,4, 5, 6} = .6.6 . Further, 8(4) may be
rcgarded as the group of all isoilletries of thc tctraheclron; thereby, 8(4) acts naturallyon
the set E f'V ~6 consisting of the 6 edges of thc tetrahedron, which defines the embedding
17: 8(4) Y 8(6). With the canonical generators (1i = (i, i + 1) E 8(4), 1::; i ::; 3, the
elnbedding 1] looks as follows:

17((11) = (1,2)(3,4), 1](a2) = (2,5)(4,6), rJ((j3) = (1,4)(2,3).

Let !-L4: B(4) --+ 8(4) be the canonical projection and V4,2: B(4) --+ 8(4) be thc homomor­
phism described in Artin Theorem. It is easy to check that each of the compositions

'ljJ~~J = x 0 ~ 0 JL4, 7j;~~J = x 0 ~ 0 V4,2, 7j;~~J = 17 0 JL4, 'ljJi~J = 1] 0 V4,2

defines a noncyclic transitive homomorphism B(4) --+ 8(6) such that 'ljJii~(O'I) =I 'ljJii~(0'3)
for each i = 1,2,3,4. These homomorphisms aet on thc eanonical gcner~tors O'b 0'2" 0'3 E
B(4) as follows:

'lj;i~6: 0'1 t--+ (1,2) (3,4)(5,6), 0'2 t--+ (1,5) (2,3)(4,6), 0'3 t--+ (1,3)(2,4)(5,6);

7Pi~i: a1 t--+ (1,2,4,3), 0'2 ~ (1,5,4,6), a3 ~ (3,4,2,1);

'ljJi~J: 0'1 t--+ (1,2)(3,4), 0'2 t--+ (2,5)(4,6), 0'3 t--+ (1,4)(2,3);

1/Ji4{ 0'1 t--+ (4,3,2,1)(5,6), (j2 t--+ (4,6,2,5)(1,3), 0'3 t--+ (1,2,3,4)(5,6).,
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We shall show that any transitive hOlllomorphislll '1/;: B(4) -+ 8(6) that satisfies the eon­

dition 'l/J(al) =I=- 'l/J(a3) is eonjugate to one of thc homorllorphisms 'l/;tL 1 ~ i ~ 4.

Lemma 3.4. Let '1/;: B(4) -+ 8(6) be a hornornorphism that satisfies 0'1 =I=- a3. Then a)
[0\ J =I=- [2, 3],. b) [0= 1J =I=- [5],. c) [a1J =I=- [6],. d) (al] =I=- [3, 3] .

Proof. a) Assurne that al = C2C3, where supp C2 n supp C3 = 0, [C2] = [2], and [C3] =
[3]. Since [(13] == [2,3] and (11(13 == (13(111 Lern111a 1.4 ituplies that

(13 == c2ci == (C2C3 )5 == (Ti·
Since 'I/; is noncyclic, thc latter relation shows that a2 [orms braid-like couples with a1 and
ar. By LeIUlna 1.3 (with q == 5, 11 == (q + 1,4) == 2, alld lJ(q - 1) == 2·4 == 8), we have
ar == 1, which contradicts the property C3 ~ a1.

b) For [al] = [5] Lenl111a 1.4 shows that a3 == a~, whcre q == 3 or q == 4. Hcnce, a2 forms
braid-likc couples with a1 anel a~. By Lernllla 1.3, either ar == 1 or a~ == 1, respectively;
but this is impossible.

c) Similarly, for [al] == [6] we obtain a3 == ar and (7~ == 1, which is impossible.
d) Assume that (11 == BC, where B, C are disjoint 3-cyc1es. Then Lemllla 1.9 implies

that a3 == BC2 (cases (ii), (iii) deseribed in this lClluua cannot occur here, because of
[a3] == [3,3]). Sincc 'I/;(a1) =I=- 1f;(a3), Lemma 1.17(a) shows that 4 divieles ord &. Therefore,
either [al = [4] or [al == [4,2]. In any ease, [&2] == [2,2]. It follows from relation (0.5) that
a3 == (i2a1a-2. So, either

However, it easy to see that this contradicts thc eonditioll [a 2
] == [2,2]. 0

Proposition 3.5. Any transitive homomorphism 'lj;: B(4) -+ 8(6) that satisfies 'I/;(a1) =I=­

1/J(a3) is conjugate to one of the homomorphisms 'ljJt~ (1 ~ i ~ 4) defined by (3.4).

Proof. Lelllllla 1.20 and Lerulua 3.4 show that (71 has one of the following cyclic types: a)
[al] == [2,2,2]; b) (al] == [4]; c) [0\] == [2,2]; cl) [al] == [4,2].

a) We luay assulne that (11 == (1,2)(3,4)(5,6). This pcnuutation is odd; hence, a ==
a1a2a3 is also odd. Sinee 4 divides ord G, we havc [al == [4]; so, a has preeisely two
fixed points. These points eannot be in the saIne transposition entering in a1 (since a1,
Ci generate Im 'I/; and 'I/; is transitive). Thus, up to a a1-adlnissible conjugation (i. e., a
conjugation that does not change the above fonn ofad) we have Fix a= {I, 4}. Since a3 ==
a2 a1 Q- 2 commutes with a1 and a3 =I=- a1, wc obtain that a2 == (2,3)(5,6). It follows that
(up to a a1-aelmissible conjugation) a = (2,5}3,6); so, a2 == aa1ii- 1 == (1,5)(2,3)(4,6),

a3 == &2a1 ii-2= (1,3)(2,4)(5,6), and 1f; rv 1/J2{
b) Sincc a1, a3 COlllmute but do not coincid~l it follows fr01U Lenuua 1.4 that a3 = (ad 3

.

Therefore, up to eonjugation, a1 == (1,2,4,3) and &3 == (3,4,2,1). Since 1./J is transitive,
we have {5,6} C supp a2' It follows from LCluma 1.12 that (up to a (11, a3-admissible

conjllgation) a2 == (1,5,4,6). Thus, 'lj; rv 'lf;i2J.
c) We lnay assurne that al = (1,2)(3,4). It follows from Lemma 1.11 that (np to

a a1-admissible conjugation) either a2 == (1,2)(4,5) or (12 = (2,5)(4,6). Using Lemma
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1.10, Lelnma 1.11, and taking into account that a3 =j=. al, we obtain that in the first
case a3 = (1,2)(5,6) (which contradicts the transitivity of 'I/J), and in the second case

0=3 = (1,4)(2,3). Hence, 'I/J rv 'ljJ~3~.
d) We may aSSlune that 0=1 = '(4,3,2,1)(5,6). Since 0\,0=3 cOlnmute but do not coincide,

Lemma 1.4 iInplies that a3 = (1,2,3,4)(5,6). All ai (1:S 1: :S 3) are even; so Ci is
even too; since 4 divides ord a, we sec that [Ci] = [4,2]; hence, [Ci2] = [2,2]. Since 'I/J
is transitive, the transposition T ~ Ci cannot coincide with (5,6). Therefore, it follows
from thc relation a3 = Ci2a lCi-2 that Ci2 1 {5,6} = (5,6) and (up to a al,a3-admissiblc
conjugation) Ci2 I {I, 2,3, 4} = (1,3). So, a2 = (1 , 3)(5,6). Since [Ci] = [4,2], it follows
that Ci = (2,4)(5,1,6,3) (up to conjugation of the abovc type). Thereby, a2 = Ciala-l =
(2,5,4,6)(1,3) and 'ljJ rv 'ljJi~{ 0

Proposition 3.6. Any noncyclic transitive homolnolphism 'IjJ: B(4) -t 8(6) is either

conjugate to one 0/ the homomorphisms 'l/Jii~ (1::; i ::; 4) defined by (3.4) or conjugate to
one 01 the compositions '

{i}

'I/J~~~ ° 7r: B(4) ~ B(3) ~ 8(6),

where 7r: B(4) ---7 B(3) is the canonical e]>irnorphism and 'IjJ~~~ (1:S i :S 7) are the
homomorphisms exhibited in Proposition 3.1 (c) .

Proo/. Proposition 3.5 covers the case when 'IjJ(ar) =j=. 'IjJ((T3)' If 'IjJ(ar) = 'IjJ(a3), thcn
hata3all = 1, so that thc element Cl = 0"3(Tll E Kür 'I/J (see (0.13)). Hence, the elemcnt
W = UClU-1 (see (0.14)) also is in Kcr 'IjJ. Bince thc kernel T of 1r is generated by Cl
and w (see Gorin-Lin Theorem (c) and Renlark 2.1), it follows that Ker 1r = T ~ Ker 'ljJ.

Therefore, there exists a hOlnomorphism 'ljJ3,6: B(3) -t 8(6) such that 'IjJ = 'ljJ3,601r. Clearly,
'ljJ3,6 mnst be noncyclic and transitive; Proposition 3.1(c) complctes the proof. 0

Remark 3.2. The homoIIlorphisln 'ljJ~~J is conjugate (by (1,3,2)(5,6)) to the homomor­
phism v~ that is defined as follows. Let v~ bc thc restrietion of Artin's homomorphism
V6: B(6) -t 8(6) to B'(6). Thc Inapping of thc generators (Ti f-f Ci = O"i+20'"11 E B'(6),
i = 1,2,3, extends to an cIllbedding ..\~: B(4) Y B'(6) (R,CInark 0.4). The homomorphisrIl
v~ is thc composition of ..\~ with v~. 0
Remark 3.3. The trivial cmbedding 8(5) Y 8(6) is of littlc mOillent. However, its
composition with the outer automorphism x of 8(6) is Illore interesting. This composition
can be also described as follows. It is weIl known that A(5) may be regarded as thc group
of all rotations of thc icosahedron. Particularly, A(5) acts on thc set LD rv .6.6 of all the
6 "long diagonals" of thc icosahedron. This action of A (5) on .6.6 extends to an action
of 8(5), which leads to an embedding 1>5,6: 8(5) ---t 8(6). In tenns of thc generators
ai = (i, i + 1) E 8(5), 1::; i ::; 4, it looks as folIows:

{

0=1 f-f (I, 2) (3,4)(5, 6) 1

1>5,6: 0=3 f-f (1,3)(2,4)(5,6),
0=2 f-f (1,5)(2, 3)(4,6),

;:;4 f-f (1,2)(3,5)(4,6).
(3.5)
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Of course, it is easy to check directly that these fonnulas indeed clefine a group homo­
lllorphism, which is certainly transitive and non-Abelian, anel therefore faithful (since 8(5)
cloes not possesses proper non-Abelian quotient groups). Hence, the composition

'ljJS,6 = cPS,6 0 J1.s: B(5)~ 8(5) 1'6'1 8(6) (3.6)

is a noncyclic transitive homolnorphism with Ker 'ljJS,6 = 1(5) and Im 'ljJs,6 rv 8(5). It is
easily seen that 'ljJS,6 coincides with the COlllposition

·5

'ljJs,6 = 1/6 0 j8: B(5) 2s, B(6) ~ 8(6), (3.6')

where j8: B(5) :1 O"i M O"i E B(6), 1::; i ::; 4, and V6 is Artin's homomorphism. 0
Proposition 3.9. Any noncyclic transitive homornorphism 'ljJ: B(5) --+ 8(6) is conju­
gate to the homomorphism 'ljJS,6 defined by (3,5), (3.6) (or by (3.6'), which is the same).
Particularly, Ker 'ljJ = 1(5) and Im 'ljJ ~ 8(5).

Praaf. Sinee 3 = 6/2 is prime, Leuuna 1.19(c) shows that the eydic deeomposition of
(11 cannot contain a cydc of lcngth 2: 3. LelnnUl 1.20(a) excludes the ease [0\] = [2].
The noncoffilnuting pennutations (13, (14 COllullute with (11. On the other hand, any two
permutations of cyclic type [2,2] supportecl on the Satne 4 points comlnute; therefore,
LClnma 1.9 exdudes the case [(11] = [2,2]. Thus, the only possible case is [(11] = [2,2,2].
Two distinct permutations of this cyclic type in 8(6) CO111IIIUte if and only if they have
precisely one common transposition. Therefore, without 10ss of generality, we mayassurne
that

(11 = (1, 2)(3,4) (5,6), (73 = (1,3)(2,4)(5,6). (3.7)

By the same reason, (14 has one COlnmon transposition with (71 but not with (13; this
COlllmon transposition lllay bc cithcr (1,2) 01' (3,4). The rcnu11lbcring of the symbols
1 t=± 3, 2 t=± 4 takes one of these cases into anothcr anel cloes not change the forms (3.7);
so, we Inay assurne that this common transposition is (1,2). Sinee (14 has no comIllon
transpositions with (13, we havc either 0=4 = (1,2)(3,5)(4,6) 01' 0=4 = (1,2)(3,6)(4,5). The
second case can be obtain [rom the first one by 5 t=± 6, which does not change the forms
(3.7); hence, we may asSlllne that

(14 = (1,2)(3,5)(4,6). (3.8)

An argument of the same kind shows that (12 IUUSt contain a single eommon transposition
with (74, but not with 0=1 and 0=3. Each of the transpositions (1,2), (3,4), (5,6), (1,3), (2,4)
is contained in (71 01' in 0=3; hence, either (12 = (1,5)(2,3)(4,6) 01' (12 = (1,4)(2,6)(3,5).
However, the second case Illay bc obtained frolTl the first one by 1 t=± 2, 3 t=± 4, 5 t=± 6,
which does not change thc forms (3.7),(3.8). This shows that 7/) rv 'ljJS,6. D
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§4. RETRACTIONS OF HOMOMORPHISMS B(k) -r S(n)j
HOMOMORPHISMS AND COHQMOLOGY

We are interested to study hOl110morphisn1s 'l/J: B(k) -r 8(71,) up to conjllgation. In this
section we develop an approach to this problen1. In general terms, this approach Inay be
described as follows.

Consider the permutations (Ti = 'ljJ(ad, i ~ i ~ k - 1. All (Ti with 3 ~ i ~ k - 1
commute with (Tl' Hencc, for any r-cycle C ~ 0\ (2 ~ r ~ n), the r-cycles C: = (TiC(T;l,

3 ~ i ~ k -I, also enter into thc cyclic decornposition of (Tl' Thereby, we obtain an action
01/1 of the braid group B (k - 2) onto the set ~r of all the 1'-cycles entering in the cyclic
decomposition Of(T1, or (which is the same) thc rcpresentation 01j;: B(k-2) --t 8 (l!.,..). Since
#l!.,.. :::; n/r :::; n/2, the homolnorphisnl 01/1 is "simpler" than the original homomorphism
'Ij;. If we are lucky, we can study 01/1 and then obtain same information on 'ljJ.

4.0. Components and corresponding exact sequences. Wc denote by {'Ij;} thc
conj ugation class of a homomorphism 'Ij; E HaIn(B(k ) , 8 (n )); that is, 'ljJ' E {'ljJ} ifand
only if 'IjJ' r"V 'Ij;. Rccall that for any l' 2: 2 thc 1'-coluponcnt ~ = <!7' (A) of apermutation
A E 8(n) is the sct of all the 1'-cycles entering in thc cyclic clecon1position of A (§O.O.2).
For natural numbcrs r, t (2::; l' :S n, t ~ 71,/1'), we clenote by HOIDr,t(B(k), S(n)) the
subset of Hom(B(k), S(n)) consisting of all hOl110morphisll1S 'l/J that satisfy the following
conelition:

(!) tbc permutation (71 = 'IjJ(a1) E S(n) ha..<:1 an 1'-colnponcnt <! oE length t.

Let 'ljJ E HOffir, t(B(k), 8(n)) anel let<! = {CI, ... ,Cd bc the 1'-COlllponent of thc permu­
tation (71 = 'ljJ(ad (so, C 1 , ... ,Ct are disjoint T-cycles). Thc union

t

E = E(<!) = U supp Gm ~ SUpp (Tl S;;; Ll u = {I, ... ,n}
rn=l

of the supports Ern = Supp Gm of all thc cyclcs Cm is called thc support of the r-component
<!j we denote this set :E also by supp <t.

A hOffiOI110rphisin 'ljJ E Homr,t (B (k), 8 (n)) is said to be normalized if

E = supp <! = {I, 2, ... ,tr}, <! = {C1l ... , Ct },

(!!) Gm = ((rn - 1)1' + I, (rn - 1)1' + 2, ... ,11'1,1'), rn = 1, ... ,t, anel

'lj;(at} I E = Cl ... Ct.

Thc following two statelnents are evident:

Claim 1. If'ljJ E HOIl1r ,t(B(k),8(n)), then {'ljJ} ~ HOlllr ,t(B(k),8(n)) and the class tp}
contains at least one nonnalized homomorphi,51n. Tw() nonnalized homomorphisms 1/J, 'ljJ E

Homr,t(B(k), S(n)) are conjugate if and only ij therc is a pennutation '8 E 8(n) such that
the set E = supp <! = {I, 2, ... ,tr} is '8-invariant and

;j(b) = s'ljJ(b)'8- 1 for all bE B(k) anrl

s.Cl ... Gt . '8- 1 = '8 . 'l/J (ad I E . '8- 1 = ;j((1) I E = Cl ... Ct ·
(4.1)
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Claim 2. To study homomotphisms in HOInr,t,(B(k), S(n)) up to eonjugation, it is suffi­
cient to study normalized homomorphisms up to conjugation by permutations s that satisf7j
(4.1) . All sueh permutations s form the subgronp Gc S(11,) that coineides with the cen­

tralizer C(C, Sen)) 0/ the element C == Cl'" Ct in S(n). This subgroup G is naturally
isomorphie to the direct ]Jroduct G x S (~/), whcr'c G == C (C, S CE)) is the centralizer 0/ thc
element C in the symmetrie group S(~) ~ S(rt), and SeE') is the symmetrie group of all
permutations of the eomplement ~' == ß.n - E.

Wc denote by H t'V (Z/rZ)t the Abelian subgroup of the synunetric group SeE) gen­
erated by all the r-cyclcs Cl, ... , C t defined in (!!); part icularly, H contains the product
C == Cl ... C t , and thcrcforc H c G. Clearly, H is eill Abelian normal subgroup in G,
and the quotient group G / H is isomorphie to the synllnetric group S(Q:) t'V S(t) oE all
permutations oE the cycles Cl, ... , C t . Thcreby, wc obtain thc cxact sequence

1 --+ H -t G~ S(t) -t 1, (4.2)

wherc 7r is thc natural projection auto thc quoticnt grollp; in fact, this projection 7r may
be described explicitly a.s follows. Since any elCIncnt 9 E G COllunutes with the product
C = Cl" ·Ct , wehave

Since Cl, ... ,Ct and also 9C19-t, ... ,gCtg- l arc clisjoint r-cyclcs, there is a unique per­
mutation 8 == 8 g E Set) such that gCmg- l == C.'l(m) for all rn; clearly, 7f(g) = 8 g •

Lemma 4.1. The exact sequence (4.2) splits, that is, there exists a homomorphism
p: S(t) -+ G ~~uch that 7r 0 P = ids (t) • In fact, the gnJ1tp G is the 8 emi-direct product
of the groups Hand S(t) defined by the natural action of the symmetrie group S(t) on the
direet produet (Z/rZ)t.

Proof. For any element s E S(t), define the pennutatioll p(s) E S(E) by

p(s)((m - l)r + q) = (s(m) - l)r + q

thereby, we obtain the hOlnomorphism

(1 ::; m :S t, 1::; q ::; r); (4.3)

p: Set) 3 s H p(s) E SeE).

Using the explicit fonus of thc cycles Cl, ... ,Ct (see (!!)), it is easy to check that for any
m == 1, ... ,t and any s E Set)

(4.4)

which implies p(s)Cp(s) -1 == C. So, p(s) E G, and hence p luay be considered as a
homomorphisnl froln Set) to G. It follows frolll (4.4) and the above description of 7f that
7r 0 P = ids(t). 0

Froln now on, we fix tlle splitting homomorphism p: Set) -t G c S(~) defined by (4.3).
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4.1. Retractions of homomorphisms to components. In what follows, wc fix a
normalized homomorphism 'lj; E Homr,t(B(k), S(n)). anel put ai = 'ljJ(ad, 1 :::; i :::; k - 1.
We work with the r-colnponent ([: = {CI, ... , Ct.} of thc permutation a1 keeping in mind
the particular forms of the r-eyclcs Cl, .", Ct cxhibited in condition (!!).

Relations (0.5) show that aj = Cij-1a1a-(j-l) for any j = 1, ... ,k - 1 (as uaual,
Ci = al ... ak-1). For any natural numbers q, Tn such that 1 :S q :::; k - 1 and 1 :::; m :::; t,
we put

C;;:) = aq- l Cm a-(q-1), ([:(q) = {Ci q
), ... ,ciq)}. (4.5)

Clearly, C~) Cm for each m = 1, ... t, alld ([:(1) = ([:; 1110reOVer, the set ct(q) =
{ciq

) , ... ,ciq
)} coincidcs with the r-component <t,.(aq ) of the permutation aq , and for­

mulas (4.5) provide the lllarked identificatiolls

Jq : <t,.(aq) = ([:(q) ~ -d t and Jq: S(<t,.(&q)) = 8([:(1])) rv 8(t). (4.6)

In what follows, we always havc in mind these identifications.
Put

clearly,

t

supp <t,.(aq) = supp ([:(q) = ~(q) = ~(ct(q)) = Ciq-l(SUpp ([:) = U ~~) ~ -d t ·

m=l

The set E (q) is invariant under all thc pennutations {jj, j i= q - 1, q + 1 (for each 0f them
commutes with aq ). By the salne reason, for any j i= q - 1, q + 1 and any m = 1, ... ,t,
the r-cycle

(5(q) = (j . . C(q) . (j-: 1
m J m J

belongs to thc cyclic dceolllposition ofaq , and thcrcforc C1~i) coincidcs with one ofthe cycles

eiq
), . .. ,c;q). Thereby, for eaeh j E {I, ... ,k - I}, j #- q - 1, q + 1, the correspondence

rn = 1, ... ,t,

gives rise to the pennutation g;q) E S(ct(q)) ~ S(t), and wc obtain the correspondence

(jj t-+ 9}q) E S ( Q:(q)) ~ S(t),

such that

jE{1, ... ,k-1}, j i= q - 1, q + 1, (4.7)

aj' C;;:)· aj1 = 93 (C!::)) = C~q), s = 9j(m). (4.8)

It is convenient to introcluce SüIlIC special notations for some of the above objects eorre­
sponding to thc values q = 1 and q = k - 1. Naluely, wc Pllt

(1)
gi = 9"+2
C* = C(k-1)

7Tl m

and

and

for i = 1, ,k - 3,

für rn = 1, , t,
(4.9)
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(,!* = (,!(k-1) = {C;, ... ,C;}, C'" = C; ... C; 1 1:* = ~(k-l) = supp (,!*. (4.10)

We should also keep in lnind that

Cm = Ct~~)' C = Cl'" Ct , (,! = {Cl, ... , Ct} = (,!(1) ,

1:m = 1:~) = snpp Cm , ~ = E(l) = snpp <!.

The construction of §4.0 applies also to thc 1'-cycles c; l' •• , C;. Namely, we denote by
G'" the centralizer of the deinente* = Ci ... C: inS(E*), anel elenote by H* ~ (Z/ r Z) t the
Abelian normal subgroup in G* generated by all the r-cyclcs Ci, ... ,cr Then G'" / H* ~
S(<!"') I'"V S(t), and we obtain the exact sequencc

1 -t H* -t G* ~ S(t) -t 1. (4.2*)

The projection 1T'" may be described as follows. Any elen1ent 9 E G* commutes with the
product C* = Ci ... C;, and thus

C ... C'" C'" C* -1 C* -1 C",-l1 ... t = g' 1'" t' 9 = 9 19 ... 9 t 9 .

Since Ci, ... ,c; and also 9Ci9-1, ... ,9C;9-1 are disjoint 1'-cycles, there is a unique
permutation s'" = s; E S(t) such that gC:ng- 1 = C;.(m) for a11 rn,i we put 1T*(g) = s;. The
following statement follows ilnmediately fron1 Ollr definitions:

Claim 3. The conjugation by the element ak -
2 = 'ljJ(a k

- 2 ),

C,p: S(n) 3 A Ho li k - 2 . A· li-(k-2) E S(n),

provides the commutative diagram

1

1

H G 1t' ) S(t) ) 1) )

~1c~ ~1c~ lid (CD[r, tj 'ljJ])

) H'" ) C'"
71".

) S(t) ) 1

The first line of this diagram (the exact sequence (4.2)) is universal for all normalized
homomorphisms 'ljJ E HOll1r ,t(B(k), S(n)). However, the second line (the exact sequence
(4.2"')) and the vertical isornorphisms e.,p may depend on 'ljJ.

As wc know, Qk is a central element in B(k) (see (0.8) or §0.4); this implies some useful

relations between the pcrnllltations g;q) (with various (J, j) dcfincd by (4.7),(4.8).
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Lemma 4.2. a) 1f 1 ::; q ::; k - 3 then
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(q) _ (k-1) _ '"
9j - 9j-q-1 - 9j-q-l

b) 1/ 3::; q ::; k - 1 then

9(q) - 9(1) - 9
j - j+k-q+l - j+k-q-1

P articula1'lyJ

>I< (k-1) (1)
9j = 9j = 9j+2 = 9j

fo1' q + 2 ::; j ::; k - 1.

fOT 1::; j ::; q - 2.

fOT 1 ~ j ::; k - 3.

(4.11)

(4.12)

Praa/. a) Take any m E {1, ... , t} and any q,j such that 1 ~ q ~ k - 3, q+ 2::; j ::; k -1,

and put s = g;q)(m). It follows from (4.5) anel (4.8) that

c(q) = 9~ (C(q») = Ci· . C(q) . Ci:- 1
8 ] m J m ]

_...... ......q- 1c ......-(q-1) ...... -1 _ ...... ......q-1 C (...... ......q-1)-1
- (Jj . a ma . a j - ajO'. . m' O"jO'. .

Since (ik COInn1utes with auy clClncnt in Im W, wc have

and thus
...... ......q-1 _ ...... -(k-q-1)...... ......k-2
C7jO'. - a (Jj-q-1 . a .

Relations (4.13),(4.14) anel (4.5) (the latter onc with q = k - 1) show that

. 1

C
(q) - ......-(k-q-l)....... ......k-2 . C . ( ......-(k-q-1)....... ......k-2)-
8 - 0:' O"J-q-1 a m a a]~q_1a

_ ...... -(k-q-1)....... . ......k-2 . C . ...... -(k-2) . ( ...... -(k-(J-1)....... )-1- a C7J - q-1 a m a 0:' a J - q -1

_ ......-(k-q-1) . ....... . C(k-1) ....... -1 . ......k-q-1
- a (J'J-q-1 m a j -(J-1 a

According to (4.8) (with q = k - 1 and j - q - 1 instead of j), WB have

(4.13)

(4.14)

(4.15)

...... . . C(k-l) ....... -1 _ (k-l) (C(k-1)) _ C(k-1)
a J - q -1 m aj_q_1 - 9j-q-l m - 8 1 ,

thus, (4.15) can be written as

where s' = g\k-l) (m)']-q-1 ,

C
(q) - ...... -(k-q-l) C(k-l) .......k-q-l
8 - a . 8' a

_ ...... -(k-q-l) . ......k- 2C ...... -(k-2) .......k-(J-l - ......q-l . C .......- (q-l) - C(q)
- a a 8'0: 0: - a 8 ' a - 8"

where

(4.16)

,I _ (k-l) ( )
.'l - gj-q-1 1n .
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It follows from (4.16) that S = s', and thus 9;q) (7n) = 9;~~~1(rn). The latter relation holds

für any m E {I, ... , t}, which Iueans that 9;q) = 9;~~~1 = gj-Q-l'

b) Für any q = 3, ... ,k - 1, any j = 1, ... ,q - 2 anel every m, = 1, ... ,t we have:

C (q) - -- - . C(q) . ---I - --. --q-l . C . ---(q-l)---l
s - a J m a j - aJCf m Ü O'j

- --q-l--k-q+1-- ---(k-q+l) C --k-q+l---1---(k-q+1)---(q-1)
- Cf Cf ajCf . m' a a j er Cf

- --Q-1-- C ---1 ---(q-1) - --q-1 C ---(q-l) - c(q)- a aj+k-q+1' m' a j +k _ q+ 1Cf - Cf . Si' Cf - s"

h - (q)() l' - (1) () C tl (q) _ (1) -
W ere s - Bj m ane s - 9j+k-q+l m. ünsequen y, 9j - 9j+k-q+l - 9j+k-q+l.

Using the latter relations for q = k - 1, wc obtain (4.12). 0

CONSTRUCTION OF THE HOMOMORPHISM n. Asslllue that k > 3 anel denüte by SI, ... , Sk-3

the canonical generators of the braid group B(k - 2). Considcr thc homomorphisms

W: B(k - 2) --* Sen),

w*: B(k - 2) --* S(n),

W(sd = 'l/J(ai+2) = ai+2,

\lJ*(Si) = w(ad = ai,
(i=1, ... ,k-3). (4.17)

According to (4.7),(4.8), we have:

\T,( ) C \T'( )-1 - -- C ---1 - (1) (C(l))
'±' Si . m' '±' Si - O'i+2' m' O"i+2 - Bi+2 m

= C~I) = Cg;(m) , S = 9~;2(7n) = 9i(m),

.T.*( _). C* . \TI*( .. )-1 = -- .. C* . --:-1 = ~k-1) (C(k-1))'±' Ss m '±' SI a l m a s 9s in

C (k-l) C* (k-l) () ... ( )= s = g; (m) , S = Bi 711. = gi m ,

(4.18)

(4.18*)

for any i = 1, ... , k - 3.
Thc image of W is gcncratcd by thc pcnnlltations aj, 3:::; j :::; k - 1; since any

such aj commutes with a1, Lemma 1.4 iInplics that the set I: = supp l!: is invariant
under the subgroup 11n W~ Sen). Similarly, Iln \lJ* is gcnerated by the permutations ajJ
1 :::; j :::; k - 3, anel thc set I:* = supp l!:* is invariant under thc subgroup Im 'l1* ~ Sen).

Let
WE: B (k - 2) --* SeI:) and \lJE.: B (k - 2) ---t S(I:*) (4.19)

be the reeluctions of thc hOluomorphisms '1J and \lJ* to the invariant sets I: and I:*, respec­
tively (see §0.0.2). That is,

WE(Si) = w(sd I I: = 7j;(ai+2) I I: = ai+2 I E,

'!JE. (sd = \lJ* (Si) Il:* = 'l/J(ai) I I:* = (Ti I 1:*

It follows fronl (4.18),(4.18*) that

wE(sd . Cm . WE(Si)-l = Cgi(m)

(i=1, ... ,k-3). (4.20)

(4.21)
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and
Wi:- (sd . C:n .WE~ (sd -1 = C;: (m)

for all m = 1, . . . , t and all i = I, . . . , k - 3, and thus

47

(4.21 *)

Therefore,

which lllcans that 'l'E and '!JE- may bc regardcd as honl0IIlorphisIns [rom B(k - 2) into
the groups G and G*, respec ti vcly.

Relations (4.21), (4.21 *) and the definitions of thc projcction 7f,7f* show that

and 7f*(wi:-(sd) =9: for all i = l, ... ,k-3. (4.22)

Consider the compositions

and
'11" -

0* = 7f* 0 '!JE-: B(k - 2) ~ G* ~ S(t).

(4.26)

(4.26*)

Thc following simple lemma is, in fact, iInportant for uso

Lemma 4.3. a) The homomorphisms 0: B(k - 2) --+ S(t) and 0*: B(k - 2) --+ S(t)
coincide.

b) All the permutations g;q) (1 :::; q :::; k - 1; j =/: q - 1, q, q + 1) are conjugate to each
other.

Praa/. a) Formulas (4.22), (4.22*) show that O(Si) = 9i and O*(Si) = g; for all i =
1, ... ,k - 3. According to LeInnla 4.2(b) (see (4.12)), gi = gi for all such i. Consequently,
0= 0*.

b) Lenuna 4.2 inlplies that for 1 :::; q :::; k - 1 and .7 #- q - 1, q, q+ 1 the permutation g;q)
coincides either with SOlne 9i 01' with SOlne gi. Since thc hüter permutations coincide with
O(sd anel the canonical generators Si are cOl1jugate to each other, all the permutations
g;q) are pairwise conjugate. 0

Definition 4.1. The hOlllolllorphisln 0: B(k - 2) --+ S(t) defined by (4.26) is called
the retraction of thc original normalized honl01110rphislll 'Ij; E HOlllr,t(B(k), S(n)) (to an
r-component Q: of 0\). According to Lemma 4.3, n coincides with thc homomorphism 0*
defined by (4.26*); 0 * is called the co-retraction of 'Ij;. 0

Since the set l: = supp Q: is (Im W)-invarial1t, its cOlnplenlent 1:' = .6.n - 1: is also
(Im w)-invariant, and we can consider thc reduction \]tE': B(k - 2) --+ S(E') of the homo­
morphism W to E':

i = I, ... , k - 3. (4.20')
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Lemma 4.4. Assume that k > 6 and that the hom,omorphism, 'lj; is noncyclic. 1f the
homomorphism WEI is Abelian, then the homouwrphisrns q" WE and 0 are non-Abelian.

Proof. If 'lJ is Abelian, then it is cyclic and W(S3) = W(S4) (k - 2 > 4). So 'lj;(a5) = 'lj;(0'6),
which contradicts thc assunlption that 'lj; is nOllcyclic.

Since "E and L:' are disjoint, \lJ is the disjoint product of thc reductions WE and WEI.
Since 'lJEf is Abelian and we have already proved that W is non-Abelian, 'lJE roust be
non-Abelian.

Finally, assume that the hOlllolllorphism 0 = 7r 0 WE is Abelian. Then

that is, (4.27)

Since k - 2 > 4, thc group B' (k - 2) is perfcct. On thc othcr hand, the group H is Abelian.
Hence, (4.27) implies that wE(B'(k - 2)) = {I}; this lneans that the homomorphism \l1 E

is Abelian, which contradicts thc statement proven abovc. D

The construction described abovc providcs HS with thc universal exact sequence (4.2)
with the fixed splitting p. This sequence anel the hOlllo111orphislllS 'lJ E anel 0 elefined by
(4.20), (4.27) form thc COIllIllutative diagram

1 ---t) H G

====== B(k - 2)

in
S(t) --~) 1

(4.28)

Thc homomorphism '!JE defined by iJE(sd = 'I/J(ai+2) I E, 1::; i ::; k - 3 (see (4.17),
(4.20)), keeps a lot of information on the original normalizcd hOlllomorphism 'lj;. Hence, it
seeIllS reasonable to find out to which extent wc can rccover thc homomorphism WB if we
know the homolllorphisIll O.

Remark 4- .1. Let us clarify the actual nature of this problenl.

Wc are interested to classify (as far as possible) hOIllolllorphisms B (k) ---+ S (n) up
to conjugation. If thc perrnutation 0\ corrcsponding to such a homomorphism 1./J has
an r-coillponent of length t, thcn, without lass of gencrality, we may assume that 1./J is
normalized. So, we have eliagram (4.28) corrcsponding to this 'lj;. Suppose that we can
somehow find out what is thc homomorphisIll WE. Thcn wc know all the restrictions
'l/J(0'3) I L:, ... ,'l/J(ak-l) I E. This would providc us with an essential (and in same cases
even sufficient) information to determine the hOllloIllorphislll 'lj; itself. The knowledge of
all these restrictions is certainly the best possible result, which we may hope to get by
studying diagram (4.28).

Unfortunatcly, if 1./J is unknown to us, then we know neithcr 0 nor WE in diagram (4.28).
A reassuring cirCUIllstance is, however, that k - 2 < k and t S n/r < n. Hence, we

may suppose that we sncceeded in c1assifying thc hOlllOl110rphisIllS B(k - 2) ---+ S(t) up to
conjugation, meaning that we havc a finite list of pairwisc nonconjugate homomorphisms
Op: B(k - 2) ---+ S(t) (p = 1, ... , N) such that any n E HOln(B(k - 2), S(t)) is conjugate
to one of Op's. Morcover, snppose that for cach Op we havc c1assified up to conjugation
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the hOIlIOmOrphisillS cp: B(k - 2) ---t G satisfying the cOllnllutativity condition 1T" 0 cp = np .

If so, then for any p = 1, ... , N we have a finite list {CP,),(Jl' I 1 ~ qp ~ M p } of the pairwise
nonconjugate reprcscntatives, and any cp E Horn(B(k - 2), G) that satisfies 'Fr 0 cp = np is
conjugate to one of CPp,qp'

Further, let 'l'E and n be the homoillorphisrlls relateel to our (unknown) normalized
homolllorphism'ljJ E Homr,t(B(k), S(n)). Then n = 80p 8- 1 for sorne p and some 8 E S(t).
Using the splitting p, define thc homomorphisrll cp: B(k - 2) ---t G by cp = p(S-l )WEP(S).
It is casily seen that there are an element 9 E G ancI an index q (1 ~ q ~ M p ) such
that cP = gcpp,qg-l. Since thc element 9 = p(s)g E G C S(E) ~ S(n), we can dcfinc the
homorllorphisrll

'ljJ: B(k) ---t S(n), ;j; = g-l'lj;g = g-lp(S-l) . 'lj;. p(s)g.

The condition gE G rneans that gCg- 1 = Cj thcrefore,

;j is a Ilormalized hOlnomorphism in Honlr,t(B(k), S(n)) conjugate to our originalllomo­
morphism 'ljJ .

.- .....- ........ ..........---
Let 'l' E and n be the hO~lonlorphismsrelated to this hOIllorllorphislll 'ljJj then 7T 0 'l' E = n.
The set E = supp C is ~((Ti+2)-invariant (for any i, 1 ~ i ~ k - 2), and (by definition)

the pcrnlutation ~ E (Si) coincides with thc pennutatioll

;J(ai+2) IE = 9-1
. ('lj;(ai+2) I E)· 9 = g-l p(s-I). WE(Si) . p(s),q

= g-1 . cp(sd . 9 = g-l g . cpp,q(sd . g-lg = CPp,q(Si),

which means that ;j(ai+2) I E = cpp,q(sd anel ~E = cp,J,q. These observations lead to the
following

Declaration. Suppose that we solved the abovc mentioned classification problems for ho­
momorphisms B (k - 2) ---t S(t) and B (k - 2) -t G. Hence, we have the list 0 f representatives
{CPp,q}. Then, without loss of gcnerality, we rnay aSS1lrnc that the homomorphism 'lj; (which
we want to identify up to conjugation), besidcB the nonnnlization condition (!!), satisfies
for some p, q the condition

(!!!) 'lj;(cri+2) I E = CPPlq(Si) for alt i, 1 :s; i ~ k - 3. 0
We have almost nothing to say about thc first classification problem. If fact, this is

the sarne problerll which we started with, but rather easier (since t ~ n/2)j in some cases
it can bc solved, indced. For instance, if k i= 6 anel n < 2k - 4 then t < k - 2 and any
homornorphism 0: B(k -2) ---t S(t) is cyclic (Thcoretn 2.1(a)); this puts astriet restrietion
to thc original homomorphism 'ljJ.

As to the seeond problerll, it is as folIows:

Problem. Given exact sequence (4.2) and a homOm017Jhism

0: B(k - 2) ---t S(t),

find (up to conjugation) all the homomorphisrns cp: B(k - 2) -t G that satisfy the commu­
tativity relation 7T 0 cp = n.

Wc postpone the study of this problem to §5, sinec we nced first to develop an adequate
tool; thc next subsection is devoted to this task.
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4.2. Homomorphisms and cohomology. In this section we consider a diagram of thc
form

B B

(4.29)

1 >H >C 'Ir )8 >1

where all the groups and all the homomorphisnls are giVCll, and the second horizontalline
is an exact sequence with sorlle fixed splitting homolIlorphisrll

p: 8 -t C, 1r 0 P = ids . (4.30)

Moreover, we assurne that H is an Abelian gr01Lp and identify this group with its image
undcr thc given ernbedding H y C.

Definition 4.2. A horllorllorphism <p: B ---7 C is said to be an O-homomorphism, if
1r o<p = n. The set of all n-homomorphisrns is denoted by Horun(B, G). 0

We consider the composition

c = cn = po n: B..E..t 8 ~ C, 1r 0 e = n, (4.31)

and define the left actions T and T = Tn of the gTOUpS 8 anel B, respectively, on the group
Hby

Ts(h) = p(s) . h· p(s),

Note that if the exact sequcIlce

1-tH~S-t1

(4.32)

(with the fixed spli t ting horuomorphisn1 p) in diagrarn (4.29) is given, then tbe homo­
morphisn1 c = en and thc action T = Tn defined by (4.31), (4.32) are determined by the
homomorphism n. Therefore, in our notation of thc grollps and horuomorphisms related
to the corresponding cohoruology, we use thc sign of thc hon1on1orphism n instead of thc
traditional usage of the sign of an action.

A ruapping z: B -t H with z(1) = 1 is callcd a 1-cochain on B with values in H. A
1-cochain z is a 1-cocycle if its 1-coboundary 8hz: B x B -t H is trivial, that is, if

(4.33)

The group of a1l1-cocycles is denoted by Z~(B, H). Thc subgroup Bh(B , H) ~ Z~(B, H)
consists of aB O-coboundaries, that is, a 1-cocycle z: B ---7 H belongs to Bh(B, H) if anel
only if

thcrc is an element h E H such tllat z(b) = (t5~h) (b) (Jgf (Tbh) . h- 1 'V bEB.

The cohorllology group HÖ(B, H) is defined by

HA(B,H) = ZA(B,H)jBb(B,H).

(4.34)
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For any f2-homomorphisln 'P: B --+ C, define the mapping
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(4.35)

and vice versa, for any 1-cocycIe Z E ZA (B, H), define the lnapping

<.pz: B --+ G, <.pz(b) = z(b)e(b). (4.36)

The following simple lenuna seems very weH knownj howcver, I could not find it in standard
textbooks in homological algebra.

Lemma 4.5. a) The mapping zr.p: B --+ G defined by (4.35) is, in fact, a l-cocycle 0/ the
group B with values in EI.

b) The mapping 'Pz: B --+ C defined by (4.36) is an f2-homomorphism, and, besides, the
1-cocycle Zcp corresponding to this n-homornorphism <.p = 'Pz (via statement (a)) coincides
with the original 1-cocycle z.

Thereby, formulas (4.35), (4.36) define the two (mutually inverse) one-to-one correspon­
dences

ZA(B, H) 3 z r-+ 'Pz E Homn(B, C), Horlln(B, G) 3 'P H zrp E ZA(B, H). (4.37)

Proof. a) Since 1r0'P = n = 'Troe, we have 'Tr (zcp(b)) = 'Tr(cp(b)) (1r ° e) (b- 1) = n(b)n (b- 1) =
1, and thus zrp(b) E Ker 'Tr = H; moreover, zrp(l) = cp(l)e(l) = 1. So, we can regard Zcp as
a l-cochain of the group B with values in H. Further,

which shows that Zcp is a l-cocycle.
b) Sincc Z is a l-cocycle, (8hz) (bI, b2 ) = 1 for all b1 , b2 E B, which means that

e(b1 )z(b2 )e (b11
) . [z(b 1b2 )]-1 . z(b1 ) = 1. Since H is Abelian, thc latter relation may

be written as

hence,

cpz(b 1b2 ) = z(b 1b2 )e(b1b2 )

= z(bde(b 1 )z(b2 )e (b11
) e(b1b2 ) = z(b1 )e(b1 )z(b2 )e(b2 ) = cpz (b 1 )CPz(b2 ),
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which shows that cpz: B --+ G is a group homolllorphisll1. Moreover, z(b) E H = Ker 1r for
any bEB, and 1r 0 e = 0; thus, 1r(CPz(b)) = 1r(z(b)e(b)) = 1r(z(b))1r(e(b)) = O(b) and cpz is
an O-homomorphisIll. Finally, applying (4.35) to thc O-hOIllolllorpmsm cp = cpz and using
(4.36), we have

which concludes the proof. o
Our imIllediate goal is to study O-homomorphisms B --+ G up to conjugation. In view of

the previous leITIITIa, it is useful to find out thc binary relation in Zfi(B, H) corresponding
to the conjugacy relation" "," for O-hoillomorphisms. Thc optimistic expectation that the
equivalent cycles lnust be in thc salne cohomology class is not very far from the truth.
Actually, it is so under some simple and soft additional restriction on n.

Definition 4.3. Two O-homomorphislllS CPI, CP2: B --+ Gare called H-conjngate, if there
exists an element h E H such that

for all bEB. If the latter condition holds, we write CPI ::::::: 'P2.

(4.38)

o
Clearly, ::::: is an equivalence relation Oll the set HOll1n(B, G), whicl1 is stronger than the

usual conjugacy relation "-! (that is, 'PI ::::::: 'P2 implies 'PI "-! 'P2)' There is thc following evi­
dent inclusion involving the centralizers: 1r{C(1r- I (!ru 0), G)} ~ C(Im 0, S). In general,
this inclusion may be strict; however, if

(i) C(Im 0, S) = {I}, that is, the celltralizer oE thc sllbgroup O(B) ~ S in S ia trivial
(for instance, 0 is sUljective, and tlw center oE S ia trivial)

or the group G is Abelian, then we have

1r{C(1r-
I (Im 0), G)} = C(IIll 0, S). (4.39)

Proposition 4.6. Let 'PI, tp2: B --+ G be two O-hornornorphisms, and let ZI = Zl{)l' Z2 =
ZI{)2 be the corresponding l-cocycles.

a) The relation <PI ::::::: tp2 holds if and only if Z1Z21 E ß"h(B, H). Thus, the set of the
:=:::-equivalence classes of O-homomoryhisms is in nat7tl'al onc-to-one correspondence mith
the cohomology gr071p HÖ(B, H).

b) ASS7L1ne that condition (4.39) is held. Then the relations tpl "-! tp2 and!pl ~ CP2 are
equivalent, and the set 0/ the classes of conjugate O-hornomorphisms B --+ G is in natural
one-to-one correspondence with the cohomology group HA (B, H).

Proof. a) First, assume that tpl ::::::: tp2; so, for SOllle h E H, we have

!P2 (b) = h . tp1(b) . h- 1 für aU bEB.
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According to (4.35), ZI (b) == 'PI (b )c:(b-1), Z2 (b) == 11, • 'PI (b) . 11, -1 . c:(b-1). Consequently,

zl(b)(Z2(b))-1 == ['Pl(b). c: (b- 1)] . [11,. cpl(b). 11,-1. c: (b- 1)]-1

= [cpl(b). e (b- 1)] . [c:(b). h· CPl (b- 1) .11,-1]

== [cpl(b). c: (b- 1)] . [c:(b). h· c: (b- 1)] . [c:(b). cpl (b- 1)] . [h- 1].

(4.40)

The four expressions in the brackets in the third line of (4.40) belong to the Abelian nonnal
subgroup H c G, and the first and thc third of thenl are rnutually inversej hence,

for all bEB,

and Z1Z21 E Bh(B, H).
Now, let Z1Z2 1 E BA (B, H). Then there is an elenlcllt 11, E H sueh that for all bEB

zl(b)· [z2(b)]-1 == (8ßh) (b) == (Tbh) .11,-1 == [e(b) . h· e (b- 1)] . h-1. (4.41)

By (4.36), cpj(b) == zj(b)e(b), j == 1,2. Using (4.41) anel conlmutativity of H, we have

'P2(b)· [h. CPl (b- 1) . h-1] == [z2(b)e(b)]· [11,. e (b- 1) (zl(b))-I. 11,-1]

== Z2 (b)(Z1 (b))-1 . Z 1 ( b)(Z2 ( b) )-1 == 1;

so, <P2(b) == h· cpl(b) .11,-1 for all bEB and cpl ~ CP2.
b) In view of (a), we should only prove that (under condition (4.39)) <PI t'V CP2 implies

'PI ~ <P2· The relation CPl t'V 'P2 means that there cxists an elernent 9 E G such that
cp2(b) == 9 . <PI (b) . g-I for all bEB. Since <.pI and CP2 are O-homolnorphisms, we have

O(b) == (7r 0 'P2)(b) == 7r [g . 'Pl(b) . g-l] == rr(g) . (7r 0 'Pt}(b) . 7r(g-I) == 7r(g) . O(b) . rr(g-I)

for all bEB; thus, 7r(g) E C(Irn 0, S). It follows frorll (4.39) that there is an element
gE C(n-I(Im O),G) such that 7r(9) == 7r(g); clearly, the elernent h == 99- 1 is in H. The
element gcommutes with any elernent of the snbbJTOUp 7r -1 (Iln 0). Trus subgroup contains
the inlage of any O-hornomorphism B -t G; hence, ?i COllUIlutcs with all the elements 'PI (b),
bEB, aud

This shows that 'PI ~ 'P2· o



54 VLADIMIR LIN

Remark 4.2. If we replace 0 by a conjugate hOlllolllorphislll 0', O'(b) = sO(b)s-t, and
definc the corresponding E' = Ef},' and T' = Tf},' according to (4.31),(4.32), then we have
the bijection

z'(b) = p(s)z(b)p(S-l),

which induccs an isomorphisIll of thc COhOIlIOlogy groups H~(B, H) ~ H~, (B, H). We
have also the bijection

which is compatible with the equivalence relations:::::;:, :::::;:'. Thc Inatching between cocycles
and (0- 01' 0'-) homomorphisms defincd by (4.35),(4.36) is also cOlupatible with the above
bijections. Moreover, if 0 satisfies (4.39), thcn 0' docs as weIl. Combined with Remark
4.1, this shows that in our problem we may frecly pass froln a homomorphism n to a
conjugate oue. 0
Remark 4.9. Even if condition (4.39) is not held, we may CODlpute the cohomology
group H~(B,H), choose some 1-cocycle Ztl in each COhOlllOlogy class 1i, and then take the
corresponding 0-hOIllol1l0rphis111S 'Ptl = 'PZ'H' Thc hOllloIllorphislllS 'Ptl corresponding to
distinct COhOlllOlogy classes 1i cannot be H-conjugate; hut SOIlle of them cau be conjugate
(by means of an element in G). Even if this happen::;, thc hOlllomorphisms 'P1i, 1i E

HÖ(B, H), forIll a complete system of O-hOlllolllorphisIllS B ----t C, meaning that any 0­
hOlllolllorphislllS 'P: B ----t G is conjugate to SOUle of 'P1-l. Such a system {'Ptl} provides us
with a solution of our problelll (Iuaybc, not with "thc best" onc; see Remark 4.1). Anyway,
this procedure redllces our nonlinear classification problcrll to computation of cohomology,
which is, in asense, a linear algebra problenl. 0
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§5. O-HOMOMORPHISMS AND COHOMOLOGY: SOME COMPUTATIONS

In this scction, we study SOlnc particular diagralns of the fonn (4.29) and compute the
corrcsponding cohomology and O-homoillorphislns. Nalnely, wc consider a diagram

B(n) B(n)

1n (5.1)

1 ---+) H --). G 11" ) S(t) -----+) 1,

where 0: B(n) -t S(t) is sOlne given homonlOrphisl11 of thc braid group B(n) inta the
sylnmetric group S(t) (n, t 2: 2). Wc fix sOllle Abclian group A, which is written as
additive, and assulnc that H is thc direct SUlll of t copies of A:

t

H = AEBt = ffiA.
j=l

(5.2)

We denote elements of thc group H by bold letters (say h) anel regard thcm as "vcctors"
with t "coordinates" in A: h = (al, ... , at ) EIl, a1, ... , (J,t E A. We consider the standard
left action r of thc synunetric group S(t) on this group H. Nanlcly, for any element
h = (al, ... , at ) E Hand any s E S(t), we put

(5.3)

Thc group G is assumed to be thc semidirect product 11 AT S(t) of thc groups Hand S(t)
correspanding to the action r. That is, G is thc set of all pairs (h, s), h E H) s E S(t),
with the multiplication

(h, s) . (h', s') = (h + rsh',..,· s'). (5.4)

Thc injection j: H '---+ C, the projection 1r: G -t S(t), the splitting hOlnomorphism
p: S(t) -t C, and thc honlomorphism e: B(n) -t G a.re defincel as follows:

j(h) = (h, 1), 7f(h, s) = s, p(s) = (0, s), e(b) = (p 0 O)(b) = (0, O(b)). (5.5)

We identify any elenlent h E H with its ünuge j(h) = (h,l) E C (howcver, we must
remcmber that thc group H is additive) and G is multiplicativc). The left action T of the
group B(n) on the group H is defined by thc given hOlllolnorphism 0 and the action T:

For a cocycle z E ZJ.(B(n), H), we havc z(l) = °and

(this is thc additive version of (4.33)); thus,

(5.7)
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Particularly, setting b1 = band b2 = b- 1 , we obtain

(5.8)

It follows froln (5.7),(5.8) that any l-cocyc1e Z is cOlnplctcly detennined by its values

(5.9)

on the canonical generators SI, ... , Sn-l oE thc group B(n).
Assurne that same elernents

hi = (af, ... , aD E H, a{ E A, 1 ::; i :::; 11. - 1, (5.10)

are given, and we are looking for a cocycle Z E Z}(B(n), II) with the values

1 ::; i::; 11, -1. (5.11)

Since SpSq = SqSp whencvcr 1 ::; p, q ::::; 11, - 1 anel Ip - ql 2: 2, we havc for any such p, q the
relation z(spSq) = z(SqSp). In view of (5.7), thc latter relations nlay be written as

TSpz(Sq) + z(sp) = Tsqz(sp) + z(Sq),

which shows that the elClncnts (5.10) must satisfy thc relations

(5.12)

1:::; p,q::; n-1, jp-QI2: 2. (5.13)

Wc shoulcl also take into account thc braid relations SpSp+lSp = S])+ISpSp+l, 1 ::; p < 11,-1,
which leads to the conditions

(5.12')

and

(5.13')

Thc following lemma is evident.

Lemma 5.1. A cocycle Z E ZJ.(B(n), H) with the valucs Z(Si) = h i (1::; i :::; 11, - 1) does
exist if and only if the ele1nents hi satisfy relations (5.13), (5.13'). 1f these relations hold,
then the eorrcsponding cocycle Z is 1J,niquely determined by the elernents hi . Moreover, this
eoeycle z is a coboundary ij and only if there e:cists an elcment h E H such that

JOT all p = 1, ... , 11 - 1. (5.14)

The cohomology group Hf (B (11,), H) is isomorphie to thc quotient group Z / B, where Z
consists of alt the solutions (h l , ... , h n - 1] of thc lineaT system (5.13), (5.13'), and B ~ Z
is the subgroup consisting of alt the solutions [h1 , ... , h n - 1] such that there is an element
h E H that satisfies (5.14). 0

If the action T is given explicitly, the cOlnputation of the quotient group Z / B is a
routine (however, it can be very long).

In the sequel we use the coordinate representation (5.10) of thc vectors hi E H.
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Lemma 5.2. Assume that t = n and that 0 = I),: B(n) --+ 8(n) = 8(t) is the canonical
projection. Then systern 01 equations (5.13) is equivalent to the system

1 5: p, q 5: n - 1, 1]1 - ql 2: 2, (5.15)

and system (5.16') is equivalent to

u~ = U~+l' 1 5: q :s; n - 2, 1:::;]J:S 1/" P i= f), q + 1, q + 2;
q+2 - q 1 < < 2uq - aq+l' _ q _ n - ;

q q+l _ q+l q+2 1 < < 2uq + uq - aq+1 + aq+1 , _ q _ n - .

(5.15')

Proof. Take any elelnent h = (al, ... ,an) E H. Using thc definitions (5.3), (5.6) of the
actions T and T, anel taking into account that for 0 = /-L wc havc

O(sp) = (p, p + 1), O(spsp+d = (p, p + 1, p + 2), anel O(Sp+lSp) = (p + 2, P + 1, p),

we cau reaelily compute that

_ ( 1 p-l p+l P p+2 p+3 n)- a , ... ,a ,a ,a ,a ,a , ... ,a,
"-....-"

T h - ( I p-I p+2 P p+I p+3 n)
8 s +1 - a , ... , a , a ,a ,a , a , ... ,a ,

p p " ....

T h - ( I p-l p+I p+2 P p+3 n)
S p+ I S p - a ,... 1 a , ~L , a 1 a " (L 1 • • • ,a

....

(5.16)

(we underbrace the I'nonregular" permuted parts). Using these formulas, we can write
relations (5.13), (5.13') in thc coordinates; after evident cancellations, this leads to (5.15)
anel (5.15'), respectively. 0

Now we can compute certain cohomology and honlolllorphislllS.

Remark 5.1. Assume that A = Z/rZ and take the following t disjoint r-cycles

Gm = ((rn - l)r + 1, (m - l)r + 2, ... ,n~r) E 8(rt), m = 1, ... ,t.

Identify any h = (al, ... , at) E (7l/rZy~t with the product cf ... cf E S(rt). Thereby, we
obtain an enlbedding (Z/rZ)ffi t Y S(rt). Using this embcdding and Lemma 4.1, we may
identify the sccond horizontal Hne of diagralll (5.1) with thc exact sequence (4.2). This
identification is cOlnpatible with the actions, splittings, etc. This Illeans that for the group
A = Z/rZ any O-honlomorphism in diagram (5.1) 111ay be regarded as a homomorphism
B(n) --+ G c S(rt). .

When A is a COllullutative ring with unit 1 (say A = Z/rZ) 1 we set

ei = (0, . . . ,0, 1, 0, . . . 1 0) EH, 1::; i ::; t.
"-....-" "-....-"
i-I times t-i times

(5.17)

Clearly, in this case H is a free A-module with the [ree base eI, ... ,et, and the action T
on H is cOIllpatible with thc A-module structure of H. Hence, thc cohomology group is
also an A-lllodule. 0



58 VLADIMIR LIN

(5.18)(1 ::; i ::; n - 1)

Theorem 5.3. Assume that t = n and that n = 11: B(n) --+ S(n) = S(t) is the canonical
projection. Then

H~(B(n),Affin) rv A EB A.

11 A is a ring with unit, then the A-module H~(B(n), Affin) is generated by the cohomology
classes of the following two cocycles Zl, Z2:

ZI (Si) = ei+l,

Z2(sd = el + ... + ei-I + ei+2 + ... + en'

Proof. a) Any solution h l , ... , h n - I of the systeul of equations (5.15),(5.15') is of the form

hi = ( b, ... , b , Ci, a - Ci,
~

i-I times

b, ... , b ),
~

n-i-l times

i=1, ... ,n-1,

where a, band Cl, ... , Cn-I are arbitrary elements of the group A (the elements a and b da
not depend on i). Hence,

n+l

Z = Z~(B(n),H) ~ A$n+l = Ef)A.
i=1

Such a solution satisfies the system of equations (5.14) für SOHle h E H iE and only iE
a = b = O. That is, thc subgroup

B = B~(B(n), H) ~ Z~(B(n), H)

consists of all [hI, ... , h n - l ] of the form

h i = ( 0, ... , 0 , Ci, - Ci ,
'-v--"

i-I timcs

0, ... ,0 ),
'-v--"

n-i-l times

i = 1, ... ,11 - 1.

This implies that any cohomology class in H~(B(n), H) contains a urnque cocycle Z E
Z~(B(n), H) that takes on thc generators SI, ... , Sn-l thc values of the form

Z ( Si) = h i = ( b, ... , b , 0, a,
~
i-I timcs

b, ... , b ) 1

~

n-i-l times

i = 1, ... , n - 1, (5.19)

where eleluents a, b E A do not depend on i. Therefore, H/~(B(n),Affin) f'V A ffi A.
Now, if A is a ring (with unit), any cocycle of the fonn (5.19) may be represented as

Z = a . ZI + b . Z2, where Zl, Z2 are defined by (5.18). D

Remark 5.2. Remarks 4.2 and 2.2 show that for n =1= 4,6 Theorem 5.3 applies, in fact,
to any noncyclic homolnorphism 0: B(n) --+ S(n). Naulely, for such a homomorphism 0,
we have Hö(B(n), Affin) rv H~(B(n),Affin). D

Now wc should COI1lpute thc Affi6- coholuology for thc two exceptional homomorphisms
o = 1/JS,6: B(5) --+ S(6) and 0 = lJ6: B(6) --+ S(6), wherc 1/JS,6 is defined by (3.6') and lJ6

is Artin's homolnorphisln (§O.5). We skip some completely elCInentary details, since the
computations are very long.
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Notation. Für an additive Abelian grüup A, we denote by A 2 the subgroup in A consisting
of the zero elelnent and all elements of order 2: A 2 = {a E A I 2a = O}. 0
Theorem 5.4. Let n = 5, t = 6 and let 0 = '1/;5,6: B(5) -+ 8(6) be the homomorphism
defined by (3.6), (3.6'). Thcn

Moreover, any cohomology class contains a cocycle z that takes on the canonical generators
Si E B(5) the values z(sd = h i of the form

h l = ( 0, x+2y, 0, x+ 2y, 0, x+ 2y)

h 2 = ( 0, 0, x+2y, x + 2y, :c + 2y, 0 )

h 3 = (-y, x+3y, x+3y, 2y )
(5.20)-v, x,

h 4 = ( X 2y, 2y, 2y, x, x ),

where x E A 2 and y E A.

Proof. The action T = T1/J~,6 of B(5) on the group AffiG corresponding to the homomor­
phism 1/;5,6 is given by

T ( I 2 3 4 5 6) (2 I 4 3 G 5)
81 a ,a ,a ,a ,a ,a = a 1 CL ,CL ,CL ,a 1 a 1

T ( I 2 3 4 5 6) (5 3 2 G I 4)
82 a ,a ,a 1 a 1 a ,a = a 1 a ,a ,a ,a ,a ,

T ( I 2 3 4 5 6) (3 4 I 2 G 5)
83 a ,a ,a ,a ,a 1 a = a ,CL ,a ,a ,a ,CL ,

T ( I 2 3 4 5 6) (2 I 5 G 3 4)
84 CL l CL ,a ,a 1 a 1 a = a ,a l CL ,CL ,a ,CL •

Let z be a cocycle with thc values Z(Si) = h i = (at, "'l CL?) E AffiG, i = 1,2,3,4. Then thc
system of equations corresponding to the cOllunutativity relations Si += Sj (li - il > 1)
and the braid relations SiOOSi+I betwcen thc generators Si looks as follows:

3 5 _ 3 4.
(LI - a l - a4 - a 41

G 4 6 5.
(LI - a l = a4 - a4'
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a~ - a~ + a~ = a~ - a~ + a5; a~ - a~ + a~ = a5 - a~ + (L~;
4 2 5 4 6 3. 5 6 3 5 1 4

a 2 - a 2 + a 2 = a 3 - a3 + a3' a2 - a2 + a2 = (J,3 - a3 + (1,3;

a3 _ a 1 + a4 - a3 a 2 + a5 .2 2 2 - 3 - 3 3'

a6 - a5 + a2
- a6 a4 + a 1.2 2 2 - 3 - 3 3'

a~ - a5 + a~ = a~ -Ia~ + a1; a5 - aj + a~ = a~ - a1 + a~; a~ - a~ + a5 = a~ - a~ + a~;
4 6 1 4 2 5. 5 3 4 5 6 1 G 4 3 6 5 2a3 - a3 + a3 = a4 - a4 + a4' a3 - a3 + a3 = (1,4 - a4 + (L4; (L3 - a3 + a3 = a4 - a4 + a4 •

Straightforward computations show that the general solution hi = (aL ... , a~) (1:::; i :::; 4)
of this systenl depends linearly (over Z) on seven panuueters Xl, ... ,X7 E A that must
satisfy thc only relation

2Xl = O.

Explicitly, the general solution is of the form

(5.21)

Ia l = X3

a~ = Xl + 2X2 - X3

3_
al - X4

1 _
a2 - X6

2_
a2 - X7

a~ = Xl + 2X2 - :C7

I
a3 = -X2 + X3 + X7

a5 = -X2 + X4 + I7

a~ = Xl + 3X2 - X3 - X7

1 _
a4 - Xl + X3

a~ = 2X2 - X3

a~ = 2X2 - X3 + X6 - X7

a1 = Xl + 2X2 - :C4

5_a l - X5

a~ = Xl + 2X2 - :L5

a~ = Xl + 2X2 - X3 - X4 + Xs + X6 - X7

a~ = Xl + 2X2 - :1:6

a~ = X3 + X4 - :1:5 - X6 + X7

a~ = Xl + 3X2 - :C4 - X7

S _ +
a3 - Xl Xs

a3 = 2X2 - X5

a~ = 2X2 - X3 - :1;4 + Xs + X6 - X7

a~ = Xl + X3 - :1:6 + X7

a~ = Xl + X3 + :1;4 - Xs - X6 + X7

To select the solutions corresponding to coboundaries, we lUllst find out all the solutions
hi = (aL ... , a~) (1:::; i :::; 4) such that the systelll of cquations

1 ::; i :::; 4,
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has a solution h = (u I , ... , U
6 ) E A ffi 6 . In cooreI inates, this systeIl1 of equations looks as

follows:

ai=X3=u
2

_U
I

;

ai = Xl + 2X2 - X3 = ul
- u

2
;

a3 - x - u 4 u 3 .1 - '4 - - ,

a~ = x6 = u S - U I;

a2 - x - <),3 u 2 •2 - ,7 - .... - ,

3 2 2 3a2 = Xl + X2 - X7 = U - U ;

af = Xl + 2X2 - :(;4 = u3
- u4

;

ar = Xs = 1/
j

- 'lL
5

;

a~ = Xl + 2:C2 - :[;5 = u5
- UGj

4 _ 2 6 4
a 2 - Xl + X2 - X3 - X4 + Xs + X6 - X7 = U - U j

s 2 1 S
a2 = Xl + X2 - X6 = n - 7L ;

a~ = X3 + X4 - Xs - :(;6 + X7 = u4
- u6

;

(h~)

(h~)

aj = -X2 + X3 + X7 = 11,3 - 1l\

a5 = -X2 + X4 + X7 = 11.
4

- u2
j

a~ = Xl + 3X2 - X3 - X7 = u
l

- u3
;

I _ 2 1.
a4 = Xl + X3 - U - U ,

a~ = 2X2 - x3 = u
l

- n 2
;

3 2 S 3.
a4 = X2 - X3 + X6 - X7 = 1J, - u ,

4 3 2 4
a3 = Xl + X2 - X4 - X7 = U - U ;

a~ = Xl + Xs = 11,6 - USj (h;)

ag = 2X2 - Xs = 11.
5

- u6
;

a~ = 2X2 - X3 - :C4 + Xs + :C6 - X7 = u
G

- u4
;

a~ = Xl + X3 - :r;G + x7 = 11
3

- USj (h~)

a~ = Xl + X3 + :1:4 - X5 - X6 + X7 = u4
- u6

•

It has a solution (u 1, ... ,u6 ) E A ffi6 if and only if thc pa.rameters Xi satisfy the relations

Xl = X2 = O.

I-Ience, the group zJ, (B(5), Affi6 ) of all cocycles is isornorphic to thc direct sum
,+,5,6

(5.22)

Z = A2 EB Affi6 = {(XI, ... , .T,7) E Ae17 I 2XI = O},

and the group B~, (B(5), A$6) of all cobollndaries is isomorphie to the subgroup B c Z
,+,5,0

This means that
H~5.0(B(5),Affi6)rv Z/B rv A2 EB A.

Clearly, any cohomology dass in HJ, (B(5), AffiG) contains a cocyclc ofthc form (h1)-(h4 )
,+,5,6

with X3 = X4 = Xs = X6 = X7 = 0; this proves (5.20) (with X = Xl E A2 , y = X2 E A). 0

Remark 5.3. In the next theorem we use SOlne details of the proof of Theorem 5.4. To
silnplify our notations, wc denote the systenl of equations (SI;:::! S3) - (S3OOS4) by (5), and
formulas (h1 ) - (h4 ) by (1-l). We denote by (Ho) thc fOl'lnulas for (Li given by (ht} - (h4 )

with the particular value Xl = O. Finally, we denote by (Uo) thc system of equations
(h~) - (h~) with thc salne partieular value Xl = O. It follows frOll1 the proof of Theorem
5.4 that system (Uo) has a solution (u l , ... , u 6 ) E A$6 if and only if X2 = O. 0
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Theorem 5.5. Let t = n = 6, and let n = /JG: B(6) --t 8(6) be Artin's homomorphism.
Then

Any cohomology class rnay be represented by a cocycle that takes on the canonical generators
Si E B(6) the values Z(Si) = h i 0/ the form

z(st} = h 1 = ( 0, 2y, 0, 2y, 0, 2y)

Z(82) = h2 = ( 0, 0, 2y, 2y, 2y, °)
Z(83) = h3 = ( -y, -y, 3y, 3y, 0, 2y) (5.23)

Z(84) = h 4 = ( 0, 2y, 2y, 2y, 0, °)
z(ss) = hs = (-2y, 0, 2y, 4y, 0, 2y)

Proo/. According to (3.6'), we may regard thc hOllloIllorphislll 'l/Js,G: B(5) --t S(6) as the
restrietion of Artin's homoluorphism 11G: B(6) --t S(6) to thc subgroup B f'J B(5) in
B(6) generated by thc first four canonical generators 81,82,83,84. Since Eve = po 11(j and
c1/J[},e = P 0 'l/Js,G, we have EV6 I B(5) = E1/J~,el anel thus the B(5)-action T1/J~,e coincides
with the restrietion of the B(6)-action TVß to B = B(5). It follows that thc restrietion
ZB(S) oE any 1-cocyc1c Z E Z~6 (B(6), AffiG) to the suhgroup B(5) = B c B(6) belongs
to Z~5,e (B(5), AffiG). Moreovef, iE such a cocyc1e z is a cobotll1dary, then its restriction

ZB(S) is also a coboundary. So, in order to compnte IJ,;o (B(6), AffiG), we may use some
COlllputations already tnade in the proof of Theorenl 5.4.

Let Z E Z~6 (B(6), AffiG be a cocycle with the values Z(Si) = h i = (al, ... , a~) E AffiG,

1 ::; i ::; 5. Then the eleInents a{ with 1 :::; i :::; 4 tunst satisfy thc system of equations (5).
According to thc proof of Theorem 5.4, they are of the fonn (H.) with some Xl, ... , X7 E A.
Thc elemcnts a{ (1::; i :::; 4) together with thc eleIuents rL§, .", ag runst satisfy the system
of equations (Si ~ Ss), (8400SS) corresponding to the rclations SiSS = SSSi (1:::; i ::; 3)
and 848S84 = 8S8485' Using thc fonllula

for the transformation Ts~ = (TVe ) 8~, we can write down the equations (8 i ~ SS) ,(S40085)

explicitly:
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I 4 3 I 2 6 2 3 4 _ 2 I S. 3 2 6 3 S I
a 4 - a 4 + a 4 = a S - a S + a S ; a4 - a 4 + a 4 - (L5 - a S + (LS' a 4 - a4 + a4 = a5 - a S + a S;

a: - a~ + a~ = a~ - a~ + a~; a~ - a~ + a~ = a~ - a~ + a~; a~ - a~ + a~ = a~ - a~ + a~.

Let us denote the systenl of eqllations (Si +=± 8S) (1::; i ::; 3) and (84oos5) by (Snew)'
By substitution of the expressions (H) for a{ (1::; i ::; 4) in terms of the parameters

Xi into the eqllations (Snew), wc obtain thc system of nonhornogeneous equations (5;;;:)
for the remainder elements a~ E A, 1::; j ::; 6. This (vcry unpleasant!) procedure leads
to thc following result:

Claim. System of equations (5;;;:) has a solution a1 E A (1::; j ::; 6) if and only iE

Xl = O. C1ear1y, tlw latter condition means t1lat thc clclnents a{ (1::; i ::; 4) must be

dIosen according to fonn u1as (Ho). If this is done, thc solubon (a ~, ... , a~) E A EB6 oE (5;;;: )
is unique and reads as follows:

a~ = -2X2 + X3 + X4 + X7,

2_as - X7,

3 - 2as - X2 - X7,

a~ = 4X2 - X3 - X4 - X7,

5(Ls = :[;S,

6 - 2(Ls - :C2 - Xs·

Combined with formlIlas (tio), this shows that

Now we fiUSt select the solutions corresponding to cobounclaries. To this end, we add
the following llew equatiolls (h~)

a~ = -2X2 + X3 + X4 + X7 = U4 - Ul,

2as = X7 = U3 - 11.2,

a~ = 2X2 - X7 = U2 - 11.3,

a~ = 4X2 - X3 - X4 - X7 = 7Ll - U4,

Sas = Xs = 11.6 - 1LS,

(L~ = 2X2 - Xs = 11.5 - 11.6,

(h~)

to the cquations (Uo); then we need to find out whcn thc rcsulting system of cquations
(Uo), (h~) has a solution (u\ ... , u6 ) E AEB6. We lUllst ccrtainly assume that X2 = 0 (this
is necessary for solvability of thc equations (Uo); sec Renlark 5.3). A straightforward
computation shows that, in fact, X2 = 0 is the only conclition for solvability of thc system
of equations (Uo), (h~). That is, a cocycle Z of thc fOTln (tio),(hs) is a coboundary if and
on1y iE X2 = O. Hence,

and thus
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(1 ~ i ::; n - 1). (5.24)

Since the parameters (X3, ... , X7) E A$5 are conlpletely free both in cocycles and cobound­
aries, any cohomology class lllay be represented by a cocycle of the form (Ho), (h5 ) with
X3 = ... = X7 = 0, whieh gives fonllulas (5.23) (y = :E2 E A). 0

Remark 5.4. The homonlorphisms n = J-L: B(n) -4 8(12) and n = V6: B(6) -4 8(6)
are surjective, and the inlage of the homon10rphislll n = 'l/J5,6: B(5) -4 8(6) is isomorphie
to 8(5). In any of these eases, the centralizer of the ilnage In1 n in thc eorresponding
symmetrie group is trivial, and thus the two equivalenec relations ~ and rv on the set
of all n-honlomorphisms coincide (see Proposition 4.6(b)). Hence, to compute all the
O-holllomorphisms up to eonjugation, it is sufficient to choose one coeyele Z in each eo­
homology class (which indeed was done in Theorcllls 5.3-5.5), and then to compnte the
eorrcsponding O-holllomorphisms I{)z defined by (4.36). For thc latter step, we finst also
compute the homolnorphislll c = po 0; this is not a problClll at all , as far as the splitting
p and the homomorphisln n are given explieitly. 0

In the following three corollaries we consider only thc ease when A = Z/2Z, which is
important for some applications (see §6). We skip the proofs since they follow immediately
from the results stated in Theorems 5.3-5.5 (sec also R,clnarks 5.1 and 5.4).

Corollary 5.6. The cohomology group H;(B(n), (Z/2Z)$n) rv (Z/2Z) ffi (Z/2Z) consists
oJ the cohomology classes oJ the Jollowing Jour cocycles:

ZO(Si) = 0 (zero coeycle),

Zl(Si) = ei+ll

Z2(Si) = el + ... + ei-l + ei+2 + + en ,

Za(Si) = Zl(Si) + Z2(Si) = el + + ei-l + ei+l + ... + e n

Any /-Ln -homomorphism W: B (12) -t G c S(212) is H -conjugate to one 0J the Jollowing Jour
J--l-homomoTJ)hisms I{)j, j = 0, 1, 2, 3 (in each J017n1lla 1 ::; i ::; n - 1):

I{)o = po /-Ln = c~n rv J-Ln X/Ln: I{)O(Si) = (2i - 1, 2i + 1)(2i, 2i + 2);

1{)1(Si) = (2i - 1, 2i + 2, 2i, 2i + 1);
, #...,..

4-cyclc

1{)2(sd = (1,2)··· (2i - 3, 2i - 2) (2i - 1, 2i + 1)(2i, 2i + 2)(2i + 3, 2i + 4) ... (2n - 1, 2n);
, .I

V'

two transpositions

1{)3(Si) = (1,2) .. · (2i - 3, 2i - 2) (2i - I, 2i + 2, 2i, 2i + 1)(2i + 3, 2i + 4) .. · (2n - 1, 2n).
, #

V'

4-cycle

Corollary 5.7. The coho1nology gro'Up H~6,6 (B(5), (Z/2Z) EB6) rv (Z/2Z)ffi(Z/2Z) consists
oJ the cohomology classes 0J the Jour cocycles Z (x, y) , (:c, y) E (71 / 27l) ffi (Z/ 2Z) that take
on the generators SI, S2, Ba, S4 the values

Z(x,y)(sd = (0, X, 0, X, 0, x),
Z(x,y)(sa) = (y, y, x+y, x+y, X, 0),

Z(x,y) (S2) = (0, 0, X, X, x, 0),

Z(x,y) (S4) = (x, 0, 0, 0, x, x).
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171 (82) = (1, 10, 2, 9) (3, 6, 4, 5) (7, 11, 8, 12),

111 ( 84) = (1, 3, 2, 4) (5, 10, 6, 9) (7, 12, 8, 11);

Any 'l/J5,6-homomorphism \lJ: B(5) -t G C 8(12) is .H-conjugate to one 01 the following

four 'l/J5,6-homomorphisms 1]i = tP5,6;(x,y), i = 0,1,2,3, (x, y) E (71/2Z) EB (Z/271):

1]0 = tP5,6j(OlO) = c,pr"e :

1]0(S1) = (1,3)(2,4)(5, 7)(6, 8)(9,11)(10,12), 170(82) = (1,9)(2, 10)(3, 5)(4,6)(7,11)(8,12),

1]0(S3) = (1,5)(2,6)(3,7)(4,8)(9,11)(10,12), Tlo(S4) = (1,3)(2,4)(5,9)(6,10)(7,11)(8,12);

1]1 = q,5,6j(I,O) :

171 (SI) = (1,4,2,3)(5,8,6,7)(9,12,10, li),

1]1 (83) = (1, 6, 2, 5)(3, 8, 4, 7)(9, 11, 10, 12),

1]2 = 4>5,6; (0, 1) :

1]2(SI) = (1,3)(2,4)(5,7)(6,8)(9,11)(10,12), 1]2(82) = (1,9)(2,10)(3,5)(4,6)(7,11)(8,12),

1]2 (83) = (1, 6) (2, 5) (3, 8) (4, 7) (9, 11) (10, 12), 1]2 (84) = (1, 3) (2, 4) (5, 9) (6, 10) (7, 11) (8, 12);

113 = 4>5,6;(1,1) :

173(sd = (1,4,2,3)(5,8,6,7)(9,12,10,11),

1]3(S3) = (1,5,2,6)(3,7,4,8)(9,11,10,12),

113 (82) = (1, 10, 2, 9) (3,6,4, 5) (7, 11,8, 12),

173 (84) = (1, 3, 2, 4) (5, 10,6, 9) (7, 12,8, 11).

Corollary 5.8. The group H2e (B(6), (Z/2Z)$G) ~ Z/2Z consists of the cohomology clas­
ses 01 the two cocycles Zy (y E Z/2Z) that take on thc gencTatoTs SI, ... ,85 the values

Zy(81) = (0,0,0,0,0,0), Zy(S2) = (0,0,0,0,0,0), Zy(83) = (y, y, y, y, 0,0),

Zy(84) = (0,0,0,0,0,0), Zy(85) = (0,0,0,0,0,0).

Any v6-homomorphism \lJ: B(6) -t C c 8(12) is H -coujugatc to one of the following two
v6-homomorphisms 4>y, y E Z/2Z:

4>0 = p 0 V6 = cVe ,

4>0(81) = (1,3) (2,4)(5,7)(6,8) (9,11)(10,12), cPO(S2) = (1,9)(2,10)(3,5)(4,6)(7,11)(8,12),

4>0(83) = (1,5)(2,6)(3,7)(4,8)(9,11)(10,12), 4>0(84) = (1,3)(2,4)(5,9)(6,10)(7,11)(8,12),

4>0(85) = (1,7)(2,8)(3,5)(4,6)(9,11)(10,12);

q,1 (SI) = (1,3)(2,4)(5,7) (6,8)(9,11)(10,12), <PI (82) = (1,9)(2,10)(3,5) (4,6)(7,11)(8,12),

4>1(83) = (1,6)(2,5)(3,8)(4,7)(9,11)(10,12), cPl(84) = (1,3)(2,4)(5,9)(6,10)(7,11)(8,12),

<Pl(85) = (1,7)(2,8)(3,5)(4,6)(9,11)(10,12).

Remark 5.5. For any natural m and any group C, wc denote by 1m thc trivial homomor­
phism C -t 8(m). {2} dcnotes the uniquc nontrivial hOlllonlorphism B(n) -t 8(2); so for
every i = 1, ... , n - 1, {2}(Si) is the unique transposition in 8(2). Given a homomorphism
cp: B(n) -t 8(N), we regard thc disjoint products cp x 1m , cp X {2} as homomorphisms in
the groups S(N + 1n), S(N + 2), respectively (§O.0.2). For instance, the homomorphism
/-Ln XI i : B(n) -t S(n + 1) is defined by (/-ln X 11)(8d = (i, i + 1), 1::; i ~ n - 1. 0

We skip the (trivial) proof of the next corollary; Cpj: B(n) --* C C S(2n) are the
l.tn-homomorphisms exhibited in Corollary 5.6.
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(5.25)

Corollary 5.9. Any (Mn X Id-homomorphism '1J: B(n) -t G C S(2(n + 1)) is conjugate
to one 01 the eight homornorphisms CfJj X 12, CfJj X {2}, .i = 0,1,2,3. 0

Remark 5. 6. Take any 11, 2:: 3 anel any l' 2:: 2. Relnark 5.1 anel Theorem 5.3 give rise to
some noncyclic homomorphisms B(n) -t S(1'n). To silnplify thc form of tbe final result,
we ielentify the group S(n) with tbe group S(Z/nZ), anel regarcl the group S(1'n) as the
symmetrie grOllp of the direct product 1)(1',71,) = (71/1'Z) X (Z/17,Z) via the identification

ß. rn 3 a H (R(a),N(a)) E (Z/rZ) x (Z/nZ),

where R(a) = la - llr E Z/1'Z and N(a) = I(n - 1 - R(a))/rln E Z/nZ

(1·lr and 1·ln denote the 1'- and n-residues, respectively). Then the subgroup H rv (Z/1'Z)$n
generated by the 1'-cycles

Gm = ((rn - 1)7' + 1, (rn - 1)1' + 2, ... ,nLT) E S(rn), 1 ~ m ~ n, (5.26)

acts on D(1', 71,) by translations of the first argument:

H 3 h = (Gfo ... G~n-l): D(1', 17,) 3 (R, N) H (R + aN, N) E 7)(1',71,),

where aO
, .•• , an

-
1 E Z/1'Z.

(5.27)

Tbe subgroup G C S(1'n) (the centralizer of the clenlent C = Cl'" Cn ) was already
identifieel with the semidirect proeluct (Z/1'Z)$n A rS(17,) = (Z/1'Z)$n A rS(Z/17,Z); the
latter group acts on the set 7)(1',71,) by pernlutations as follows:

(h, s)(R, N) = (R + bs(N), s(N)), (5.28)

where h = (bO, ••. , bn- 1 ) E (Z/1'Z)$n, S E S(Z/nZ). Clcarly, this action is transitive and
imprimitive (any subset (Z/rZ) x {N} in D(1', 71,) is a set of imprirnitivity).

According to Theorem 5.3, there are 1'2 cocycles Z(x,Y)' (x, y) E (Z/rZ)$2, representing
all the cohomology classes. The J-L-homomorphism

CfJ(x,y): B(n) -t (Z/rZ)$n A rS(n) c S(7)(1', 71,))

(5.29)(1 ~ i ~ 17, - 1).

if N =1= i-I, ij

if N = i - 1j

if N = ij

corresponding to the cocycle z(x,y) is defincd by its valllcs S(x,y)ji = CfJ(x,y) (sd E S (7)(T, n))
on the canonical generators Si E B(17,). The permutations Si = S(x,y);i act on the clements
(R, N) E D(1', 17,) as folIows:

{

(R+Y,N)

si(R, N) = (R, N + 1)
(R+x,N-1)

It is casy to show that thc llolnomorphisln CfJ(x,y) dcfillCd by (5.29) is transitive iE and only
iE tllc elements X, y E Z/7'Z gcnerate the whole grOll]) Z/7'Z, or (which is thc same), iE and
only iE x and y are co-prüne. However, tlle hOlnomorpllism CfJ(x,y) never can be primitive
(since its image is contained in the imprimitive permutation group G = (Z/1'Z)$nÄrS(n)).

Using the salne approach and Theorems 5.4, 5.5, one can construct "exceptional" non-
cyclic hOlnomorphisms B(5) -t 8(61') and B(6) -t S(67'), l' 2:: 2. 0
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Remark 5.7. Assumc that thc homomorphisnl 0 in diagranl (5.1) is the disjoint product

o = 0' x 0": B(n) -t S(t') x S(t") C S(t), t' + t" = t.

Then we have the decolllposition H = AEBt = AEBt' ffi AEBt", thc actions T', T" of the groups
S(t') and S(t") on AE9t' and AE9t", respectively, and thc corresponding semidirect products
G' = AE9t' AT' S(t') c G and G" = A$t" Ar/! S(t") c G. Any two elements g' E G', g" E G"
COllilllute in G and 7f(g'g") E S(t') x S(t"). It is rcadily seen that the image of any 0­
homolllorphism W: B(n) -+ G is contained in the subgroup G' . G" :: G' x G". Hence, W
is the direct product of the two hOlllomorphislllS

'lJ': B(n) -t G' anel W": B(n) -f G".

Each of the latter hOlllomorphisms fits in its own COllllllutative diagram of the form (5.1)
and may be studied separately. 0

Let us compute O-cohomology for a cyc1ic hOlllonlorphism 0: B(n) -t S(t). In this case
there is apermutation S E S(t) such that O(Si) = S for all i = 1, ... , n - 1. Actually, in
view of Remark 5.7, it is sufficient to consider the following two cases: i) t = 1; ii) t ~ 2
and S is a t-cycle.

Theorem 5.10. Suppose n > 4. Let 0: B(n) -t S(t) be a cyclic homomorphism.
a) Any O-homomorphisrn W: B(n) -t G is cyclic.
b) Assume that either i) t = 1 or ii) t 2: 2 and S is (L t-cycle. Then Hö(B(n), AEBt) ~ A.

In case (ii), any coho1nology class contains a uniquc cocycle Z of the form

Z(Si) = (a, 0, ... ,0 ),
'-.r--'
t-l timcs

a E A, 1:::; i :::; n - 1. (5.30)

Proof. a) Since the homolllorphism 1r 0 cp = n is cyclic, we have 1r(w(B'(n))] = {1}; hence,
W(B' (n )) is contained in t he Abelian group Kcr 1r = H. Thereforc, W(B' (n )) = {1} and
'lJ is cyclic.

b) In case (i), the B(n)-action on the group H = A is trivial, and hence

}I~(B(n),A) ~ HOln(B(n), A) ~ A.

Consider case (ii). By Lelnnla 5.1, the elements h i = (at, ... , aD E AE9t are the values Z(Si)
of a cocycIe z if and only if they satisfy relations (5.13), (5.13'), which may be written as

and

h· - Tsh· - h· - Tsh'i i - J J' 1:::;i,j::;n-1,li-jl2:2, (5.31)

1 ::; i =:; n - 2, (5.31')

respectively. Since n > 4, system (5.31) contains the equations

h 1 - Tsh1 = h j - Tshj , 3::; j.::; n - 1,

h 2 - Ts h 2 = h j - Tshj , 4::; j ::; n - 1 j
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h 1 - Tsh 1 = h 2 - Tsh 2 = ... = h n - 1 - Tshn - 1 •

COlnbined with (5.31'), this shows that TS 2h1 = TS 2h2 = ... = TS 2hn - 1 . However, 8 2 is
just apermutation of coordinates, and thus

(5.32)

In turn, (5.32) iInplies both (5.31) and (5.31'), which shows that

(5.33)

Further, a cocycle z with the values h 1 = h 2 = ... = h n - 1 = v = (VI, ... , v t ) E Affi t is a
coboundary if and only if there exists h = (U1, ... ,1//) E Affi t such that

v = Tsh - h. (5.34)

Since 8 is a t-cycle, it is readily seen that for a given v the equation (5.34) has a solution
h if and only if

(5.35)

Thus, ß c Z = Affi t consists of all the elements v = (vI, ... , vt ) E Affi t that satisfy (5.35).
Joined with (5.33), this cOlnpletes the proof of the statenlCnt (b). D
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(6.1)

§6. HOMOMORPHISMS B'(k) -r 8(n), B'(k) -r B(n) (n < k),
AND B(k) -t 8(11,) (n ::; 2k)

Here we prove Theorcllls A(c), E, F, anel G. Our first goal is Theorern E(a).

6.0. Homomorphisms B(k) -r 8(k + 1). Wc start with the following obvious property
of retractions O.

Lemma 6.1. Let 1/;: B(k) ----t S(n) be a hom01norphisrn, and let ~ = {Cl, ... ,Ct} be the
r-component of the permutation 0\. Assume that either t < k - 2 =I=- 4 or t ::; 2. Then the
homomorphism 0 = 0lt is cyclic, i. e. there exists a permutation 9 E S(~) rv S(t) such
that

D=i+2 Cmi:Ti+1
2 = g(Cm) = Cg(m)

whenever 1 ::; i ::; k - 3 and 1 ::; m ::; t.

Proof. The case t ::; 2 is trivial. If t < k - 2 =I- 4,0 is cyclic by Theorem 2.1(a). 0

Thc next lemma might be proven by a straightforward (but rather long) computation.
Instead, we use thc cohorllology approach in order to show how it works in the simplest
case.

Lemma 6.2. Assume that 3 ::; k =I=- 4. Let 1/;: B(k) ----t 8(n) be a noncyclic homomorphism
such that 0\ = [2,2]. Then n ;::: k + 2. Moreover,

a) if n < 2k, then the homomorphism 'ljJ is conj'lLgate to the hornomorphism

4J~~~: O"i I--t (1, 2)(i + 2, i + 3), 1::; i ::; k - 1, 4Ji~~ rv {2} X J.Lk X In-k-2;

b) if n 2::: 2k, then 'ljJ is either conjugate to tPi~;~ or conj'lLgate to the homomorphism

4>i~~: (Ti I--t (2i - 1, 2i + 1)(2i, 2i + 2), 1::; i ::; k - 1, (2)rPk n rv lJ,k X lJ,k X In-2k j
I

c) in any case the homomorphism 1/; is intransitive.

Proof. For k = 3, all the assertions follow fronl Lelnrlla 1.9. Suppose k > 4. Let 0=1 = Cl C2 ,

where Cl = (1,3), C2 = (2,4)\ so, <! = {Cl' C2 } is thc only nondcgenerate componcnt of
0\, with :E = supp ~ = {I, 2, 3, 4}. The corresponding retraction 0: B(k - 2) -t 8(2) is
cyclicj hence, either 0 is trivial or 0 = {2}.

Suppose first 0 = {2}. Then Theorem 5.10 shows that the eocycles ZQ (Si) = (0, 0) E
(Z/2Z)$2 and Zl (sd = (1,0) E (Z/2Z)$2 (1 ::; i ::; h~ - 3) rcprescnt all the cohomology
classcs. It follows from Lcnmut 4.5 that thc O-homorllorphisill '!JE: B(k - 2) -r G C 8(4)
(up to H-conjugation) coincides with the hornornorphisrn e = po 0, e(sd = (1,2)(3,4) for
all i (thc second possibility, narnely, '!JE (Si) = Cl (1, 2)(3, 4) = (1, 2, 3,4) for all i ::; k - 3,
cannot oeeur here, since [O=i+2] = [2,2]). This rneans that lTi+2 1 :E = (1,3)(2,4), and the
condition [(7i+2] = [2, 2] irnplies that (7i+2 = (1, 3)(2,4) for all i ::; k - 3. Hence, 1/; is cyclic,
which contradicts our assumption.

." •.. I

3Here we choose this normulization of 1/J instead of thc usua.l Cl = (1,2), C2 = (3,4).
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So, 0 is trivial; any O-hOIllolllorphism is just a hOlllolllorphislll r:/>: B(k - 2) -t H. There
are precisely foul' of theIn, nalnely, the hOlnolllorphislllS dcfined by

Therefore, we may asSlllne that thc homolllorphisill '1' E coineidcs with one of thc homo­
lnorphisms 'l/Jj, j = 0,1,2,3.

If 'l1 E = r:/>o, then (7i+2 I ~ = 'l1 E (Si) = r:/>o (sd = 1. Hence, an the permutations
(73, ... , (Tk-l are disjoint with (Tl, and we nlay assume that (T3 = (5,7)(6,8). The relations
(T200(71, (7200(73 anel LC111111a 1.9 imply that (up to Cl. (71- anel (73-adulissible conjugation)
(72 = (3,5)(4,6). Since supp 84 n {I, 2, 3,4} = 0 and &482 = O'2a4, Lemlua 1.8 shows
that supp 0'4 n supp {12 = 0; in particular, 5, G rt Sllpp (74' Since (7400(73, it follows from
Lemma 1.9 that (14 = (7,9)(8,10) (np to conjl1gation that is ai-admissible for an i ::; 3).

By induction, we obtain that n 2: 2k and 'l/J "-! r:/>i2~.
Thc homomorphisms <PI, 4;2 are not H-conjllgate; howcver, they are G-conjugate; so,

it is sufficient to handle thc case WE = 1>1. In this ease CI ~ (7i for all i -=1= 2; hence,
{1i = CIDi , where every D i is a transposition disjoint with Cl and C2 • Since ;72a4 = &4&2,
we havc {12C1D 48;1 = C1D4. The relation a100u2 implics that a2C1a;1 = Cl. (For
otherwisc, (12C1O';1 = D4, and the supports of a1 and a2 havc exactly two common
symbols belonging to the transposition Cl; howcver, this contradicts Lemma 1.9.) Hence,
the set EI = SUpp (71 is (72-invariant. Thc relations (1200(71 and (73 I EI = Cl imply that
{12 I EI = Cl- Thus, Cl ~ (12. Taking into account that k > 4, it is easy to see that

n 2: k + 2 and 'lj; "-! </;il~_

Finany, if WE = r:/>3: we have ai+2 I E = '!JE (sd = r:/>3(Si) = (1,3)(2,4) for all i ::; k - 3.
But [{1i+2] = [2,2]; hence, (1i+2 = (1,3)(2,4) for a11 i ::; k - 3 anel 'lj; is cyclic, which
contraclicts our assumption. Thereby, statements (CL) anel (b) of the lemma are provcn.
The stateulcnt (c) is a trivial corollary of (a) and (b). 0

Remark 6.1. Let 'lj;: B(4) -+ S(n) be a Iloncyc1ic llo11101TIOrpllism SUdl tlJat (11 = [2,2].
TlJen, besides the possihilities described in statclnents (a) and (b) of Lemma 6.2, only the
following four cases may occur:

4c) n 2: 5 and 4d) 11 2: 6 and

'lj; ~ 4>(3) -
{ (Tl, (T3 1--+ (1,2)(3,4),

'ljJ ~ </;(4L { (Tl, (T3 1--+ (1,2)(3,4),
4,n'

U2 H (1,2)(4,5);
4,n'

U2 H(2,5)(4,6);

4e) n 2: 6 and 4f) 11 2: 7 and

{ (Tl 1--+ (1,2)(3,4), { (Tl 1--+ (1,2)(3,4),

'lj; "-! 4>(5L U2 H (2,5)(4,6), 'ljJ ~ </;(6L U2 H (2,5)(4,6),4)n- 4,n'

U3 H (1 , 4)(2,3); U3 H (1,2)(6, 7).

All these lJomomorphislIlS exccpt ,</;i~~ = 'lj;~~{ (see Proposition 3.8) ar~ intransitive. 0
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Theorem 6.3. Assume that k > 5. Then:
a) any transitive homomorphism 'lj;:, B(k) -+ S(k + 1) is cyclic;
b) any noncyclic hom01Ttorphism 'lj;: B(k) -+ S(k + 1) is eithcr conjugate to the homo­

morphisms
JLZ+1 = ltk X 11: B(k) -+ S(k + 1),

or (which may happen for k = 6 only) conjugatc to thc homomorphism

where V6 is Artin's homomorphism.

Proof. a) Assulne first that for some k ~ 7 there is a nOllcyclic transitive homomorphism
'lj;: B(k) -+ S(k + 1). By LemlIla 1.24(b), there is a prime p that satisfies 4 ~ (k + 1)/2 <
p ~ k - 2, and LeilliIla 1.22 implies that (71 has at least k - 2 fixed points. Therefore,
# supp a1 ~ 3, and thus either [0\] = [2] 01' [0\] = [3]. However, this contradicts Lemma
1.20.

Assurne now that there is a noncyclic transitive hOlIlolllorphism 'lj;: B(6) -+ S(7). Let
T = aa,6 = a3a4a5 E 8(7). We apply Corollary 1.16 with i = 3, j = 6 (so, j-i+l = 4) and
obtain that 4 divides ord T. Hence, the cyclic dccomposition of T contains precisely one 4­
cycle C. (71 comlnutes with T (see (0.6)), and LCIuma 1.4(b) implics that (71 I supp C = C q

for some integer q, 0 ~ q ::; 3. Let us consider all these possibilities for q.
If q = 0, then supp C ~ Fix a1 and # supp a1 ~ 3, which contradicts Lemma 1.20.
If q = 1 01' q = 3, then [cq] = [4] and Cq

~ (7ll which contradicts Lemnla 2.19(a) (with
k = 6, n = 7, r = 4 > 7/2 = n/2).

Finally, let q = 2. Then [Gq] = [C2] = [2,2] anel C2 ~ 0\. If (Tl #- C2, then either
[al] = [2, 2, 2] and a1 has the only fixed point, 01' [0\] = [2, 2,3] and (Tl has thc only
invariant set of length 3 (the support of the 3-cyclc); however, this contradicts Lelnma
1.18. Hence, a1 = 0 2 and [al] = [2,2], which contraelicts Lemma 6.2(c).

b) Since 'lj; is noncyclic and (by the statement (a)) intransitive, Theorem 2.1 (a) shows
that the group G = Im WC S(k+1) has exactly one orbit Q oflength k and one fixed point.
Hence, Wis the composition of its reduction 'lj;Q: B(k) -+ S(Q) ~ S(k) anel thc natural
embedding S(Q) Y 8(k + 1). Clearly, WQ is a noncyclic transitive homomorphisffi, and
Artin Theorem shows that (up to conjugation of 'lj;) either 'ljJQ = J-Lk 01' k = 6 and WQ = V6.

This gives the desired result. 0

6.1. Some homomorphisms of the commutator subgroup B'(k). Our next goal is
Theorem A(c). For any k ~ 4, we have the embedcling A~: B(k - 2) -+ B'(k) defined by
Si l---+ Ci = ai+2al1, 1 ~ i ~ k - 3 (Remark 0.4). Recall also that the multiple commutator
subgroups H(n) of a group H are defined by H(O) = H anel H(n) = (H(n-1))' for n 2:: 1.

Lemma 6.4. Suppose k > 4. Given a group hornomorphisrn 'lj;: B'(k) -+ H, consider the

composition 4> = 'lj; 0 A~: B(k - 2) >.~) B'(k) ~ H.
a) Im ifJ ~ Im W~ H(n) for any n ~ O.
b) Assume that either i) 4>(81) = 4>(Sq) for some q that satisfies 2 ~ q ~ k - 3, or ii)

ifJ(s11
) = 4>(S3). Then 'ljJ is trivial. ParticularlYJ 'if ifJ is cyclicJ then 'ljJ is trivial.
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Proof. a) Since k > 4, the group B'(k) is perfect; hence, B'(k) = (B'(k))(n) for any n 2: O.
Therefore, Im 4> ~ Im 'ljJ = 'ljJ(B'(k)) = 'l/'((B'(k))(n)) ~ H(n) for any n 2: O.

b) Clearly, 4>(sd = 'ljJ(A~(Si)) = 1f;(c;); thus, (i) llleans 'l/'(CI) = 1f;(cq ) and (ii) lueans
'ljJ(cl l

) = 'lj;(C3)' Hence, to provc the lelllma, it is sllfficient to show that the system oE
relations (0.14) - (0.21) joined with one oftlJe relations (i q ) Cl = cq , (ii3 ) cl l = C3 defines
a prescntation oE the trivial group. This is a siInple cxercisc, anel wc only sketch the proof.

Asslllne that (i q ) is fulfil1eel. Then (0.19) implies VCIV-l = CIU- l ; by (0.16), this shows
that ci = wu. Now (0.14) implies uCIu- 1 = w2

, whieh leads to w 2 = uv anel u = w. Using
(0.14) onee again, we obtain UCIU-1 = w = u; henec, Cl = U = w. In view of (0.15), this
means that Cl = U = W = 1. Braid relations (0.20), (0.21) and the relation Cl = 1 imply
that Ci = 1 for all i. Finally, (0.18) shows that u = 1.

Assulue that cl l = C3' Then (0.19) ilnplies VCIV-l = '/lClj taking into account (0.16),
we obtain UCI = cllw. Then (0.14) leads to uwu- l = wuw. Using this anel (0.15), we
obtain Cl = 1J,-

I W, and (0.14) shows that u = 1 and w = Cl' Thcse relations and (0.15)
imply Cl = W = 1, and relations (0.20), (0.21) show that Ci = 1 for all i. Finally, from
(0.18) we obtain v = 1. 0

Lemma 6.5. Consider a homomorphism 'ljJ: B'(6) -t 8(5) and assnme that the composi­
tion 4> = 'ljJ 0 A~: B(4) Y B'(6) -t 8(5) is intransitive. Then'ljJ is trivial.

Proof. In view of LelllIua 6.4(b), it is sufficient to show that if>(8t} = t/J(83)' Set G =
llll <P ~ 8(5) and consider all G-orbits E ~ .'\5 and all thc reductions

t/JE: B(4) -4 8(E)

of t/J to these orbits. By our asslunption, #E ::; 4 for any G-orbit E. If all the redllctions
are cyclic, we are done. Assllme that there is aG-orbit E with the noncyclic reduction ePE;
then E is the only orbit with this property and #E 2: 3. If #E = 3, then Theorem 2.14(a)
implies that rPE (S t} = rPE (s3); in fact, we have rP (SI) = rP (83) (since the reduction to any
other G-orbit is cyclic). Finally, assllme that #E = 4. By Lerruna 6.4(a), G = IIn rP ~

8'(5) = A(5)j hence, G contains only evcn pennlltations. The set .'\5 - E consists of a
single point that is a fixcd point of G. It follows that tbc ünage oE tlw noncyc1ic transitive
lIomomorphism 4>E: B(4) ---t 8(E) I"V 8(4) contains only cvell permutations. This property
and the sentence (c) of Artin Theorem itnply that <PE is conjugate to the homomorphism
V4,3; thus, if>E(St} = if>E(S3) and t/J(st} = 4>(83). 0

Theorem 6.6. /f k > 4 and n < k, then the group B' (k) does not possess nontrivial
homomorphisms into the groups 8(n) and B(n).

PraDf. Consider first a hOlllomorpmslll 1f;: B' (k) -4 8 (n ). By Lemma 6.4(a), we have
Iln 1/J ~ S'(n) = A(n); particularly, the hOIllolnorphisnl 7.jJ cannot be surjective. Thc case
n < 5 is trivial, since for such n the alternating group A(n) is solvable and the group B'(k)
is perfect. So, we mayassurne that 4 < n < k and k > 5.

Consider thc composition eP = 'ljJ 0 A~: B(k - 2) .\~) B'(k) ~ 8(n). By Lemma 6.4(b),
it is sufficient to prove that <P is cyclic or at least satisfies the condition 4>(Sl) = 4>(S3)' If
k > 6 and n < k - 2, then eP is cyclic by Theorem 2.1(a). Hence, Inust only consider the
following three cases: i) k = 6 and n = 5j ii) k > 6 and n = k - 2j iii) k > 6 and
n=k-1. . .



· HOMOMORPHISMS OF BRAIDS 73

i) In this ease we deal with the homomorphism 1>: B(4) -t S(5). If 1> is intransitive,
then thc eonelusion follows by Lemma 6.5. If 4> is transitive, then Lemma 3.2 shows that
1>(sd = 1>(S3).

ii) In this case we deal with the homomorphism 4>: B(k - 2) -t S(k - 2). As we noted
above, thc homoIllorphisIll 'IjJ eannot be surjective; henee, 4> is nonsurjeetive and Lemma
2.7 implies that 4> is eyclie.

iii) In this ease we deal with thc homomorphislll rjJ: B(k - 2) ---+ S(k - 1). We shall
eonsider the following two eases: iii1 ) thc homolllorphisln rjJ is intransitive; iii2 ) the
homomorphism 4> is transitive.

iii1) In this ease we lnay also assurne that the iInage G = In1 1> c S(k - 1) has at least
one G-orbit E C .dk-l such that the reduetion rPE is noneyelic. Sinee rP is intransitive,
it follows from Theoren1 2.1(a) that #E = k - 2; eertainly, E is the only orbit of such
lcngth. By Lemma 6.4(a), G = Im rP ~ 8/(k - 1) = A(k - 1); henee, G eontains only even
permutations. The set ß.k-l - E eonsists of a single point that is a fixed point of G. This
implies that thc iInage of the noneyclie homolllorphisn1 4>E: B(k - 2) -t 8(E) ~ S(k - 2)
eontains only even pernnltations. However, this eontradicts Lenuua 2.7.

iii 2) If k > 7, then k - 2 > 5 and rjJ is eyclic by Theorelll 6.3(a). Finally, if k = 7, then
n = k - 1 = 6 and we dcal with the transitive nOlleyclic homolllorphism rjJ: B(5) -t 8(6).
By Proposition 3.9, rP lllust bc conjugate to the hOlllolllorphisn1 'ljJS,6. However, this is
impossible, sinee the W5,6 is surjective and lIn 4> ~ A(6). This eoncludes the proof for
homomorphisms B' (k) ---+ S(n ) .

Consider now a honlol11orphism t,p: B' (k) ---+ B (n). As we have already proved, thc

COIllposition 'ljJ = J-L 0 /(J: B' (k) ~ B (n) ....!:-.r S (n) of the hOlllomorphism /{J with the
canonical projection J-L lUllst be trivial. Thercfore, /(J(B' (k)) ~ Ker /1. = I(n). By Corollary
0.1, the perfeet group B/(k) does not possess nontrivial hOmOI1l0rphisms into the pure
braid group I(n); henee the hOI1l0morphism /(J is trivial. D

Remark 6.2. The groups B' (3) and B' (4) have 11lany nontrivial homomorphisms ioto
any (nontrivial) group. Moreover, for any k 2: 3 and any n 2: k there exist nontrivial
homomorphisms B'(k) ---+ S(n) and B'(k) -t B(n). This shows that the conditions k > 4
and n < k in Theorem 6.6 are, in asense, sharp. TheorClll 6.6 iInplies Theorem 2.1 for
k > 4. However, we could not skip Theorenl 2.1 since it was used essentially (and many
times) in the proof of TheoreIll 6.6. Note that Theoreln 2.1 would hardly help to prove
the very usefnl proposition 6.8, while TheorClll 6.6 works perfectly. 0

Now we are almost ready to prove Theoreul G (sec Proposition 6.8 below).

Lemma 6.7. Suppose n < 2k. Let 'ljJ: B ---+ S(n) be (L transitive group homomorphism.
a) Assume that for any m < k the commutator subgroup B' 01 B does not admit

nontrivial homomorphisms into S(m). 1f?j; is i mpri1nitive, then it is A beIian.
b) Assume that for any m < k the group Bitself does not admit nontrivial homomor­

phisms into S(m). Then the homomorphism 'ljJ is primitive.
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Proof. The statement (a) presumes that 'Ij; is iInprimitivej to treat (b) simultaneously with
(a), we assume that 'Ij; is inlprimitive alld show that this leads to a contradiction.

Let .an = Ql U ... U Qt, t 2: 2, be sonle decomposition of .an into imprimitivity sets
of tbe group G = lln 'Ij; c S(n). Since 'Ij; is transitive, #QI = ... = #Qt = r, wherc r 2: 2
and rt = n. Clearly,

2'5:.t<k and 2 '5:. l' < k. (6.2)

Consider the nonnal subgroup H <J G eonsisting of a11 elernents h E G such that every set
Q, is h-invariant. Thus, we have the exaet sequenee

11'" ~

1 -+ H -+ G -----t G ---t 1, (6.3)

where 1r is the natural projeetioll onto the quotient group G = G/ H. This quotient group,
in turn, possesses the natural eInbedding G y S({QI, ... , Qt}) ~ S(t). Consider the
eOlilposition

-- t/J 11'" ~
'Ij; = 7f 0 'Ij;: B ~ G -----t C, G~ S(t).

Clearly, 'ljJ is surjeetive.
Under the assuluptions made in th~stateIllent (b), thc hOlllonlorphism;j; must be trivial;

this means that the quotient group G is trivial, anel henee H = C. It follows that every
set Q, is G-invariant. However, this eontradicts transitivity of thc h0tE0lllorphism 'ljJ.

Under the assunlptions made in the ~atenlCntJa), thc rcstriction of 'Ij; to the eommutator
subgroup B' Inust be trivial; henee, 'ljJ: B -+ G is a surjeetivc Abelian homomorphism,
anel the group Gis Abelian. Thereby, the exact sequence (6.3) shows that the eommutator
subgroup G' of G is cOlltained in H. Partieularly, wc havc

'ljJ(B') ~ G' ~ H. (6.4)

Every Q, is H-invariant, anel (6.4) shows that the rcstriction 'Ij;' = 'ljJ I B' -+ G' ~ H may
be regarded as the disjoint produet of the reduetions

'lj;Qi: B' -+ 8(Q,) f"V 8(1'), 1 ~ i ~ t, 'lj;Qi(b) = (7//(b)) I Qi for all bEB'.

In view of (6.2), each hOIllolllorphism 'lj;Qj is trivial. Hellce, the hOlnoIllorphism 'ljJ' = 'ljJ IB'
is trivial, and our original hOlllomorphism 'Ij; is Abelian. D

Proposition 6.8. Assume that k > 4 and n < 2k. Then
a) Any transitive imprimitive homomoljJhism 'Ij;: B(k) -+ S(n) is cyclic.
b) An?} transitive homomoljJhisrn 'Ij;': B'(k) -+ 8(n) is primitive.

Proof. The statement (a) fo11ows immediately from Theorem 6.6 and Lemma 6.7(a) (for
the group B = B(k)), and (b) is a trivial corollary of Theorem 6.6 and Lemma 6.7(b) (for
the group B = B/(k)). D

6.2. Homomorphisms B(k) -+ S(k + 2). Here we prove Theoreln E(b) (see Theorem
6.15 below). To this end, we need some prcparation. In the fo11owing lemma, 'PI is thc
homomorphislll exhibited in Corollary 5.6 (with n = k).

Lemma 6.9. Assume that 6 < k < n '5:. 2k. Let 'Ij;: B(k) -+ S(n) be a transitive noncyclic
homomorphism. 11 # supp 0'1 < 6, then n = 2k, &\ is a 4-cycle, and the homomoljJhism
'Ij; is conjugate to the homomorphism 'PI.
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Proof. Apriori, we have the following 6 possibilitics for thc eyclie type of a\:

[o\J = [2J; [2,2J; [2,3]; [3]; [4J; [5].
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The types [2], [3], and [2, 2J are forbidden by LCluma 1.20 and Lenlma 6.2(c), respeetively.
Let us note that E(n/E(k/2)) ::; E(2k/E(k/2)) ::; 4 for any k 2: 6; henee, thc inequality
of Lemma 1.21 eliminates the types [2,3] and [5J.

SO, we are left with the type [a1J = [4]; in this ease [ad = [4] for all i. Put ~i = supp ai.
The first statement of LCluma 1.21 says that Ei n ~j = 0 for li - jl 2: 2; partieularly,
Ei n E i +2 = 0 for 1 ::; i ::; k - 3. Sinee1/; is noneyclic, we have CTi+l00ai, ai+l00ai+2, and
all three permutations are 4-cycles. The set E i +1 cannot coincide with one of the sets Ei,
Ei+2 (for otherwise, ai+l would be disjoint with one of the pernlutations ai, ai+2). Hence,
Lemma 1.12 implies that #(~i n E i +1) = 2 and #(E i n E i +2 ) = 2. It follows immediately
that for any m ::; k -1 the union EI U E 2 U ... U Em ~ ß n consists of 4+2(m -1) points.
Particularly, for m = k - 1 this union eonsists of 4 + 2(k - 2) = 2k 2: n points; so, n = 2k.
Without 10ss of gencrality, we luay assunle that (11 = (1,4,2,3). It follows from Lemma
1.12 and from what has been proven above that wc luay assulue a2 = (3,6,4,5) (any of
the other possibilities ean be redueed to trus ease by a f.TradlUissible conjugation of 1/;).
Taking into account the above arguments and the propcrty EI n E 3 = 0, we obtain that
(up to an admissib1e eonjugation) (13 = (5,8,6,7), and so on. Hence, 1/; I"V 'PI. 0

Lemma 6.10. Suppose k > 6. Let 1/;: B(k) -r 8(11,) be a homomorphism such that all
the components 0/ al (including the degenerate com]Jonent Fix (1) are ollengths at most
k - 3. Then1/; is cyclic.

Proo/. If (11 = id, then 1/; is trivial. So, we lllay asSUlTIC that for some r 2: 2 the permutation·
(11 has thc r-eomponent l! of some length t 2: 1. Put E tt = supp l! and eonsider the
retraction n~: B(k - 2) -t S(t!:) :: S(t) of'IjJ to l! (see §4). According to our assumptions,
we have k - 2 > 4 and t < k - 2; by Lemma 6.1, OQ: is cyclic. It follows from Theorem
5.10(a) that the n~-honloluorphismWE<r; B(k - 2) -t Ger C S(rt) is also cyclic. This
lueans that WE<r (SI) = ... = "WE<r (Sk-3), and thus

(6.5)

Put E = U<t ~<t, where l! runs over all the nondegenerate cOlllponents of 0'1; clearly, E =
supp (11. The sets ~ and E' = Fix (11 = an - "E are invariant nnder all the permutations
(13, ... , (1k-l. Sinee (6.5) holds for every nondegenerate cOlnponent er of ab it follows that
there is apermutation S E S(E) such that &3 1 E = ... = ak-l 1 ~ = S. By our
assumption, the degenerate conlponent E' = Fix a1 contains at most k - 3 points:

#E' = # Fix al :::; k. - 3.

Set S; = ai I E', i = 3, ... , k - 1. Clearly,

(6.6)

for all i = 3, ... , k - 1. (6.7)

For any i = 3, .", k -1, we have supp Snsupp S; = 0; henee, it follows from (6.7) that thc
permutation S3' ... ,S~_1 satisfy the standard braid relations S;Sj = SjS; for li - jl > 1
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and S:S:+lS: = S:+l S:S:+l for 3 ::; i < k - 1. This means that we can define a group
homomorphism 4>: B(k-2) --+ SeE') by 4>(sd = S:+2 1 i = 1, ... , k-3. By Theorem 2.1(a),
condition (6.6) implies that this hOIllomorphisrll 4> is cyclic. Hcnce, S~ = ... = S~_l' In
view of (6.7), this shows that &3 = ... = &k-1 aud thc horllomorphisIll 'l/J is cyclic. 0

Thc following lemma supplies the upper bound t :::; k - 2 for thc lcngth t of any nonde­
generate component of every permutation &i (providcd 6 < k < 11, < 2k and 'ljJ is noncyclic).
Actually, Theorelll 6.20 shows that t :::; (k + 1)/2; however, we are not ready to prove the
latter statement now.

Lemma 6.11. Suppose 6 < k < n < 2k. Let 'Ij;: B(k) --+ Sen) be a homomorphism such
that the permutation &\ has a nondegenerate component ~ of length t > k - 3. Then'ljJ is
cyclic.

Proof. Suppose, on the contrary, that 1/J is noncyclic. The assumptions 11, < 2k and t > k-3
illlply that ~ is the 2-component of (11. Put E = supp Q: and E' = ~n - E; so #E = 2t
and #E' = n - 2t < 2k - 2(k - 2) = 4. Since k > 6, auy hOIllolllorphism B(k - 2) --+ SeE')
is cyclic (Theorem 2.1(a)). Particularly, the hOlllomorphislll WE' is cyclic, and Lemma 4.4
implies that the homomorphisms n: B(k - 2) --+ Set) and WE: B(k - 2) --+ G C S(2t)
must by noncyc1ic.

We may assume that the horllorllorphism 'Ij; is nonnalizedj this means that

E = {I, 2, ... ,2t}, &1 IE = Cl'" Ct , wherc Gm = (2n~ - 1, 2m) for m = 1, ... ,t.

Clearly, t :::; k - 1j so, either t = k - 2 or t = k - 1. Thercfore, we must consider the
following three cases:

i) t = k - 2 anel (11 is a disjoint product of k - 2 transpositions;
ii) t = k - 2 and &1 is a disjoint product of k - 2 transpositions and a 3-cycle;

iii) t = k - 1 and &1 is a disjoint product of k - 1 transpositions.

i) In this case we deal with the noncyclic hOlllolllorphisIllS Sl: B(k - 2) --+ S(k - 2) and
WE: B(k - 2) --+ G c S(2k - 4). By Artin Theorem and Remark 2.2, either

ia) n is conjugate to the canonical projection lL: B(k - 2) -t S(k - 2)
or

i b ) k = 8 and n is conjugate to Artin's hOlllomorphisln V6: B(6) -t 8(6).

We shall show that these cases are impossible.

ia) In this case, without loss of generality wc Illay assurllC that n = J.L (sec Remark 4.1).
Then the hOlllomorphislll 'ltE IllUSt be H-conjugate to one of thc four ll-hOrllOmorphisms
<Pj: B(k - 2) --+ G ~ S(2k - 4), j = 0,1,2,3, listed in Corollary 5.6 (with n = k - 2).

The homorllorphisms <Po, <PI, <P3 may be elitllinated by trivial reasons. Indeed, if WE is
conjugate to one of <Po, <PI, then thc support of (1i+2 I E = WE(sd consists of 4 points;
however, # supp &i+2 = # supp (11 = 2k - 4, anel the rest 2k - 8 points of supp &i+2 must
be situated in the set E' containing at most 3 points, which is irllpossible. If WE l"'o.J 'P3,
then the cyclic decomposition of &i+2 I E = WE(Si) contains a 4-cycle; but this is not the
case, since (1i+2 l"'o.J &1.
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By condition (!!!) (see Dcclaration in §4.1), wc Illay assurnc that WE coincides with CP2.
Then any permutation ai+2 I ~ = WE(sd == cp2(sd is a product of k - 2 disjoint transpo­
sitions. However, ai+2 itself is such a product; thereforc, ai+2 = cp2(Si)' Particularly, for
i = 1 and i = k - 3, we obtain, respectively,

a3 = (1,3)(2,4)(5,6) ... (2k - 9, 2k - 8)(2k - 7, 2k - 6)(2k - 5, 2k - 4),
'-.,..-"

ak-1 = (1,2)(3,4)(5,6) ... (2k - 9, 2k - 8) (2k - 7, 2k - 5)(2k - 6, 2k - 4) .
, #

'V'

Using these formlIlas and COIllputing the pennutations a3 . C . a31 for some particular
transpositions C ~ ak-1, we obtain:

0'3(1, 2)a3
1 = (3,4),

a3(3, 4)a;1 = (1,2),

a3(2k - 7, 2k - 5)a31 = (2k - 6, 2k - 4),

(T3(2k - 6, 2k - 4)a3"1 = (2k - 7, 2k - 5).

In view of our definition of the hOIllomorphisIll ,0*, these fOrInulas show that the cyclic
decomposition of the pennutation n*(sd E S(<r*) ~ S(k - 2) must contain at least two
disjoint transpositions. On the other hand, since ,0 r-v lt, the permutation n(Sl) I"V J-L(Sl) is
a transpositionj hence, n*(sd i= n(st}, which contradicts LeIllIna 4.3(a).

ib ) Wc may assulle that ,0 == 1/6 (see ReIuark 4.1). Then thc homomorphism '!JE must
bc H-eonjugate to onc of the two v6-homoIllorphislllS <Pj: B(6) --+ G ~ 8(12), j == 0,1,
listed in Corollary 5.8. We Inay assurne that WE coincidcs with one of the homomorprusms
<Pj. Then any permutation l1i+2 I E == 'lJE(sd, i == 1, ... , 5, is a produet of 6 disjoint
transpositions. Sinee (Ti+2 itself is such a product, this Incans that either ai+2 == <po(sd or
(Ti+2 == <PI (Si) for all i == 1, ... , 5.

In each of these two eases the permutations <Pj ( sd and <Pj ( S5) eontain two eonunon
transpositions, namcly, D 5 == (9,11) and D6 == (10,12). IIenec, thc eonjugation of the six
transpositions Dm ~ (T7 == <Pj (85) by the permutation (]3 == <Pj (SI) does not change these
transpositions D 5 and D6 . Consequently, the pennutation n*(Sl) E 8(<!:*) r-v 8(6) (defined
by this conjugation) has at least two fixed points. Howcver, this eontradiets Lemma 4.3(a),
since thc penllutation ,0(81) == V6(81) == (CllC2)(C3,C4)(C5,C6) E 8(ct) I"V 8(6) has uo
fixed points. This eoncludes the proof in ease (i).

ii) In this ease 2k > n 2:: # Supp (Tl = 2(k - 2) + 3 == 2k - 1; so, n = 2k - 1 and (]1

has no fixcd points. Hence, E' (the support of the 3-cycle) is the only &\ -invariant set of
length 3 and, by Lemlna 1.18, Wis intransitive. Clearly, Wis the disjoint produet of its
rcduetions WE and WEI to thc (Im w)-invariant sets E and ~', respectively.

The homomorphisln 'l/Jr/ is eyc1ie (k > #~'). As to the hOl1l0morphism

;j == 'l/JE: B (k) --+ 8 (E) r-v S (2k - 4),

it roust be noneyelie (since Wis noneyclie). Clcarly, thc pennutation
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is a product of k - 2 disjoint transposition. However, it has been already proven that this
is impossible (see case (i)).

iii) In this case either n = 2k - 2 or n = 2k - 1, a.nel the set :E' contains at most 1
point. We deal with thc noncyclic homoInorphism 0: B(k - 2) -t S(k -1). It follows from
Theorem 6.3 and Proposition 3.9 that either

iiia ) 0 is conjugate to the homomorphislll

J-L~=i = J-Lk-2 x 11 : B(k - 2) -t S(k - 1),

or
iiib ) k = 7 and 0 is conjugatc to the h01l10mOrphis111 'l/JS,6: B(5) -t 8(6).

Let us show that these cases are impossible.

iiia ) Agaiu, we mayassurne that 0 = J-Lz=i. Then the hOIlloInorphism WE must be
H-conjugate to one of thc eight homomorphislllS 'l/JOij, 'l/Jljj,

'l/Jojj = CPj X 12 , 'l/Jl;j = CPj x {2}, .7 = 0,1,2,3,

listed in Corollary 5.9 (with 11 = k - 2).
The homomorphisrns 'l/Jx;o, 'l/Jx;l' 'l/Jxj3 (x = 0,1) Inay be eliIninated as in case (ia ).

Indeed, if WE is conjugate to onc of 'l/Jzjl' 'l/Jxj3' thon the cyclic decomposition of (1i+2 I
:E = WE(Si) contains a 4-cyc1o, which is impossible (for ai+2 I'V ad. If WE I'V 'l/Jx;o, then
cither [(7i+2 I :E] = [2,2] or [ai+2 I :E] = [2,2,2]. Sincc (7i+2 is a disjoint product of k - 1
transpositions, at least (k -1) - 3 = k - 4 of theIn must be situated on the set :E' containing
at most 1 point, which is inlpossible.

So, we may assume that thc homomorphisIn \l1E coincides with one of the homomor­
phisms 'l/Jx;2, x = 0,1. In any of these two cases

where T = (2k - 3, 2k - 2). Hence, ai+2 = <P2(Si) . T X for all i = 1, ... , k - 2. For i = 1 and
i = k - 3, we have, respectively,

(13 = (1,3)(2,4)(5,6) ... (2k - 9, 2k - 8)(2k - 7, 2k - 6) (2k - 5, 2k - 4) . TZ,
"--..-'"

ak-l = (1,2)(3,4)(5,6) ... (2k - 9, 2k - 8) (2k - 7, 2k - 5) (2k - 6, 2k - 4) ·Tz
.

, #
V

As in case (i a ),

0=3(1,2)(73 1 = (3,4),

0=3(3,4)&3 1 = (1,2),

(73(2k - 7, 2k - 5)a31 = (2k - 6, 2k - 4),

&3(2k - 6, 2k - 4)(73 1 = (2k - 7, 2k - 5).

This implies that the cyclic clecornposition of 0*(81) contains at least two disjoint trans­
positions, which is impossible, since O(SI) = lLz=i(sd = (1;2).
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iiib) In this case, we can assume that n = 'lj;s l6: B(5) --+ S(6) and 'IrE coincides with
one of the foul' homomorphisIllS Tlj: B(5) --+ 8(12), j = 0,1,2,3, cxhibited in Corollary
5.7. We may certainly exc1udc the homomorphisIllS Tlb 113 because of the 4-cycles presence.
If 'IrE = 71j, j = 0 01' j = 2, thcn, in fact, (1i+2 = r/j (Si) for all i = 1, 2, 3,4. In both cases
the penllutations 11j(sd and Tlj(S4) contain the two Cünlmon transpositions D 1 = (1,3)
and D 2 = (2,4); as in case (ib), it follows that thc pcnnlltation n+(sd E S(<t+) ~ S(6) has
at least two fixed points. Howcver, this contradicts LenlIna 4.3(a), since the permutation
0(81) = 'lj;S,6(Sl) = (Cb C2)(C3 , C4 )(C5 , C6 ) E S(<!) f"V S(6) has uo fixed points. 0

Corollary 6.12. Suppose 6 < k < n < 2k. Let 'Ij;: B(k) --+ S(n) be a noncyclic homo­
morphism. Then the permutation (11 has at least k - 2 fixed ]Joints.

Proof. LemIlla 6.11 iInplies that 0\ does not possess nondegeneratc components of length
t > k - 3; conlbined with Lemma 6.10, this shows that # Fix (11 2: k - 2. 0

Remark 6.9. Corollary 6.12 is a usefnl and powerful "partner" of Artin Lemma 1.22.
If 6 < k < n < 2k and n is far froln k, we havc no reasonable hope to find a prime
number p between n/2 and k - 2; hence, LeIlllna 1.22 docs not work. However, this lemma
played important part in the proof of Corollary 6.12 (via Artin Theorem, Theorem 2.1(a),
Theorenl 6.3, Lemma 6.10 and Lemnla 6.11). 0

In order to study honlolllorphisms B(k) --+ S(k + 2), we start with the "exceptional"
cases k == 5 and k == 6.

Remark 6.4. Note that for k > 4 there are the following evident noncyclic homomor­
phisms 'ljJ: B(k) -t S(k + 2):

'lj;Z+2 == fLk X 12 : B(k) --+ 8(k + 2); ;JZ+2 = ILk x {2}: B(k) -t S(k + 2);

<p~ == V6 X 12 : B(6) --+ S(8); ~~ == /)G x {2}: B(6) --+ 8(8);

'Ij;~ == VJS,6 xl i : B(5) -t 8(7),

where 'ljJS,6 is defined by (3.6) 01' (3.6'), and V6 is Artin's hOluomorpmsm. All these ho­
Iuomorphisms have the following property: tlw iJnagc o[ any generator O'i is a product oE
disjoint transpositions. 0
Proposition 6.13. Let 'lj;: B(5) -t 8(7) be a noncyclic homomorphism. Then 'Ij; is in­

transitive and conjugate to one 0/ the homomorphisrn 'ljJ~, ;j~, <p~. In pariicular, every
permutation (Ti, 1 ~ i ~ 4, is a product 0/ disjoint transpositions.

Proof. Suppose, on the contrary, that 'Ij; is transitivc. Thcll Lerllma 1.21 implies that if all
thc cyclcs Gy ~ (11 are of the distinct lengths l'y, then 2: T y ::; 3. This eliminatcs all the
cyclic types for (Tl but [2], [3], [2,2], [3,3], [2,2,2], [2,2,3]. However, Lemma 1.20 excludes
[2], [3], Lemma 6.2(c) excludes [2,2], Lemma. 1.18 cxcludcs thc rest types, and wc obtain
a contradiction.

Further, since 'ljJ is noncyclic and (as we already have proved) intransitive, the group
G == Inl 'ljJ C 8(7) has exactly one orbit Q of length L, 5::; L ::; 6; put Q' == A 7 - Q.
Clearly, either Q' is aG-orbit of length 7 - L 01' Q' consists of 7 - L fixed points. The
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homomorphisnl'lj; is thc disjoint product of its rcdllctions 'lj;Q and WQI. Thc reduction 'lj;Q
is a noncyclic transitive homomorphism B(5) -t S(Q) ~S(L). By Artin Theorem and
Proposition 3.9, we 0 btain that (uP to conjugation 0 f 7/J) ei ther L = 5 and 'lj;Q = tLs 01'

L = 6 and "pQ = "pS)6' Thc reduction WQI is cither trivial 01' takes all O"i to the same
transposition. This concludes the proof. 0

In the sequel, we use thc following theorelIl of C. Jordan (see [Wi, Theorem 13.3,
Theoreln 13.9], 01' [Ha, Theorcrn 5.6.2, Theorelll 5.7.2]):

JORDAN THEOREM. Let G ~ S(n) be a primitive group 0/ permutations. 1f G contains a
transposition, then G = S(n),. ij G contains a 3-cyclc, thcn cithcr G = S(n) or G = A(n).
Moreover, if n = p + r, where p is prime, r ~ 3, and G contains a p-cycle, then either
G = S(n) or G = A(n).

Remark 6.5. The following fact (certainly, weH known to experts in permutation groups)
follows trivially from Jordan Theorem:

Let G ~ S(n) be a primitive permutation group. Assume that either i) k < n and
G contains a p-cyc1e oE length p ::; 3, or ii) k = 6 and 8 ::; n ::; 9, or iii) k = 7 and
10 ::; n ::; 13. Thcn thc grouIJ G cannot be isolllorphic to S(k).

Indeed, suppose on the contrary that G r"V S(k); then #G = k! < n!/2. Let us show
that either G = S(n) 01' G = A(n) (clearly, this will contradict the above inequality). In
case (i) our statement follows immediately frorn Jordan Theorem. In all other cases the
assumption G ~ S(k) ünplies that there is an element g E G of order p, wherc p = 5 in
case (ii) and p = 7 in case (iii). It follows froln the constraints on n that 9 is a p-cycle and
r = n - p 2: 3. Hence, the last sentence of Jordan Theorcln shows that either G = S(n) or
G = A(n). 0
Proposition 6.14. Any transitive homomorphisrn W: B(6) -t S(8) is cyclic.

Proof. Suppose that 'lj; is noncyclic. We clahn that then any cyc1e C ~ U1 must be a
transposition, that is, ur = 1. If this is the case, then a; = 1 for all i, and heuce
1(6) ~ Ker 'lj;. Therefore, there is a homomorphism cjJ: S(6) -t 8(8) such that "p = cjJ 0 11-6.
Since tL6 is surjective, we have G = Im 'ljJ = lIn cjJ C S(8). The group G is transitive
and non-Abelian, and the group S(6) has no proper non-Abelian quotient grouPSj hence,
G r"V 8(6). Moreover, by Proposition 6.8(a), thc group G is primitive. These properties
contradict Jordan Theorem (see Remark 6.5).

To justify the above claim, assulue, on the contrary, that &i =f:. 1, and let us find out
the possible cyclic types of &1. Certainly, a1 cannot contain a cycle of length > 4 (say by
Lemma 1.19(a)). Since E(8/E(6/2)) = 2, Lemnul.1.21 shows that if all the cycles =:;< &1 are
of distinct lengths, then &1 is a transposition (in fact, this is forbidden by Lemma 1.20)j
so, we may assnme that (*) &1 contains at least two cyc1es oE tlle sanle length. Under this
assumption, Lemma 1.19(b) shows that if &1 contains a 4-cycle, then either [al] = [4,4] 01'
[0\] = [4,2,2]. Moreover, (*) and Lemma 1.18 exclude all the cyclic types with a 3-cycle.
This shows that (**) either [&1] = [4,4] 01' [&1] = [4,2,2]. Consider now the permutation
A = (3)S = CT3CT4' By Corollary 1.16 (with i = 3 and j = 5), ord A is divisible by 3; hence,
only the following cyclic types of A rnay occur:

[3], [3,2], [3,2,2], [3,3], [3,3,2], [3,4], [3,5], [6], [6,2] .
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Since 0\ satisfies (**) and COlnmutes with A, Lenuua 1.4(b) excludes all the types hut
[3,3), [3,3,2] (for A of any other type, GI would contain either apower of a 3-cycle or a
power of a 6-cycle; however, this contradicts (**)). Thc salne argluuent exclude the case
[al] = [4,2,2] (a penuutation of cyclic type [3,3] or [3,3,2] cannot contain apower of a
4-cycle). Finally, the type [G1J = [4,4J is also ilnpossible; indeed, A has only one invariant
set of length 2 (two fixed points for [A] = [3,3] anel the support of the transposition for
[A] = [3,3,2]); this set !llust bc al-invariant, which cannot happen if [al] = [4,4]). This
completes the proof. D

Theorem 6.15. a) Any tran.sitive homomorphism 'ljJ: B(k) -+ S(k +2) is cyclic whenever
k > 4.

b) Suppose k > 4. Let 'ljJ: B(k) -+ S(k + 2) be a noncyclic homomorphism. Then either

7.jJ is conjugate to one of the homomorphism 7fJZ+ 2 , '0Z+ 2 (this rnay happen for any k) or

k = 5 and Wis conjugate to the homomorphism rP~, or, finally, k = 6 and Wis conjugate

to one of the homomorphisms rP~, ~~.

Proof. a) The cases k = 5 anel k = 6 are already considered in Propositions 6.13 and 6.14;
assume now that k > 6 and that the homomorphism 'ljJ is noncyclic. By Lemma 6.12(a), the
permutation al has at least k - 2 fixed points, and thus # supp GI :::; (k +2) - (k - 2) = 4.
Hence, only the following cyclic types of a1 Inay occur: [2], [2,2), [3], [4]. However, [2), [3J
are forbielden by Lemlua 1.20, [2,2] is forbidelen by Lel1uua 6.2(c), and [4] is forbidden
by Lemma 1.21, since thc nUIllbers Rk = (k + 2)/E(k/2) satisfy E(R7 ) = 3 for k > 6 and
E (Rk ) = 2 for k > 7.

b) Bince 'lj; is noncyclic anel (by thc stateruent (a)) intransitivc, Theorem 2.1 (a) shows
that the group G = Inl 'ljJ c S(k + 2) has exactly oue orbit Q of length L, k:::; L ::; k + 1;
set Q' = Ä k +2 - Q. Clearly, either Q' is aG-orbit of lcngth k + 2 - L or Q' consists of
k + 2 - L fixed points. The homomorphism 'ljJ is thc disjoint proeluct of its reductions WQ
and WQ'. The reeluction 'ljJQ is a noncyclic transitive hOmOI110rphisIll B(k) -+ S(Q) t"V S(L).
By Artin Theoreln l Theorem 6.3, and Proposition 3.9, we obtaiIl that (up to conjugation
of 'ljJ) either 'ljJQ = J-lk, or k = 5 anel WQ = 'ljJs,6' or, finally, k = 6 and 'ljJQ = V6. The
reduction 'lj;QI is either trivial or takes all (Jj to the sanle transposition. Trus concludes the
prooL D

6.3. Homomorphisms B(k) -+ B(n), 6 < k < 11, < 2k. Our main goal now is to
prove Theorem F(a) (sce Theorem 6.20 below). We prove this theorem by induction on k.
Lelnma 6.11 and LemIlla 6.16 cnable us to pass fronl k to k + 2 (the step of induction);
Lelulua 6.17 and Lemma 6.19 provide a base of induction.

Convention. Given a homolnorphism 'ljJ: B(k) -+ S(n), we use the following notation.
We set

aj = w(CJd, 1 ::; i ~ k - 1;

N = #'Ej ; N' = #'E~;

~ ........ ~I F·"-
L.j = SllPP CJj; L.j = IX (Jj;

G = Inl 'ljJ ~ S (n).
(6.8)

Obviously, N, N' do not depcnd on i, and N + N' = n. Moreovcr, iE k > 4, n < 2k, and
thc homolnorphism 'ljJ is noncyclic, then G is a non-Abelian prinJitive permutation group
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oE degree n (see Proposition 6.8). We denote by

1>: B(k - 2)~ B~ Sen) (6.9)

thc restrietion of 'IjJ to thc subgroup B ::: B(k - 2) C B(k) generated by (T3, ... , (Tk-b and
set

H = Im c/J ~ G ~ S(1/,).

Since a1 commutes with a3, ... , ak-b the sets ~l anel ~~ are H-invariant, and the homo­
morphism cP is the disjoint produet cp x cp' oE its rcductiolls

cp = ePE 1 : B(k - 2) ---t S(~d rv SeN)

and
cp' = ePE~: B(k - 2) ---t S(~~) ::: SeN')

to tllC sets ~l and ~~, respeetively. We consider also the restriction

1: B(k - 2) ~ B~ Sen)

(6.10)

(6.11)

of the hOlllomorphislll 'IjJ to the subgroup B~ B(k - 2) C B(k) generated by (Tb ... , (1k-3.

The homomorphism 1 is the disjoint produGt cp x cp' of its rcductions

and

to thc sets ~k-1 and Eh-I' respcetively.

Lemma 6.16. Suppose k > 6. Let 'IjJ: B(k) ---t Sen) be a noncyclic homomorphism.
Assume that eveTiJ nondegenerate component 0/ the permutation (11 is of length at most
k - 3 (certainly, this is the case if 6 < k < 11, < 2k; sec LeIllIlla 6.11). Then the following
statements hold true:

a) The homomorphism cp = <PE l is cyclic, and the h07nOrrtorphism cp' = cPE~ is noncyclic.
In particular,

fOT all i = 3, '''1 k - 1, (6.12)

where the permutation

does not depend on i, and all the permutations

are disjoint with Sand &\.

(6.13)

(6.14)
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b) The homomorphism $ = 4>'Ek -1 is cyclic, and the homomorphism $' ­
noncyclic. In pariicular,

83

fOi all i = 1, ... , k - 3,

wheie the permutation

does not depend on i, and all the permutations

are disjoint with Sand (Tk-l'

c) Actually, S = Sand S: = S: for all i = 3, ... , k - 3. Morcover, if'ljJ is transitive, then

S = S = 1, (Ti = S: fOT i 2:: 3 (so evenJ such (Ti is disjoint with (Tl), the homomorphism
ep = 4>'El is trivial, and the homomorphism ep' = q;r.; coincides with the restrietion q; of 'ljJ
to the subgroup B(k - 2) c B(k) generated by (13, ... , CTk-l.

Proof. a) Lemlna 6.1 shows that for any nondegencratc componcnt <.! = {Cl' ... , Ct } (of
SOlne length t, 1::::; t ::::; k - 3) thc retraction

0= OQ:: B(k - 2) --+ S(<!) ~ S(t)

is cyclic. By Theorenl 5.10(a), any O-homolnorphislll B(k - 2) --+ G~ ~ S(supp Q:) is
cyclicj particularly, the hOl110morphism Wsupp Q:: B(k - 2) --+ Gr[. ~ S(supp Q:) is cyclic
(rccall that G~ is the centralizer of the element C = Cl ... Ct in S(supp <!:)). Thereby,

wsupp l!(sd = ... = wsupp It(Sk-3).

By the definition of 'lr supp r[., we have

i=1, ... ,k-3j

hence, thc recluction tPsupp l!: B(k - 2) --+ S(snpp <!) of tP to thc H-invariant set supp <!
is a cyclic homomorphism. The homomorphislll ep = cPE l is the disjoint product of all thc
reductions cPsupp (!, where <! runs over all the nondcgcncrate cOluponents of (Tl' Hence,
ep is cyclic and the permutation S defined by (6.13) does not depend on i. Clearly, the
permutations S: (i = 3, ... , k - 1) defincd by (6.14) are clisjoint with S anel (Tl. Finally,
thc homomorphism ep' must be noncyclic (for otherwise, S~ = ... = S~_l and (6.12) shows
that 'ljJ is cyclic).

The statenlent (b) follows by the same argtlIncnt (olle has j ust to wark with the permu­
tation (Tk-l and the sets Ek- l , E~_l insteacl of (Tl, EI anel E~, rcspectively).

c) The proof of this statclnent is an exercisc in elerIlentary set theory. By (a) anel (b),
we have

supp S ~ EI = supp (Tl,

supp S ~ Ek - l = supp ak-l'

supp s~ ~ E~ = Fix GI,

's--' C ~, F· ...... ,supp i _ L...k-l = IX O"k-l,

3 ::::; i :::; k - 1,

1 :::; i :::; k - 3.
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---Taking into account the representation for &\ given by (6.12), we see that

supp S ~ EI = SUpp (Tl = (supp S) U (supp SD

and

supp S: ~ ~~ = ß n - supp l71 = ß n - ((suPP S) U (supp SD), 3::; i ::; k - l.

Hence,
(supp SD n (supp S) = 0 for 3::; i :S k - 1. (*)

Conlpletely analogously, using the representation for (1k-1 giVCIl by (6.12), we get

(supp SD n (supp S) = 0 for 1::; i :::; k - 3. (*)

There are at least two i's such that 3 :S i ::; k - 3 (since k > 6); for any such i, formu­
las (6.12), ((6.12)) provide us with the two rcpresentations 0 f &i in the form of disjoint
products:

SS: = (1i = SB:' (**)

Obviously, (*), (*), and (**) ilnply S = S and s~ = s~ for 3 ::; i ::; k - 3. In view of (6.12),---- .-
(6.12), the set Q = supp S = supp S is invariant under all the pernultations 0\, ... ,&k-1.
Clearly, Q =j:. an (for &1 has at least k - 2 fixcd points). If 'lj; is transitive, the set Q must

be empty, and we get S = S = 1. Hence, (Ti = Si for 3 :::; i ::; k - 1, </> = c.p', and l71 is
disjoint with l73, ... ,(rk-l. 0

To gct a base for induction, we study sOlno hOlllOl110rphisnls of B(7) and B(8).

Lemma 6.17. Suppose 7 < n < 14. Then any transitive homomo7J)hism 1/;: B(7) -+ S(n)
is cyclic.

Proof. Suppose, on the contrary, that 1/; is noncyclic. By Lemma 6.9, we have N =
#E1 = # supp &1 ;::: 6. Corollary 6.12 shows that N' = #E~ = # Fix (Tl ;::: 5. Hence,
11::; N +N' = n::; 13 and 5::; N':S 7.

By Lemma 6.16(a, c), all thc permutations (13, ... , (16 are sllpported in the set E~, and thc
noncyclic homolnorphism 4> (that is, the restriction of'ljJ to thc sllbgroup in B(7) generated
by 0"3, ... ,0"6) coincidcs with its reduction ep' = ePE'I: B(5) -+ S(E~) :: S(N').

Claim. Every permutation (1i, 1:S i ::; 6, is a product oE disjoint transpositions.

It is sufficient to prove this for i ;::: 3; let HS deal with such i's. We consider the following
three cases: N' = 5, N' = 6 and N' = 7. If N' = 5, then cp' must be transitive
(otherwise, all orbits are of length < 5 and 4> = cp' is cyclic); by Artin Theorem, any ai is
a transposition. If N' = 7, Claim follows from Proposition 6.13. Suppose N' = 6. If cp' is
intransitive, then its ilnage in 8(E~) ~ 8(6) has exactly one orbit Q of length 5 and one
fixed point; Artin Theorenl applies to the redllction of tp' to Q, anel we see that any ai is
a transposition. Finally, if ep' is transitive, then, by Proposition 3.9, cp' t"V 1/;5,6 and every
(1i is a product of 3 disjoint transpositions.

To conclude the proof of the lelnma, we use the approach that was already used in the
proof of Proposition 6.14. Claim shows that (T[ = 1 for all i, and hcnce the non-Abelian
primitive group G = Im 'l/J C S(n) (7 < n < 14) is isolliorphic to 8(7)j in view of Remark
6.5, this contradicts Jordan Theorem. ' 0
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To treat homomorphisms B(8) -t S(n), 8 < n < 16, wc need the following fact.

Proposition 6.18. a) Any transitive homornorphisrTt 'IjJ: B(6) -t 5(9) is eyclie.
b) Any noneyclie homomorphism 'IjJ: B(6) -t 5(9) is eonjugate to a disjoint produet

'ljJ1 X 'ljJ2, where 'lf;1: B(6) -t 5(6) is either 1),6 or V6J and 'lj;2: B(6) -t S(3) is a eyelic
homomorphism. In partieular, either every ai is a disjoint produet 0/ transpositions or
every ai is a disjoint produet 0/ transpositions und a 3-eycle that does not depend on i.

Proo/. a) Supposc, on the contrary, that 'lj; is noncyclic. By Proposition 6.8(a) and Remark
6.5, ai =f. 1. Using this and Lemmas 1.18, 1.19, 1.21, we can exclllde all the cyclic types of
a1 but the following thrce: i) [2,2,3]; ii) [3,3]; iii) [3,3,3]. Let us consider these cases.

i) For i 2:: 3, let a~ be the restriction of ai to the support of thc 3-cycle C in a1; then,
by Lemlna 1.4, ai = Cqj

, 0::; qi ::; 2. Clcarly, qi 1'= 0 (for ai 11as only 2 fixed points);
hence, all Cqi are 3-cycles with thc same support supp C. Now, Cqr> is the only 3-cycle
in the cyclic decomposition of as, and a2 comlnutes with as. Hencc, thc set supp C is
(Im w)-invariant, which contradicts the transitivity of 7jJ.

ii) In trus case the only nondegencrate cOluponellt of a1 is thc 3-component l! =
{Co, Cl}' anel we have the corresponding rctraction n = n~: B(4) -t 5(2). Clearly,
either n is trivial or all n(sd coincide with the transposition (Co, Cl)' In any case
n(s~) = 1, which Ineans that a;+2Cjai+22 = Cj whencver j = 0,1 and i = 1,2,3; thus,
a;+2 I supp l! = Cri°" CiO'i with some qj,i, 0::; qj,i ::; 2. Because of [ai+2] = [3,3], this
implies that for SOIlle Pj,i, 0::; Pj,i ::; 2, the penuutations ai+2 themselves satisfy

...... I t1" - CPO,iC1J1 ,iUi+2 supp \:.. - 0 l' i=I,2,3. (6.15)

Since #(ß.g - supp l!) = 3, the conditions [ai+2] = [3, :1] anel (6.15) show that the permu­
tations ai+2, i = 1,2,3, comnlute with each other, which is ilnpossible.

iii) In this case thc only nondegenerate cOluponcnt of a1 is the 3-component Q.': =
{Co, Cl, C2 }, and wc havc the retraction n = OQ:: B(4) -+ 5(3). We consider the following
two cases: iiid n is noncyclic; iii2 ) n is cyclic.

iiid In this case, by Theorem 2.14,0 rv J-l3 07[, whcrc 7[: B(4) -t B(3) is the canonical
epiInorphism. This Ineans that all O(Si) are transpositions; hence, also n(s~) are transpo­
sitions. Therefore, there is a value j, j = 0, 1,2, such that a~Cja33 1'= Cj . However, this
contradicts the relation a~ = l.

iii2 ) In this case all n(Si) = A, where A E 5(3) does. not depend on i. If A2 = 1, then
a;+2Cjai+22 = Cj for i = 1,2,3, j = 0,1,2; cOlnbined with the condition [ai+2] = [3,3,3),
this shows that the penllutations ai+2, i = 1,2,3, COllunute with each other, which is
impossiblc. Finally, if A2 1'= 1, thCll A is a 3-cycle, and we 111ay assume that

aiCja;l = Clj+1ls' i = 1,2,3, j = 0,1,2, (6.16)

where 1· b E Z/37l. Let Cj = (aJ, al, a;), ,i = 0,1,2. It follows from (6.16) that there
exist t(j, i) E Z/3Z such that

j, k E 7l/371, i = 3,4, 5. (6.17)
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t(O, i) + t(I, i) + t(2, i) = 0, 1: = 3,4,5 (6.18)

(here anel below all thc cqualities are in Z/37l). Using a3ooa4, wc obtain that

t(O, 3) + t(I,4) + t(2, 3) = t(O, 4) + t(I, 3) + t(2, 4),

t(O, 3) + t(2, 4) + t(l, 3) = t(O, 4) + t(2, 3) + t(I, 4).

Relations (6.18), (6.19) show that t(j, 3) = t(j, 4) for all j = 0,1,2; it follows that

-. ( k) _ k+tU,3) _ .k+t(j,4) _ -. ( .k)
G3 Cj - cj +1 - cj +1 - G4 Cj

(6.19)

and a3 = a4. This contradiction concludes the proof of the statement (a). The proof of
(b) follows immediately fr0 111 (a), Theorem 6.3, and Theorenl 6.15. 0

Remark 6.6. By Theore111 6.3, Proposition 6.14, anel Lem111a 6.18, any transitive ho­
momorphism B(6) ---1 8(n) is cyclic whcnever 7 ::; n ::; 9. However, there is a noncyclic
transitive homo111orphism B(6) ---1 8(10). To see this, consider all thc 10 partitions of a. 6

into two (disjoint) subsets consisting of 3 points. The group S (6) acts transitivelyon the
family ~ ~ 6 10 of all these partitions; this action defines the transitive homomorphism
8(6) ---1 8(10); the c01nposition of the canomcal projection ti6 with this homomorphism
is a noncyclic transitive homomorphism B(6) ---1 8(10). Under snitable notations, this
hOlllomorphism looks as folIows:

a1 = (1,2)(3,4)(5,6); a2 = (1,7)(3,8)(5,9); 173 = (3,6)(4,5)(7,10);

&4 = (1,3)(2,4)(7,8); 0:5 = (3,5)(4,6)(8,9).

Instead of the canonical projection J-l6, one conid use Artin's homomorphism V6· 0
Lemma 6.19. Assume that 8 < n < 16. Then any transitive homornorphism 'lj;: B(8)---1
8 (n) is cyclic.

Proof. Supposc, on the contrary, that 'lj; is noncyclic. By Lemma 6.9, N = #'E1 ­

# supp (Tl 2:: 6. Corollary 6.12 sho;ws that N' = ~~ = # Fix (71 2:: 6. Hence, 12 <
N + N' = n ::; 15 and 6 ::; N' ::; 9.

By LClnma 6.16(a, c), all thc permutations a3, ... ,177 are supportcd in L:~, and the re­
striction

cP = cp': B(6) ---1 8(E~) ~ S(N' )

of 'lj; to the subgroup in B(8) generated by G3, ... , G7 is a noncyclic homomorphism. As
usual, we set H = Im cP ~ S(E~) ~ 8(N').

Claim. TlJere is exactly one H -orbit Q ~ E~ oE length 6. The redllction

cPQ: B (6) ---1 S(Q) rv 8(6)

is conjugate to one oE the homomorplJisms ti6J 1/6, TllC complC1nent Q' = E' - Q contains
at most 3 points, and there is apermutation A E 8(Q') such that every (Ti (i = 3, ... ,7) is
a disjoint prodllct oE same transpositions and this pernJutation A.
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Indeed, since #E~ = N' :::; 9 and the hOIllolnorphism 1J is noneyclic, theorems 2.1(a),
6.3, 6.15, and Proposition 6.18 show that there is only one H-orbit Q of length 6. In view
of Artin Theorem and TheorCIll 2.1(a), the other statcnlcnts of Claim follow immediately
from this fact.

We have the following eases: i) N' = 6; ii) N' = 7; iii) N' = 8; iv) N' = 9.

Let us show that in all these cases the prin1itive group G = In1 'ljJ ~ 8(n) is isomorphie
to 8(8) and, besidcs, eontains a 3-cyclc; this will contradict Jordan Theorem.

i) In this ease E~ = Q; henee, either 1J = 1JQ I'V /.LG 01' to 1J = 1JQ I'V V6. Therefore, a; = 1
for all i and G rv 8(8).

If 1J rv JL6, then any ai is a transposition, and thc product (a3a4)2 is a 3-cycle in G (in
fact, the elelnent a3a4 itself is a 3-eycle; we take its square only to unify the proofs for all
eases (i) - (iv)).

If 1J rv V6, then the permutation (a3a4'" (7)2 is a 3-cycle in G (here the square is
essential, sinee a3a4 ... a7 is of cyclic type [3, 2]).

ii) In this case Q' eonsists of one point that is a fixed point of H. Applying the same
argun1ents as in case (i), we obtain thc desired result.

iii) The only differenee with the prcvious eases is that all thc permutations ai, i ~
3, lnay eontain one additional disjoint transposition A. Howevcr, this does not change
anything (the square kills this transposition).

iv) Here #Q' = 3. Henee, either A = 1, or [A] = [2], or, finally, [A] = [3]. In the
first two eases wc follow the salne arguments as above. Let us show that the third case
eannot oeeur. Indced, N' = 9 and N 2:: 6; thus, N = 6 (for N + N' = n :::; 15). That is,
the support of any pennutation ai eonsists of 6 points. If A is a 3-cycle, it takes 3 points
from the 6, and the rest three places cannot be filled by transpositions. This eoncludes
the proof. 0

Now we are ready to prove Theorem F(a). ActuallYl thc proof is simple, sinee the main
work was already done.

Theorem 6.20. Assume that 6 < k < n < 2k. Then
a) any transitive h07nomorphism B(k) --+ 8(n) is cyclic;
b) any noncyclic hornomorphism 'ljJ: B(k) --+ 8(n) is conjugatc to a homomorphism of

the form /.Lk x ;j, where;j: B(k) --+ 8(n - k) is a cyclic h07nomo1-phism.

Proof. a) Let us call f(m) the following conjceture:

Conjecture f(m). Every transitive 11omomorphisl1J 'ljJ: B(k) -+ 8(n) is cyc1ic whenever
6 < k :::; m and 6 < k < n < 2k.

We have already proved f(m) for m = 7 and 711, = 8 (Leuuna 6.17, Lemma 6.19).
Suppose that f(m) is fulfilled for some m 2:: 7. Wc shall show that then f(m + 2) is
fulfilled. By Induction Principle, this will prove the statCll1Cnt (a).

Suppose, on the contrary, that r(m + 2) is wrong. That is, for some k and n that
satisfy k :::; m + 2 and 6 < k < n < 2k therc exists a transitive noncyclic homomorphism
'ljJ: B(k) --+ S(n). It follows from Lemma 6.17 and LCIl1ma 6.19 that k > 8; hence,
6 < k - 2 :::; m and f(k - 2)' is fulfilled.
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By Lenlmas 6.9 and Corollary 6.12, we havc N 2:: G and N' 2:: k - 2; thus

6 < k - 2 ::; N' ::; n - 6 < 2k - 6 < 2(k - 2). (6.20)

By Lemma 6.16(a, c), the restrietion 4>: B(k - 2) ----t S(n) of'ljJ to the subgroup B(k - 2) C

B(k) generated by 0"3, ••. , O"k-l coincides with its noncyclic reduction

<p' = cPE'l: B(k - 2) ----t S(E~) ~ S(N' )

to the H-invariant set E~ = Fix 0\. To conclude the proof of the statement (a), it is
sufficient to prove the following

Claim. o} = 1 for all i, and hence G = Im 'ljJ ~ S(k). Moreover, the primitive permutation
group G ~ S(n) contains a 3-cycle.

Indeed, as we know, these properties are incolnpatible; hence, the assumption that
r(m + 2) is wrong leads to a contradiction.

To justify Claim, assurne first that N' = k - 2. Since <p' is noncyclic, Theoreln 2.1(a)
shows that <p' is transitive; by Artin Theorenl, cP = <p' ~ J-Lk-2 (for k - 2 > 6). Hence, any
ai is a transposition and al(T2 is a 3-cycle containing in G.

Assume now that N' > k - 2. Since r(k - 2) is fulfiIIed, any transitive homomorphism
B(k - 2) ----t S(N' ) is cyclic; therefore, the h01110111orpllis111 4> = <p' Inust be intransitive. The
reduction <PQ of the noncyclic intransitive homorllorphislll rj; = cp' to auy H-orbit Q c E~ is
a transitive hOlnomorphism B(k-2) ----t S(Q). Clearly, #Q < N' < 2(k-2). If #Q i- k-2,
then cPQ is eydic (this follows froln Theore1n 2.1(a) whenever #Q < k - 2; if #Q > k - 2,
then cPQ lnust bc eydic by our assumption that, r(k - 2) is fulfi11ed). Hence, there exists
a unique H-orbit Q of length k - 2, and thc rec!llction rPQ of cP to this orbit is noncyclie
and transitive. Since k - 2 > 6, Artin Theore1n shows that <PQ ~ J-Lk-2. Let Q' = E' - Q;
clearly, cP is the disjoint product of the reductions rPQ and rPQ', aud rPQ' is cydic. This
1neans that there is a pernlutation A E S (Q') such that for every i, 3::; i ::; k - 1, the
permutation Oi is the disjoint product of A aud the transposition Ai = rPQ(O"i)'

Let us show that A 2 = 1. Indeed, if this is not the case, then for same r > 2 the cyclic
decomposition of A contains an r-cycle. Let <!7·(A) bc the l'-component of A. Since any ai,

3 ::; i ::; k - 1, is the disjoint product of A and the transposition Ai, we obtain that Q:,.(A)
is, actually, the r-component of every (Ti, 3::; i ::; k - 1. Thereby, the support ~Q:r(A) of
this component <!r(A) is invariant under a11 thc pennutations (T3, ... , ak-1. Moreover, the
permutations a1, lT2 comullIte with Ok-l' anel hence the set ~lt,.(A) is invariant nnder (11

and (T2. However, this contraelicts the transitivity of 7./;.

Since ai = AiA for i 2:: 3 and a11 Ai are transpositions, the property A2 = 1 implies
that (Tl = 1 for i 2:: 3, and hence for all i. Moreovcr, (13(14 = A3AA4 A = A3 A4 is a 3-cycle
containing in G. This concludes the proof of ClaiIn anel proves the statement (a). In view
of Theorem 2.1(a) 'an<:! Artin Theorem, (a) iInplies (b). 0
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(6.21)

Remark 6.7. Therc is a noncyclic transitive homolllorphism B(6) -t 8(10) (see Remark
6.6). On the other hand, for any k 2: 3, Corollary 5.6 provides HS with the four noncyclic
homoIllorphisms <Pi: B(k) -t S(2k), j = 0,1,2,3. Thc homomorphism <Po is intransitive,
and the hOIllomorphisIllS <Pi, j = 1,2,3, are transitive (see also ReIllark 5.6 and §6.4).
These rmllarks show that the conditions 6 < k < n < 2k of Theorem 6.20(a) are, in a
sense, sharp. 0
6.4. Homomorphisms B(k) -t S(2k). Here we prove TheOfelll F(b). In the following
lemma (which is similar to Lemma 6.11) we use thc hOIlloIllorphisIllS <Pi: B(k) -t S(2k)
exhibited in Corollary 5.6 (with n = k).

Lemma 6.21. Assume that k > 6. Let 'Ij;: B(k) ---1 S(2k) be a noncyclic homomorphism
such that the permutation &\ ha8 a nondegenerate c071qJOnent Q: of length t > k - 3. Then
either t = k - 2 and 'ljJ "J 1{J3 or t = k and 'lj; "J CP2.

Praof. We follow the proof of Lemma 6.11. Clearly, Q: Inust be thc 2-component of a1, and
t ~ k; hence, either t = k - 2 01' t = k - 1 01' t = k.

Set
E = SHpp Q:, E' = .6.2k - E, Q = snpp a1, Q' = .6.2k - Q,

#E = 2t, #E' = 2k - 2t ~ 2k - 2(k - 2) = 4.

Since k > 6, any honlolnorphism B(k - 2) -t S(E') is cyclic (Theorem 2.1(a)). Particu­
lady, thc homomorphisnl '!JE' is cyclic, and Lenlma 4.4 inlplies that the homomorphisms
0: B(k - 2) --+ S(lt) :: S(t) and '!JE: B(k - 2) --+ G C S(2t) ruust by noncyc1ic.

We Inay assume that thc homomorphism 'Ij; is nornlalized; this Illcans that

E = {1,2, ... ,2t}, 0\ I E = Cl" . Ce, where Cm = (21n -l,2m) for m = 1, ... ,t.

We must consider thc following five cases:

i) t = k - 2 anel a1 is a disjoint product of k - 2 transpositions;
ii) t = k - 2 and a1 is a disjoint product of k - 2 transpositions and a 3-cyclej

ii') t = k - 2 and &\ is a disjoint product of k - 2 transpositions and a 4-cycle F1 ;

iii) t = k - 1 anel &\ is a disjoint product of k - 1 transpositions;
iv) t = k and a1 is a clisjoint product of k transpositions.

First we prove that cases (i), (ii), (iii) are iInpossible.

Case (i) may be elinünated by the same argunlent that were used in the proof of Lemma
6.11 (the only differencc is that now ~' consists of foul' points; actually, this does not change
anything).

ii) In this case a1 has exactly one fixed point. Clearly, this point is also the only fixed
point of any ai (see, for instance, Lemma 1.18). Hence, 'lj; is the disjoint product 'lj;Q X 11,
where 'lj;Q: B(k) -+ S(Q) ~ S(2k - 1) is thc rcduction of 'ljJ to thc (Im 'Ij;)-invariant set
Q = supp (71. Since 'lj; is noncyclic, 'lj;Q is noncyclic too, and the permutation 'lj;Q(O't} = a1
has a 2-component of length k - 2. However, this contradicts Leuuna 6.11.

i i i) In this case :E = Q, ~' = Q', and we deal with thc noncyclic homomorphisms
'!JE: B(k - 2) --+ G c S(2k - 2) and 0: B(k - 2) -t S(k - 1). By Rmnark 4.1, Proposition
3.9, and Theorem 6.3, we must considcr the following two cases: iiia ) 0 = J-Lk-2 x 11 ;

iiib) k = 7 and 0 = 'lj;5,G: B(5) --+ S(6).
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In case (iiia ), as in Lernrlla 6.11, '!JE finst be conjllgate to one of the eight homomor­
phisrlls 'l/Jx;j listed in Corollary 5.9 (with n = k - 2). All these cases Inay be eliminated in
the same way as in Lemma 6.11 (the only difference i8 that now the set :E' consists of two
points, which does not change anything). Gase (iiib) is inlpossible by the same reasons as
in Leillma 6.11.

Now we mnst handle cases (ii') and (iv).
ii') We prove that in this case 'l/J rv 'P3. We rnay assllille that

E={I, ... ,2k-4}, E' = {2k - 3, 2k - 2, 2k - 1, 2k}.

We deal with the noncyelic homolnorphislllS

'!JE: B(k - 2) -+ G c S(2k - 4), 0: B(k - 2) -+ S(k - 2).

Clearly, either ii~) 0 rv J-lk-2 or iiD k = 8 and 0 rv 1/6'

Gase (ii~) is actually inlpossible; this may be proven by the argument used in Lemma
6.11 in case (i b ) (the only difference is that now the cyelic decornposition of 0\ contains
the additiona14-cycle F1 E S({13, 14, 15, 16}), anel lT3, ... ,a7 eontain thc additional 4-cycle
F = Ft1

j however, this eloes not change anything).

ii~) We may assuille that n = fLk-2' Then, by Gorollary 5.6, '!JE is conjugate to
oue of the homolnorphislllS 'Pj, j = 0,1,2,3 (with 11 = k - 2). For j = 0,1 we have
lTi+2 I E = '!JE (Si) = 'Pj (Si); hence, # Supp (ai+2 I E) = 4 and there is uo room in E'
for thc rest 2k - 4 points of supp ai+2. For j = 2 wc have lTi+2 I E = 'P2(sd, and hence
lTi+2 = 'P2(si)F for all i 2: 1, where F E S({2k - 3, 2k - 2, 2k - 1, 2k}) is a 4-cycle; the
argument used in Lel1una 6.11 for case (in) show that this is impossible. So, we are left
with the ease j = 3,1. e. '1'E = 'P3: B(k - 2) -+ S(2k - 4). Without loss of generality, we
Inay assullle that Fr = (2k - 3, 2k, 2k - 2, 2k - l)i to simplify notation, put a = 2k - 3,
b = 2k - 2, C = 2k - 1, d = 2k. Since'ljJ is nonnalized and lTi+2 I E = 'P3(sd, we have

lT1 = (1,2)(3,4)(5,6) ... (2k - 9, 2k - 8)(2k - 7, 2k - 6) (2k - 5, 2k - 4) (a, d, b, c) (6.22)

and

(;i = (1,2)(3,4)· .. (2i - 7, 2i - 6) (2i - 5, 2i - 2, 2i - 4, 2i - 3)(2i - 1, 2i)
, I

Y

4-cyc1c

x ... x (2k - 5, 2k - 4)(a, b)(c, d)

(6.23)

for 3 ::; i ::; k - 1. To recover the homoillorphism 1/J, we neeel to compute 0=2' This
permutation eommutcs with ai, 4::; i :::; k - 1; thc eyelie decolnposition of (Ti contains
only one 4-cycle, nalnely, Fi = (2i - 5, 2i - 2, 2i - 4, 2i - 3); therefore, each of the sets
{2i - 5, 2i - 2, 2i - 4, 2i - 3}, 4 ::; i ::; k - 1, 111USt be lT2-invariant. It follows that each of
the sets {3, 4}, {5, 6}, ... , {2k - 5, 2k - 4} is (;2-invariant. Since the permutation (T2 rv (;1

has no fixed points, its cyclic deeomposition eontains thc produet

A = (3,4)(5,6) ... (2k - 5, 2k - 4)
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of k - 3 disjoint transpositions; it must also contain one HIore transposition T and some
4-cycle F2 . By Lemrna 4.3(a), 0* = 0 = JLk-2i it follows that exactly k - 4 transpositions
from the k - 2 transpositions (1,2), (3,4) ,... , (2k - 9, 2k - 8), ((L, b), (c, d) entering in the
cyelic decomposition of ak-1 rnust be O· (s2)-invariant (that is, invariant under conjugation
by 0'2), and the rest two transpositions ruust lllutually interchange. Evidently, the k - 3
transpositions (3,4), (5,6), ... , (2k - 5, 2k - 4) are the fixed points of O· (82); hence, exactly
one of thc transpositions (1,2), (a, b), (c, d) lllUSt bc a fixed point of 0·(82); denote this
transposition by T.

Let us show that T =1= (1,2). Indeed, if T = (1,2), then thc cyclic decomposition of (12
contains thc prodllct P = (1, 2)A and a 4-cyele F2 sllpportcd on {a, b, c, d}. Since ak-l

COlllffiutes with (12, and the product (a, b)(c, d) is contained in ak-l (see (6.22)), we have
(a, b)(c, d) = Fi; thereby F2 = (a, c, b, d)±l. It is ca..'3y to check that in this case 0=2, al

cannot bc a braid-like couple.
So, either T = (a, b) or T = (c, d). If T = ((L, b), thell cither F2 = (1, c, 2, d) or

F2 = (1, d, 2, c); however, conjugation by (a, b)(c, d) docs not change al, a3, ... , (7k-l, T and
transforms (1, d, 2, c) into (1, c, 2, d). Similarly, if T = (c, d), thcn either F2 = (1, a, 2, b) or
F2 = (1, b, 2, a), and the same conjugation transfofllls (1, b, 2, a) into (1, a, 2, b). Moreover,
conjugation by (a, d, b, c) does not change 0'1,0=3, ... , l7k-l and transfarms (c, d) into (a, b)
and (1, a, 2, b) into (1, d, 2, c). Hence, without lass of generality, we mayassurne that
T = (a, b) and F2 = (1, c, 2, d), and thus

0=2 = (1, c, 2, d)(3, 4)(5,6) ... (2k - 5, 2k - 4)(a, b).

Finally, wc conjugatc the original hornornorphisrn 'Ij; by the pennutation

B=(l 2 3 .
5 6 7 .

2k - 4 CL b c d)
2k 1 2 3 4

(6.24)

-
and obtain the homomorphislu 'lj;: B(k) -+ S(2k),

1 ::; i ::; k - 1,

that coincidcs with C{J3. This coneludes the proof in case (ii').

iv) We prove that in this case 'Ij; ""' CP2. We deal with the noncyclic homomorphisms
0: B(k - 2) -+ S(k) and W= B(k - 2) -+ S(2k) (wc write W instead of WE , for E = a 2k ).

According to Theorern 6.15, wc IllllSt consider the following cases:

iva ) k = 7 and 0 = 'lj;S,6 x 11 ;

iVb) k = 8 and 0 = IJ6 X Wi

ivc ) 0 = J-Lk-2 X Wj

in cases (iVb), (ivc ) w: B(6) -+ 8(2) is same (cyelic) homomorphism.

Cases (iva ), (iVb) cannot aetually oceur.. ro see this, we use Corollary 5.7, Corollary
5.8, and Theorem 5.10.
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Since [(Ti] = f.UJ' in case (iva ) we may assuille that \]! coincides with Olle of the four

k

homornorphisms T/j x [2]: B(5) -1 8(12) x 8(2) C 8(14), j = 0,1,2,3 (see Corollary 5.7),
where [2]: B(5) -1 8(2) is the cyclic homoIllorphisIll sencling each generator Si into the
transposition (13, 14). The cases j = 1,3 cannot occur because of 4-cycles. For j = 0,2 the
permutation A = (T4(T5 is a proeluct of four disjoint 3-cycles supported on .6.12 = {I, ... , 12}.
Since (T2 commutes with A, .6. 12 is a2-invariant. Hence, ,6,12 is (lIn 'l/J )-invariant, anel the
reduction 'l/J.o..n: B(7) -1 8(12) is a noncyclic hOlllonlorphisnl; it follows from Theorem 6.20
that Im 'l/J.o.. 12 must have an invariant set E C ,6,12 of carelinality 12 - 7 = 5. Particularly,
E finst be invariant nnder all the permutations ai+2 I .6. 12 = T/j(Si), 1 ~ i ~ 4, which is
not the case.

In case (iVb) we may asslune that \]! is of the form

w= 4Jj x 'Pw: B(6) -1 8(12) x 8(4) C 8(16)

(see Corollary 5.8). Here 'Pw: B(6) -1 8(4) is a cyclic hOlllolllorphism defined by the
following conditions: if the homomorphism w: B(6) -+ 8(2) is trivial, then 'Pw(sd =
(13,14)(15,16), i = 1, ... , 5; anel 'Pw(sd = (13,15)(14,16), i = 1, ... ,5, for the only
nontrivial w. As in case (iva ), the permutation A = (14a5 is a product of four disjoint 3­
cycles supported on .6. 12 , thc set .6. 12 is (Im 'l/J)-invariant, and the reduction 'l/J.o..12: B(8) -+
8(12) is a noncyclic homomorphisln. It follows from Theorern 6.20 that there is an (Im 'l/J)­
invariant set E C .6.12 of cardinality 4. However, the fornnI1as for 1;0, 4Jl show that even
the permutations ai+2 I .6. 12 = ljJj(sd, 1 ~ i :S 5, do not have a common invariant set of
such cardinality (in fact, <Pt is transitive and Im 1;0 has in .6. 12 exactly two orbits, each of
length 6). Hence, case (iVb) is impossible.

We are left with casc (ivc )' By Corollary 5.6 and Theorem 5.10, we may assume that
\I1 is of the form

w= 'P2 X 'Pw: B(k - 2) -t 8(2k - 4) x 8(4) C 8(2k) (6.25)

(see Corollary 5.8); here 'Pw: B(k - 2) -+ 8(4) is a cyclic homomorphism defined as follows:
ifthe homornorphism w: B(k-2) -1 8(2) is trivial, then 'Pw(Si) = (2k-3, 2k-2)(2k-1, 2k),
i = 1, ... , k-3; and 'Pw(sd = (2k-3, 2k-1)(2k-2, 2k), i = 1, ... , k-3, for the only nontrivial
w. (In fact, there is one nlore possibility, namely, 'Pw(sd = (2k - 3, 2k)(2k - 2, 2k - 1),
i = 1, ... , k - 3; if so, we conjugate 'lj; by the transposition (2k - 1, 2k) and reduce this case
to thc previous one).

First, we note that the set R = {2k - 3,2k - 2, 2k - 1, 2k} cannot be a2-invariant.
Otherwise, R would be (lIn 'l/J)-invariant and thc rednction 'l/Js of 'l/J to the complement
S = .6.2k - R would be a l1oncyc1ic transitive hOlll0l110rphisI1l B(k) -t 8(2k - 4), which
contradicts Theorem 6.20 ('l/Js mustbc transitive, since 'P2 is so).

Now we show that w mnst be nontrivial. Indeed, if w is trivial, then n = J-Lk-2 x 12 and
the action of 0 (S2) on the 2-component <! of al ( t hat is, t he conjugation by a 4) interchanges
some two transpositions and does not Illove the rest k - 2. By Lemma 4.3, the action of
0*(S2) on the 2-componcnt (!* of ak-t (that is, the conjugation by (2) is of the sarne
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type. This means that (12 and (1k-l have exactly k - 2 common transpositions. Any of
these common transpositions is neither (2k - 3, 2k - 2) nor (2k -1, 2k), since otherwise the
reduetion of 1/J to at least one of the eomplements .6.2k - {2k - 3, 2k - 2}, .6.2k - {2k -1, 2k},
.6.2k - {2k - 3, 2k - 2, 2k - 1, 2k} would be a noncyclic transitive hOlll0morphislll

B(k) -4 S(n), 6 < k < n, n = 2k - 2 01' n = 2k - 4,

which eontradicts Theorem 6.20. Henee, the eonjugation by (12 interehanges the transpo­
sitions (2k - 3, 2k - 2), (2k - 1, 2k). It follows that the set {2k - 3, 2k - 2, 2k - 1, 2k} is
(12-invariantj however, we havc already proved that this is impossible.

Taking into aeeount that 'IjJ is normalized and using (6.25) and what has been proven
above, we see that

(11 = (1,2)(3,4)(5,6) ... (2k - 5, 2k - 4)(a, b)(c, d)

and for 3 ::; i ::; k - 1

(1i = (1,2)(3,4) ... (2i - 7, 2i - 6) (2i - 5, 2i - 3) (2i - 4, 2i - 2)(2i - 1, 2i)
, #

'V"

x ... x (2k - 5, 2k - 4)(a, c)(b, d),

where a = 2k - 3, b = 2k - 2, C = 2k - 1, d = 2k. Now it is eonvenient to eonjugate the
original hOI11omorphism 'lj; by the permutation

c = (1 2 3 2k - 4
5 6 7 2k

CL b C cl).
1 324 '

we denote thc new homolllorphism by 'lj;, hut preservc thc notations ai for all the permu­
tations 'lj; ((ji) , 1::; i ::; k - 1. Clearly,

(11 = (1,3)(2,4)(5,6) ... (2k - 3, 2k - 2)(2k - 1, 2k)
'-v-----"

and for 3 ::; i ::; k - 1

(1i = (1,2)(3,4) ... (2i - 3, 2i - 2) (2i - 1, 2i + 1)(2i, 2i + 2) (2i + 3, 2i + 4)
" .JV'

x ... x (2k - 3, 2k - 2)(2k - 1, 2k).

(6.26)

(6.27)

Claim. The set ~6 = {l, 2,3,4,5, 6} is a2-invariant and thc restrietion oE (12 to the
complement ~12 - ~6 coincides with (7,8)(9,10) ... (2k - 1, 2k).

Indeed, it follows frOI11 (6.27) that aiai+l = (2i - 1, 2i + 2, 2i + 3)(2i, 2i + 1, 2i + 4); if
4 ::; i ::; k - 2, this product COlllffiutes with a2j hence, for such i every set {2i - 1, 2i, 2i +
1,2i + 2, 2i + 3,2i + 4} is l72-invariant. In particular, thc set .6.6 = {I, 2,3,4, 5,6} is
l72-invariant. Moreover, if k > 7, then each of the sets {7, 8}, {9, 10}, ... , {2k - 1, 2k} is
l72-invariantj since is a2 has no fixed. points, this ,shows that the cyclic decol11position of
l72 contains the disjoint product (7,8)(9,10) ... (2k - 1, 2k).
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Consider the case k = 7. We still have thc two &2-invariant sets {7, 8, 9,10,11, 12} and
{9,10, 11,12, 13,14}; hence, each of thc sets {7, 8}, {9,10,ll,12}, {13,14} is (T2-invariant.
Since &2 has no fixed points and is a procluct of disjoint transpositions, it IllllSt COll­

tain the transpositions (7,8), (13,14) and S0111C two transpositions that are supported
in {9, 10,11, 12}. The product (T5&6 = (9,12,13)(10,11,14) COl1Ullutes with &2, and we
already know that 0=2 contains the transposition (13,14); hence, thc restriction of (T2 to
{9,lO, 11,12} coincides with (9,10)(11,12). This coruplctes thc proof of Claim.

To corllplete the whole proof, we consider the restrietions

A = (Tl 1~6 = (1,3)(2,4)(5,6), B = &2 I ~6, C = &4 I ~6 = (1,2)(3,4)(5,6).

Claim shows that the restrietions of 0\ and &2 to the coulplement ~2k - ~6 coincidej
hence AooB. Clearly, AC = CAj we know also that B fiUSt be a product of 3 disjoint
transpositions supported in ~6. There exist exactly 4 penllutations B that satisfy all
these conditions:

BI = (1,2)(3,5)(4,6);

B 3 = (1,5)(2,6)(3,4);

B 2 = (1,2)(3,6)(4,5);

B 4 = (1,6)(2,5)(3,4).

If B = BI, then ;; coincides with the homomorphislll cp2 [rom Corollary 5.6 (with n = k).
Any of the other three possibilities leads to a conjugate hornomorphism. Indeed, the
conjugation by the permutation (5,6)(7,8)··· (2k - 1, 2k) interchanges BI with B 2 , and
B3 with B4 ; the conjugation by the permutation (1,3)(2,4) interchanges BI with B3 .

Further, these two conjugations prescrve fOfIllulas (6.26), (6.27). They preserve also the
form of the restrietion of &2 to ~12 - 6.6 exhibited in Claim. This concludes the proof. 0

The following statement is sirnilar to Corollary 6.12.

Corollary 6.22. Assume that k > 6. Let 'lj;: B(k) -t S(2k) be a noncyclic homomorphism
such that &1 has at most k - 3 fixed points. Then either'l/J rv cp2 or 'ljJ rv cp3.

Proo/. It follows from Lernma 6.10 that &1 111ust have a nondegencratc component of length
at least k - 2; LenlIna 6.21 completes the proof. 0

Theorem 6.23. FOT k > 8, any noncyclic transitive hOJrl.omorphism 'ljJ: B(k) -t S(2k) is
conjugate to one 01 the homomorphisrns cpl, cp2, 'P3·

Proo]. We use the notation introduced in §6.3 (see Convcntion therein). Suppose, on the
contrary, that therc is a noncyc1ic transitive hOrnOlI10rphism 'ljJ that is conjugate neither
to cp1 nor to 'P2 nor to cp3' By Lemma 6.21, every nondegenerate component of (Tl is of
length at most k - 3. Hence, Lemma 6.16(a, c) applies to the homomorphism 'ljJ; this leads
to the following conc1usions:

a) the reduction cp = 1JE1 : B(k - 2) -t S(~d rv S(N) of thc homorllorphism 1J =
'l/J I B(k - 2): B(k - 2) -t S(2k) to the set EI = supp (Tl is trivial (here and below
B(k - 2) c B(k) is the subgroup generated by a3, ... , ak-l);

b) the reduction cp' = 1JE~: B(k - 2) -t S(E~) ~ S(N') of 1J to the set E~ = Fix &1 is
I1oncyclic;

c) since 1J = 1JEl X1JE;:' B(k - 2) -t S(Ed x S(E~) c S(2k) and 1JEl is trivial, wc see
that evcntually <P coincides with <PE' . '

1
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By Lemma 6.9, we have N ~ 6, and Corollary 6.22 shows that N' ~ k - 2. It follows
that 6 < k - 2 :::; N' = 2k - N ::; 2k - 6 < 2(k - 2). Since thc homomorphism q;E~ is
noncyclic, Theorem 2.1(a), Artin Theorem and Theorern 6.20 imply that q;E' is conjugate

1

to a homolnorphism ofthe fonn J.Lk-2 x v, where Tl: B(k-2) -+ S(N' -k+2) is some eyelie
homomorphism. Hence, without loss of gCllerality wc Inay assnIne that E~ = {I, ... , N'},
E1 = {N' + 1, ... , 2k} and ai = (i, i + 1) . S (disjoint prodnct) for 3 :::; i :::; k - 1, where S
is some permutation not depencling on i alld supportcd Oll a sct Q t; E~ - {3, ... , k}. We
have #Q ::; N' - (k - 2) ::; 2k - 6 - k + 2 = k - 4 anel #Q + 2 = # supp ai = N ~ 6; hence,
tlle set Q = supp S is llOllC1npty and docs not coincidc with the whole set .6.2k . Clearly, Q
is ai-invariant for any i -# 2 (since Q ~ Fix a1 and S ~ ai for every i ~ 3). On thc other
hand, lT2 conunutes with any ai = (i, i + 1) . S, 4:S i :S k - 1, allel thus each of the sets
{4, 5} U Q, ... ,{k - 1, k} U Q is lT2-invariant. Hence, their intersection Q is lT2-invariant; this
contradicts the transitivity of 'IjJ anel conclueles the proof. 0

6.5. Some applications: n-coverings of G k , n:S 2k. We say that an unbranehcel
covering E = (E, q, X), q: E -+ X over a connecteel topological space X is an n-covering
whencver E is connected anel #q-l(X) = n for any :r: EX. Assuming that X is "gooel
enough" (say a smooth nlanifold 01' a locally finite cell cOIllplex) anel fixing a base point
x* EX, wc have a natural 1 - 1 correspondence between the cqnivalence classes of n­
coverings over X anel the classes of conjugate transitive homoIllorphisms 7rl (X, x*) -+
S(n). An n-covering q: E -+ X is said to be cyclic if the corresponeling monodromy
homomorphism q*: 7T"1 (X, x*) -+ S(n) is cyclic; in this case we lllay regarded q* as an
epiInorphisln onto the group Z/nZ. We say that two epiulorphisms 'P, 'P': 7rl(X, x.) -+
Z/nZ are equivalent if Ker 'P = Ker 'P'; it is readily seen that the latter eondition is
fulfilled if and only if therc is an invertible elelnent 1/1, E Z/n71 such that 'P('Y) = mr.p' (,)
for all 'Y E 7rl (X, x *). The equivalence classes of cyclic n-coverings are in a natural 1 - 1
eorresponclence with the equivalencc classes of epinlorphislllS 7rl (X, x*) -+ Z/nZ. The
set [X, C*] of hOlllOtOpy classes of continuous functions X -+ C· = C - {O} is a group
isomorphie to the COhOIllOlogy group H1(X, Z) (Bru.shlinski-Eilcnberg Theorem). If the
homology group H1(X,Z) ~ 7T"l(X,X*)/7rl(X,X*)' is finitely generated and torsion free
(that is, a free Abelian grOllp) , then any n-covering over X is isomorphie to a covering
of the fonn Y = {(x, () E X x C* I (n = j(x)} 3 (x, () f--t x E X, where f: X -t C* is
a eontinuous function such that fl/n eloes not possess aglobaI single-valueel continuous
brauch. Two n-coverings of the above fornl corresponding to functions f1, f2: X -t C*
are equivalent if anel only if there exist an integer m allel a continuous function g: X -t C
such that /2 = Ir expg (clcarly, (m, n) = 1).

Let us stuely some n-coverings over the space G k of all separable polynomials of degree
k over C (§O). The COhOlllOlogy group H1(Gk , Z) '" [Gk, C*] '" Hom(B(k), Z) '" Z is
generated by thc eoholllology class of the canonical discriminant mapping dk : G k :7 z =
(Z1, ... , Zk) H dk(z) E C*, where dk(z) is thc discrirninant of the polynomial Pk(t, z) =
t k +z l t k - 1 + ... + Zk. Since B(k)/B' (k) ~ Z, any cyc1ic n-covcring q: E -+ G k is equivalent

to the standard cyclic n-covering E~~(k) = (E~~~l(k), Ckn
) , G k ), where
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We have also the standard noncyclic k ~ covering EI ( k) = (EI ( k), M'J.k , Gk) ,

corresponding to the canonical projection J.Lk: B(k) -f S(k).
There are three 2k-coverings Eij ) (k) = (Eij ) (k ), (lj, G k) corresponding to the transitive

homomorphisms C{}j: B(k) -f S(2k), j = 1,2,3, which oecur in Theorem 6.23. To describe
these coverings, consider the open subset G(Bk-d c G k - l consisting of all separable
polynomials Pk-I(t, w) = t k - I + WItk-2 + ... + Wk-I in G k - l that satisfy the condition
Wk-I -=P O. We use the notation G(Bk-d since this set lnay be identified with the regular
orbits space of the cOlllplex Coxeter group B k - 1 acting natllrally onto Ck - 1 . Using the
fact that Pk(A, z) = 0 and p~(A, z) #- 0 for all (A, z) E E1(k), we can deRne a mapping
1T: EI (k) -f G(Bk-d as folIows: the image 1T(A, z) of any point (A, z) E EI (k) is the
separable polynomial P( t; (A, z)) of degree k - 1 in t defined by

1 1 k t k - j lk-j

P(t; (A, z)) = -pdt + A, z) = - L: (k' ')1 Cl k Pk (A, z)
t t - J . (t -)

j=O

k-l tk - 2 dk-1pk dPk
= t + (k _ 1)1 dt k - l (A, z) + ... + dt (A, z).

Aetually, this mappingshows that E1(k):: Cx G(Bk-1)j thus, 1Tl(E1(k)):: 1Tl(G(Bk-1))
anel

H1(E1(k),Z) ~ H I(G(Bk - I ),Z) ~ 1Tl(G(Bk-d)/7r~(G(Bk-l))~ Z EB Z.

Moreover, the cohomology group HI(G(Bk _ 1 ), Z) rv ZEBZ is generated by the cohomology
classes of the two nonvanishing functions Wk-l anel c1k- 1(1U) (the discriminant); it follows
tllat the cohomology group H 1(E I (k), Z) is generated by the COhOlllOlogy classes of the
functions

dPk
!l(A, z) = -d (A, z)

t
anel

Therefore, up to equivalence, there are exaetly thrcc 2-coverings over the space EI (k);
these coverings are as follows:

Eil
) ( k) = { (E; (A, z)) E C* x EI (k) Ie = (~t (A, z) } ,

Ei2)(k) = {(~; (A, z)) E C· x E1(k) I ~2 = (h(z)} ,

Ep)(k) = {(E; (A, z)) E C* x E 1(k) Ie = (~t (A, z) ,dk(Z)},

all the three with the same natural projection qj = q: (~; (A, z)) r-+ (A, z). The compO­
sition of the latter projcetion with the projcction MI-J.k: EI (k) -f Gk deRnes the three

2k-coverings Eij ) (k) -f Gk , j = 1,2,3. It is not difficult to sec that for any j = 1,2,3

the monodromy 1101noDlorphism B (k) ~ S (2k) corresponding to the covering Eij
) (k) =

(Eij)(k), qj, G k ) is cOl~jugate to C{}j. .
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Let us say that a covering q: E --+ X .5]Jlits if thcrc exist two nontrivial coverings
q': E --+ E' and q": E' --+ X such that q = q" 0 q'. An n-covering q: E --+ X splits iE
and only iE its monodromy homomorphism q*: 7flC.-Y) --+ 8(n) is iInprimitive. (A cyclic
n-covcring splits if and only if n is non-prime.)

The following corollary (which is, actually, a topological equivalcnt of Artin Theorem
and theorems 2.1(a), 6.20(a), and 6.23) describes all n-coverings over G k for n < 2k.
Seemingly, no direct topological proof of this corollary is known.

Corollary 6.24. Let E = (E, q, G k ) be an n-covering over G k .

a) Assume that either n < k # 4 or 6 < k < n < 2k. Then & is equivalent to the

standard cyclic n-covering &~~~(k) = (E~;~l(k), Ck
U

) 1 G k ).

b) /] k # 4, 6 and n = k, then & is equivalent to one 0] the two standard k-coverings

&~:~l(k) = (E~:~I(k),Cku),Gk), E1(k) = (E1(k),M'lk,G k ).

c) 1] k > 8 and n = 2k, then E is equivalent to one 0/ the tree standard 2k-coverings

&~~l(k) = (E~~~(k),Cku),Gk), Eij)(k) = (Elj)(k),qj,G k ), j = 1,2,3.
In particular, ij 8 < k # n ~ 2k and an n-covering & = (E ,q, G k ) is noncyclic, then

n = 2k and E splits into a composition 0/ a 2-covering and a k-covering. 0
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§7. HOMOMORPHISMS B'(k) -+ S(k) AND B'(k) -+ B'(k)

In trus seetion we apply the results of §6 to prove Theorem C and Theorem D. We start
with some preparations to the proof of Theorern C.

Assurne that k > 4 and consider a llontrivial hornorl1orphism 7/;: B'(k) -+ S(k). Taking
into account thc presentation of the cornnlutator subgroup B'(k) given by (0.14)-(0.21),
we denote the 7jJ-images of the generators u, v, 71J, Ci by u, V, W, Ci, respectively. The latter
permutations satisfy the system of equations

......................-1 -1 .......
VCIV = Cl W,

vfiJ:v- I = (2l Iw)3C121ll ,

~ = Ci:V (2 ::; i ::; k - 3),

1JC; = Ciu-I:v (2 ::; 'i ::; k - 3),

CiCj = CjCi (1 ::; ';' < j - 1 ::; k - 4),

ciCi+ICi = ~+ICiCi+I (1 ::; i ::; k - 4).

Consider the embedding

(7.1)

(7.2)

(7.3)

(7.4)

(7.5(i))

(7.6(i))

(7.7)

(7.8)

and the composition

1 ::; i ::; k - 3,

,p = 'lj; 0 A~: B(k - 2) ,\~) B'(k)~ S(k), cjJ(sd = Ci, 1 :::; i ::; k - 3.

Definition 7.1. For a nontrivial homomorphisnl 'ljJ: B'(k) -7 S(k), set G = Im 'ljJ ~ S(k)
and H = Im ,p ~ S(k). For any H-orbit Q ~ dk wc put Q' = A k - Q and denote by
,pQ: B(k-2) -7 8(Q) and rPQ': B(k-2) -7 S(Q') the rcductions of rP to the H-invariant sets
Q and Q', respectivelYi rP is the disjoint product cPQ x rPQ/' A (nontrivial) homomorphism
'lj; is called tarne if there is an H-orbit Q C A k of length k - 2. This orbit Q (if it exists)
is the only H-orbit of length ;::: k - 2; we call it the tarne orbit of w; evidently, #Q' = 2,
and 'ljJ is the disjoint product of the noncyclic transitive hornomorphism <PQ: B(k - 2) -+
S(Q) ~ S(k - 2) and the cyclic homornorphism 4>Q': B(k - 2) -+ S(Q') ~8(2) (a priori,
4>Q' rnight be trivial; however, we shall see that actually this cannot happen).

A group homomorphism K -t S(k) is said to be even if its irnage is contained in the
alternating subgroup A(k) = S'(k). 0

By Lemlna 6.4, for any nontrivial homonlorphisnl '1/): B'(k) -7 S(k) (k > 4) we have:

(*) the hamomorphisms 'ljJ and cP are evcll, that is, H ~ G ~ A(k); moreaver, c/J is

noncyclic, <p(8d i= 4>(83), and 4>(s"11) i= ,p(S3)'

Ta handle thc "unpleasant" cases k = 5,6, we need the following simple lemma.
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Lemma 7.1. a) Assurne that A, B E S(k) are 3-cyclcs. Then at least one of the permu­
tations AB, A- 1B is not a 3-cycle.

b) Assume that A, B E 8(5) are 5-cycles. Then at least one 0/ the permutations AB,
A-1 B, A-2 B, B 2 AB is not a 5-cycle.

Proo]. (a) is trivial. To check (b), suppose that A = (a, b, C, d, e) and B, AB E 8(5) are
5-cycles. Then B fiust be one of thc following cight 5-cyclcs:

A, A2
, A3

, (a,b,d,e,c), (a,b,e,c,d), (a,c,d,b,e), (a,d,c,b,c), (a,d,b,c,e).

The condition [B 2AB] = [5] elinünatcs all thc cycles froln this list but A and A 2 . Finally,
for B = A we have A- 1B = 1; and if B = A2

, then A- 2B = 1. 0

In the following IClnma we establish SOlne propertics of the permutations u, V, w, Ci
corresponding to a nontrivial homomorphism 'l/J.

Lemma 7.2. a) [w] = [211iilJ = [Cl] = ... = [Ck-3J and [uJ = [v] = [ti- 1vJ.
b) All the permutations u, v, w, Ci are nontrivial (anrl even).
c) u commutes with all the permutations cili = Cie;l, 2::; i,j ::; k - 3.
d) 1f ci = 1, then u3 =v3 = 1 and v= u- 1

.

e) 1f k = 5, then [CIJ i= [3J and [Cl] i= [5J.

Froo/. a) Follows imlnediatcly from (7.1), (7.3), (7.5(2)), (7.6(2)), and (7.8), which shows
that all Ci are conjugate to each other.

b) Since 7/J is nontrivial, it. is sufficient to show that if one of the permutations u, V, w, Ci
is trivial, then all of them are trivial. If SOlne Ci = 1 01' W = 1, then it follows [rom (a)
that W = Cl = ... = Ck-3 = 1, and (7.5), (7.6) imply that u= v = 1. If u= 1 01' V = 1,
then, by (a), we have u= 1] = 1, and (7.1), (7.2) iInply 1U = Cl = w2 ; hence w= l.

c) Relations (7.5) may bc written in the fonn

this shows that u= (Cie; 1) . U. (CiS1) -1 for all 2 ::; i, j ::; k - 3.

d) By (a), the condition Ci = 1 implies that c; = 1 for all i; hence ci l = Ci, and relation
(7.5(2)) can be written in thc form u = C2VC;-1 = c;-lVC2' In vicw of (7.6(2)), thc right
hand side of the latter relation is equal to u-lv, and we get u = u-1v; hence, v = u2.
Using the same relations (7.5(2)), (7.6(2)) and ~ = 1, we havc

........ ........ ........- 1----1 (........ ----1)- 1 ........ ---- 1 ("""'-I.............. ) - 1....... """'---- 1........
V = C2U VC2 = C2UC2 . C2vc2 = C2 uC2 . U = v u,

and thus u= 1]2. Thereby, u3 = v3 = 1 and 1] = u- 1
.

e) Assulue that [Cl] = ~)], where p = 3 01' ]J = 5. Then also [21 1
] = [p]; by (a), wc

have [w] = (21 1'lu] = [PJ. If p = 3, then C2;lw)3 = 1, '212 = Cl, and (7.4) shows that
[C1WJ = [212w] = [w] = [3J; howcver, this contradicts LemIna 7.1(a) (with A = 211 and
B = 1U). Considcr thc case p = 5. Then [Cl] = [211J = ('lu] = [211W] = (5]. It follows from
(7.1) and (7.2) that

and
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hence, [W2C'1 l ill] = [5] and [crill] = [5]. Moreover, frolll (7.3), (7.4) we have

VClWV- l = (CI l ill)4C'12w= (2l l7V)-l . 2}1 . (21 liU)j

therefore, [Cl iU] = [Cl l
] = [5]. Taking A = Cl l , B = tv, we see that A, B, AB, A -1 B,

A-2 B, and B 2AB are 5-cycles in 8(5), which contradicts Lellllna 7.1(b). 0

The following lelnma brings us cssentially eloser to thc dcsircd rcsult.

Lemma 7.3. a) The homomorphism 7/; is tarne whenevcr k #- 6.
b) 11 k = 6 and 7/; is nontarne, then the h01nOm017Jhism cl> is transitive and conjugate to

the homomorphism v~: B(4) -t 8(6) defined in Rmnark 3.2.
c) 117/; is tame, then the reduction 4JQ: B(k - 2) -t 8(Q) '" 8(k - 2) to the tame

orbit Q is conjugate to the canonical projeetion tlk-2: B(k - 2) -t 8(k - 2), and the
reduction <PQ': B(k - 2) --+ 8(Q') '" 8(2) is a nontrivial homomorphism. In particular,
Ci = 7/;(Ci) = 4J(sd = SiT , 1::; i ::; k - 3, where evcry Si = <PQ(Si) is a transposition
supporied in Q, and T is the (only) transposition s7Lp]Jorted on Q'.

Proof. We start with thc following claitn, which is truc for any k > 4 and any nontrivial
homomorphisln 7/;:

Claim 1. Tllere exists (cxactly one) H-orbit oE lcngtl1 q ~ k - 2.

For k #- 6 this follows imluediately frolll the property (*) and Theorem 2.1 (a) . For
k = 6, we deal with the noncyclic cvcn homolllorphislll cI>: B(4) -t 8(6) that satisfies (*).
In this case there exists (exactly one) H-orbit of length q ~ 4. Indecd, let Q be an H-orbit
of some length q. If q ::; 3 and <PQ is noncyclic, then, by Theorenl 2.14, cPQ(sd = 4JQ(S3)'
Hence, if #Q ::; 3 for all H-orbits, then the hOlllomorphislll cP cannot satisfy (*).

Claim 2. IE7/; is nontall1C, tlwn k = 6.

Taking into account Claim 1, we may assluue that there is an H-orbit Q with #Q =
q > k - 2. Clearly, either q = k - 1 or q = k; in any case, #Q' ::; 1 and <P = jQ 0 4JQ,
where jQ: 8(Q) y 8(k) is the natural cmbedding. Since,pQ is noncyclic and transitive,
Theorem 6.3 and Theoreln 6.15 show that this could happen only in one of the following
five cases:

i) k = 5, k - 2 = 3, q = 4, ifJ = jQ 0 ifJQ: B(3) IjJQ) 5(4) 14 8(5), <PQ is transitive and
noncyclic, ifJ is even;

ii) k = 6, k - 2 = 4, q = 5, cP = jQ 0 ifJQ: B(4) 4>Q) 5(5) 14 8(6), cl>Q is transitive and
noncyclic, <P is even;

iii) k = 7, k - 2 = 5, q = 6, <P = jQ 0 4JQ: B(5) 4>Q) 5(6) 14 8(7), 4JQ is transitive and
noncyclic, 4J is evenj

iv) k = 5, k - 2 = 3, q = 5, ifJ = cPQ: B(3) --+ 5(5), cl> is transitive, noncyclic and even;
v) k = 6, k - 2 = 4, q = 6, cl> = <PQ: B(4) -t 8(6), cP is transitive, noncyclic and even.

However, all these cases, but (v), are hnpossible. Indced, in case (i), applying Propo­
sition 3.1(a), we see that thc (even!) hOlllolllorphisIll cPQ lllUSt be conjugate to the ho-

momorphism 1/1321; clearly,. Cl '" 7/;~21 (sd, = (2,3,4); hence, [Cl] = [3], which contra-, ,
clicts Lenlma 7.2(e). In case (ii), by Lelllnla 3.2, thc hennomorphism cP would satisfy
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4;(81) = 4;Q(81) = 4;Q(83) = 4;(83), which contradicts property (*). In case (iii), by
Proposition 3.9, tbe honloIllorphism 4;Q must be conjugate to the homomorphism 'l/J5,ß
that sends any 8i into an odd permutation; c1early, rP 111akes the same (for #Q' = 1),
which is impossible (since 4; IUUSt be even). To elinünate (iv), we llse Proposition 3.1(b),
which shows that the hOIlloIllorphislll 4; lllust bc conjllgatc to thc hOlllomorphism 1/;3,5; so,
21 I"V 'l/J3,5(8d = (1,4,3,2,5); however, this contradicts Leluma 7.2(e). This proves Claim
2 and the statement (a) of the lemma.

b) If k = 6 and 'l/J is nontalue, the proof of Claim 2 shows that we are in the situation of
case (v). By Proposition 3.5 and condition (*), the h01110Ill0rphisill 4; IUUst be conjugate to

one of the homomorphisIllS 1/Jii~ defined by (3.4). However, 1/Ji1i and 'l/Ji2~ are not even, and

for 1/Ji4Jwe have 'l/Ji4i(8~1) = ''l/Ji4i(S3), which is uncoIllPatibl~ with (*); hence, 1/J I"V 1/;i3J.
By Re'mark 3.2, 1/Ji3Jis conjugat~ to the hOllloIllorphisIll vü' '

c) Since 'l/J is talu~, the reduction rPQ: B (k- 2) -+ S(Q) ~ 8 (k - 2) is a noncyclic transitive
homomorphism. If this honloluorphism is conjugate to J-Lk-2, the other assertions of the
statement (c) are evident (note that if rPQ I"V lLk _ 2, t hcn the 11 COIIlplCIuentary" reduction
4;QI: B(k - 2) -+ 8(Q') I"V 8(2) must be nontrivial, since the hOIllomorphism 1/J is cven).

Let us assume that ljJQ is not conjugate to /Lk-2; by Artin Theorem, this may only
happen if k = 6 or k = 8. The cOluplementary rcduction 4;QI is either trivial or takes each
8i to the only transposition T supported on Q'; in any case, wc have 4JQI (SI) = rPQ' (S3)
and 4JQ I ( 811) = 4;Q I ( S3) . If k = 6, the reduction cPQ IUUSt be conjugate to one of Artin's
homomorphisnlS Y4,j, 1::; j ::; 3; however, in each of these cases we have either 1/J(sd =

1/J(S3) or 1/J(sI1) = 'l/J(83), which contradicts (*).
Finally, we must show that the case when k = 8 anel cPQ I"V V6 is impossible. Since Yß(8d

is the product of three clisjoint transpositions and 1J lUllst be even, the complementary
reduction 4JQI sends each Si to the only transposition T supported on Q'. Without loss of
gcnerality, we may assulue that T = (1,2) and

{

SI H 21 = (1,2)(3,4)(5,6)(7,8), 82 H 22 = (1,2)(3,7)(4,5)(6,8),

4J: 83 H 23 = (1,2)(3,5)(4,6)(7,8), 84 H C4 = (1,2)(3,4)(5,7)(6,8),

85 H 25 = (1,2) (3,6) (4,5)(7,8).

(7.9)

By Lemma 7.2(d), u3 = 1; since u is even anel nontrivial, we see that eitber [u] = [3] or
[u] = [3,3]. By Lemma 7.2(c), u conlmutes with all the permutations Ci,j = CiCj1, i, j 2: 2;
in particular, this is tbc case for 22,3 = (3,4,8)(5, 7, 6). Since Fix 22 ,3 = {1,2}, this set is
u-invariant. It follows that {I, 2} ~ Fix 11 (the cyclic elecoIllposition of ucannot contain a
transposition). Hence, supp 11 ~ {3, 4, 5, 6, 7, 8}. Further, 23,5 = (3,4)(5,6). The set {7,8}
is the fixed points set of the permutation (3,4)(5,6) acting on {3, 4,5,6, 7,8}; therefore,
it must be u-invariant; as above, this shows that {7, 8} ~ Fix u and supp u~ {3, 4, 5, 6}.
Therefore, umllSt be a 3-cycle supported in {3,4, 5,6}; however, sl1ch apermutation cannot
commute with (3,4)(5,6). This contradiction concluelcs thc proof. D

Recall that we denote by tL~ the restriction of thc canonical projection

tLk: B(k) -t 8(k)
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to the commutator subgroup B'(k)j similarly, v~ denotes the rcstriction to B'(6) of Artin's
homoillorphism v6. If 'ljJ = t-L~, then

u= (1,3,2), V = (1,2,3), ,tiJ = (1,3)(2,4),

Ci = (l,2)(i+2,i+3), 1 ~ i ~ k - 3.

Moreover, if k = 6 and 'ljJ = vB' then

u= (1,3,6)(2,5,4), V = (1,6,3)(2,4,5), W= (2,3)(5,6),

Cl = (1,4)(2,3), C2 = (3,6)(4,5), C3 = (1,3)(2,4).

(7.10)

(7.11)

Remark 7.1. Suppose k > 4. In view of LeInIna 7.3, in order to classify nontrivial
homomorphisms 'ljJ: B'(k) -1 S(k) up to conjugatioIl, it is sufficient to study the following
two cases:

i) The homomorphisIn 'ljJ is taIne, with the taIlIC H-orbit Q = {3, 4, ... , k}. Thc reduction
,pQ: B(k - 2) -1 S(k - 2) coincides with the "shifted" canonical projection

j],k-2: B(k - 2) -1 S(Q), j],k-2(Si) = (i + 2, i + 3), 1 ~ i ~ k - 3.

Q' = {I, 2} and the cOlllplementary rcduction cjJQt: B' (k - 2) -t S(Q') f'.) S(2) is
of the form cjJQt (sd = (1,2), 1 ~ i ::; k - 3. Thc homoInorphism cjJ is the disjoint
product cjJQ x cjJQt and

Ci = cjJ(sd = (l,2)(i+2,i+3) for all i = 1, ... , k - 3. (7.12)

ii) k = 6 and thc hOllloIllorphism 'Ij; is nontalne, with thc only H-orbit Q = .d6. The
hOlnomorphisln,p: B(4) -t S(6) coincides with thc homomorphism v~ and

cjJ(SI) = Cl = (1,4)(2,3), cjJ(82) = C2 = (3, 6)(4, 5),

cjJ(83) = C3 = (I, 3)(2,4).
(7.13)

oLet us say that 'Ij; is reduced if it is eithcr of type (i) 01' of type (ii).

Lemma 7.4. Let 'Ij; be a reduced homomorphism 0/ type (i).
a) lfk 2:: 6, then u({1,2,3}) = {1,2,3} anrlu({4,5,6}) = {4,5,6}.
b) /f k 2:: 7, then 4,5, "., k E Fix u und 11 is a 3-cyclc supported on {I, 2,3}.

Proof. Ey LeInma 7.2(c) and (7.12), u comrnutes with any permutation

Ci,i+l = CiCi~.\ = (i + 2, i + 3, i + 4), 2 ~ i ::; k - 4.

Hence, each of the scts {4, 5, 6}, {5, 6, 7},. '" {k - 2, k - 1, k} is u-invariant. The union, the
intersection, and thc difference of two u-invariant sets are u-invariant. This implies (a).
Moreover, if k 2: 7, we have

j + 2, j + 5 E Fix u and u({j + 3, j + 4}) = {j + 3, j + 4} whenever 2 5: j ::; k - 5;

by Lemnla 7.2(d), all thc cycles in the cyclic decolnposition of U are of length 3; hence,
j + 3, j + 4 E Fix u and' supp 11 = {I, 2, 3}. ' D
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Theorem 7.5. Suppose k > 4. Let 'Ij.J: B'(k) -+ S(k) be a nontrivial homomorphism.
Then either'ljJ '"'-J fL~ or k = 6 and'ljJ '"'-J v~. In any case 1111 'ljJ = A(k) and Ker 'ljJ = J(k) =
I(k) n B'(k).

Proo/. By Remark 7.1, we lnay assume that 'ljJ is reduced. Let us start with ease (i). By
Lemma 7.2(a), [2l1ill] = [ill] = [ci] = [2,2]; henee, wanel ci eannot be disjoint.

Claim 1. supp ill = {I, 2,3, 4} and either ill = (1,3) (2,4) or fiJ = (1,4)(2,3).

Let m = #({I, 2,3, 4} n supp iiJ). We already know that 171, 2: 1. The values m = 1 and
m = 3 eannot oeeur by trivial reasons (m = 1 ilnplies [C'lliiJ] = [3,2,2]; and if m = 3, then
either [2l1iiJ] = [5] or [Ci 1 iLJ] = [3]). Assume that rn = 2, that is, supp iiJ = {a, b, p, q},
whcre a, b E {I, 2,3, 4} and p, q 2: 5. Then k 2:: 6. By (7.1) and (7.12), ill = u(l, 2)(3,4)u- 1

;

henee u({I, 2,3,4}) = supp iiJ = {a, b, p, q}. In view of Lelnlna 7.4(a), this shows that
{I, 2, 3} = u({I, 2, 3}) C ii:({I, 2,3, 4}) = {a, b,]J, q}, whieh eontradicts the eondition p, q 2::
5. Thus, iiJ is a produet of two disjoint transpositions supported on {I, 2, 3, 4}, and the
eondition [(1,2) (3,4) . w] = [2l1W] = [2,2] implies thc elesired result.

If W = (1,4)(2,3), we conjugate the hOlllolllorphisIll 'IjJ by the transposition (1,2) and
obtain a homolllorphism that sends any Ci into Ci anel scnds w into (1,3)(2,4); therefore,
without loss of generality we Inay assume that thc original hOlllomorphism 'ljJ itself satisfies
the condition

W = 1f;(w) = (1,3)(2,4).

Then relation (7.1) takes the form

ii:(1, 2)(3, 4)u-1 = (1,3)(2,4);

in particular,

(7.14)

(7.15)

u({I, 2,3, 4}) = {I, 2, 3, 4}. (7.16)

Taking into account (7.10), (7.12), and (7.14), we conelnde thc proof of the theorem in
case (i) by proving the following claim:

Claim 2. a) Any i 2: 4 is a fixed point of 11, and thus u is a 3-cyc1e supported on {I, 2, 3}.
b) u= (1, 3, 2) and v= (1, 2, 3).

In view ofLelnma 7.4(b), we need to prove (a) only for k = 5,6. For k = 6, Lemma 7.4(a)
shows that u({4, 5, 6}) = {4, 5, 6}; by (7.16), we have u(4) = 4 and u({5, 6}) = {5,6}. In
fact, {5,6} C Fix 11 (since u eannot contain a transposition); this proves (a) for k = 6.
If k = 5, (7.16) shows that u(5) = 5. Relations (7.5(2)) and Lemlna 7.2(d) iInply that
(uc2)(5) = (C2U-1)(5)j since u(5) = 5 and (by (7.12)) 22(5) = 4, this means that u(4) = 4,
which concludes the proof of (a). To prove (b), wc note that u= (1,3,2) is the only 3-cyc1e
supported on {I, 2, 3} that satisfies (7.15).

Case (ii) lnay be treated by straightforwarcl computationsj however, they are tao long,
and we prefer to use a siInple trick. N~mcly, instead of the original homomorphism 'lj; of
type (ii), we consider its conlposition 'IjJ = x 0 'IjJ wit~ the outer automorphism x of the
group 8(6). (see (3.3)). It is completely c1ear that 'IjJ is a talne homomorphism of type
(i)j it follows from what has been proven above that 7~ '"'-J JL~. The automorphism x is
involutive and v~ ='x 0 f-L~; therefore, 'lj; '"'-J v~.' . " D



104 VLADIMIR LIN

Corollary 7.6. Suppose k > 4. Any nontrivial hom01Ttorphism 'lj;: B'(k) -t S(k) admits
a unique extension w: B(k) -t S(k).

Proof. The existence follows imlnediately frolu Theorclll 7.5. The uniqueness follows from
thc facts that /Lk(B'(k)) = A(k), v6(B'(6)) = A(6) allel (for any k 2:: 3) the centralizer of
A(k) in S(k) is trivial. D

Remark 7.2. In view of Artin Theorem, Corollary 7.6 hnplies Theorem 7.5. However,
I have no idea how to extend nontrivial homoluorphisrns 'IjJ: B'(k) -t S(k) to homomor­
phisms 'lJ: B(k) -t S(k) witl10ut Theorem 7.5. 0

Theorem 7.7. Suppose k > 4. The pure COl1tmutator subgroup J (k) = I(k) n B' (k) is
a completely characteristic subgroup 0f the g,onp B' (k) J that is, 1>(J (k)) ~ J (k) for any
endomorphism cI>: B'(k) -t B'(k). MoreoverJ cI>-l(J(k)) = J(k) and Ker cl> C J(k) for
evenJ nontrivial endomorphism 4>.

Proof. The case of trivial cl> is trivial. Given a Ilontrivial cl> , consieler the composition

This hon1omorphism 'IjJ must be nontrivial, since otherwise In1 cP ~ Ker J.L~ C I(k) anel
Markov Theorem implies that 4> is trivial. By Theorcln 7.5, eithcr 'IjJ I"V J.L~ 01' k = 6 and
'IjJ I"V vß; in any of these cases, Ker 'ljJ = I(k) n B'(k) = J(k) anel we have

Certainly, this shows also that cl> (J (k)) ~ J (k) and Kür 1> c J (k). D

Remark 7.3. For a nontrivial enelomorphislu cl> thc inclusion Ker cl> C J(k) must be
strict, since B'(k)/J(k) I"V A(k) anel B'(k) is torsion free. It scems that for k > 4 no
examples of nontrivial eneloluorphisms B'(k) -t B' (k) with nontrivial kerneis are known.
I conjectureel that for k > 4 a proper quotient group of thc commutator subgroup B'(k)
cannot be torsion free (this woulel hnply that any nontrivial endOIl1orphism of B' (k) must
bc injective). I was told that D. Goldsmith's braid group (which is a proper non-Abelian
quotient group of B(k)) is torsion free. For S11fe, this is truc if k = 3, but I newer saw any
proof for k > 4. If so, this would disprove my conject.ure.

E. Artin [Ar3) provcd that thc pure braiel group I(k) is a. characteristic subgroup of the
braid group B(k), that is, 1>(I(k)) = I(k) for any autolllorpllisln 1> of the whole braid group
B(k) (see also Theorell1 2.12). Formally, for k > 4 Theorell1 7.7 is essentially stronger than
this Artin theorem (anel also essentially stronger than Theorem 2.12, which, in turn, is an
improvement of Artin's result). However, I do not know any nontrivial endomorphism of
B'(k) (k > 4) that is not an automorphism. Sccnüngly, nobody knows whether there is an
automorphism of B'(k) that cannot be extended to a.n autonlorphism of the whole braid
group B(k). In view of these remarks, it Iuay actually happen that Theorem 7.7 does not
say more than Artin's result says. Nevertheless, Thcorelu 7.7 works in some situations
when Artin Theorem" and Theorem" 2.12· (in their prcscnt fOflns).are useless. 0
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§8. SPECIAL HOMOMORPHISMS B(k) --+ B(n)

8.0. Necessary conditions. Here we prove TheorCll1 I-1(a) that provides us with cer­
tain strict necessary conditions for the existence of nonintegral special homomorphisms
B(k) --+ B(n).

Giyen a special system of generators {a, b} in B (m), we denote by 1im (a, b) the subset
in B(m) consisting of all thc elements g-laqg and g-lbqg, whcre 9 runs over B(m) anel p
runs over Z. By Murasugi Theorem (see §0.7), an m-hraid h belongs to 1im (a, b) iE and
only iE h is an element oE finite order modu10 t11C ccnter C(m) oE tllc group B(m); hence,
the subset 1lm (a, b) C B(m) does not depend on a cJloicc oE a special system oE generators
a, bE B(m).

Definition 8.1. A homonlorphism cp: B(k) --+ B(n) is said to be special if cp(1lk(a, b)) ~
1ln (a' , b') for some (and hence for any) choice 0 f special systems 0 f generators a, bEB (k )
and a', b' E B(n). 0

My interests to the special homomorphisIllS is motivated by the fact that for every
ho10morphic mapping f: G k --+ G n , every point ZO E G k , 8nd 8ny choice of isomorphisms
B(k) C:.! 7rl(Gk, ZO) and 7rl(Gul f(zO)) '" B(n), the indlIccd hOIDolnorphism oE braid groups

is special (see [L7] or Part 11 of this paper for the proof) .

Let P(k) be the union of the four arithIl1etic progressions pk1i (1:::; i :::; 4) introduced
in §0.7 (Notation 0.1).

Theorem 8.1. Assume that Jor some k i= 4 (Lud some TI, there e,r,i.9ts a nonintegral special
homomorphism cp: B (k) --+ B (n ),. th en n E P (k ) . In 1nore de tails, th ere exist a special
system 0J generators {a, b} E B (n), an elem.en t 9 E B (11,) , and integers l, t such that at
least one oJ the Jollowing Jour conditions 4 is fulfilled:

a) cp(a) = aP and cp(ß) = gbqg- 1
, where 1) = t(l(k - 1) + 1), q = t(lk + 1), l;::: 0,

(t, k(k - 1)) = 1, and n = k + lk(k - 1) E Pl(k);
b) cp(a) = aP and <p(ß) = gaQ g-l, where p = t(k -1), q = tk, 9 commutes mitk atk(k-l),

l ~ 1, and n = lk(k - 1) E P2 (k),.
c) <p(a) = 1JP and cp(ß) = gaqg- 1 , where p = t(k - 1), q = tk, 9 commutes with btk(k-l),

l ~ 1, and n = l k (k - 1) + 1 E P3 (k),.
d) cp(a) = 1JP and cp(ß) = gaqg- 1

, where TJ = t(l(k. - 1) - 1), q = t(lk - 1),l ;::: 1,
(t, k(k - 1)) = 1, and n = (k - l)(lk - 1) E P4 (k).

In particular, evenJ special homomorphism cp: B(k) -+ B(n) is integral whenever k i= 4
and n ~ P(k).

Pro0 f. Let us denote by Si (k l n) , 1 :::; i :::; 4, the dass of all special hOITIOmorphisms
cp: B(k) --+ B(n) that satisfy (every time for an appropriate special systeITI of generators

4As usual, Q = 0'1 ... akl-l' ~nd ß = aal is the"spccial~;system öf generators in B(k) corresponding to
the canonical generators al, ... ,ak-l'
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{ a, b} E B (n ), an elmnent 9 E B (n ), and SOlne integers p, q) one of the following fOUT

conditions 1) - 4), respectively:

1) ip(a) = aP and ip(ß) = gbqg-\

3) ip(a) = lJP and ip(ß) = gbqg- l
;

2) ip(a) = aP anel ip(ß) = gaqg-1j

4) cp(a) = lJP anel cp(ß) = gaqg- l
.

Any special homomorphism ip nlust ccrtainly belong to at least one of these foul' classes.
There exists a homonlorphism 8: B(n) ---t Z such that 8(a) = n - 1 and 8(b) = n (since

B(n)/B' (n) c:i Z anel an = bn - 1
). Morcover, in view of a k = ßk - 1 , we have

kO(ip(a)) = (k - 1)8(cp(ß)). (8.1)

The element an = bn - 1 is central in B(n). Hence, if r.p E SI(k, n) U S2(k, n), then the
element r.p(nn) = apn COllllllutes with ip(ß); since k =1= 4, Lenuna 1.17(a) implies that k
divides n. If cp E 51 (k, n) U S3(k, n), then cp(ßn-l) = gbq(n-l)g-1 = bq(n-l) commutcs
with 'P(a), and Lemma 1.17(b) shows that k - 1 elivieles n - 1. By a similar argument,
ip E S2 (k, n) U54 (k, n) iInplies that ip((r) = gaqu9 -1 = aqn COl1uuntes with cp(a) and k - 1
divides n, anel ip E 53 (k, n) US4(k, n) implies that cp(an - 1) = bP(n-l) commutes with ip(ß)
and k divides n - 1.

Assume that cp E SI(k, n), that is, cp(a) = al', ip(ß) = gbqg- 1. It follows fronl the above
consideration that k divides n anel k - 1 dividcs n - 1. Hence, there exists an integer l 2:: 0
such that n = k + lk(k - 1). Relation (8.1) shows that k(n - l)p = (k - l)nq; therefore,
(lk+1)p = (l(k-1)+1)q. Sincc the ntuubers lk+1, l(k-l)+l are co-prime, there exists an
integer t such that p = t(l(k -1) +1) and q = t(lk + 1). Let us show that (t, k(k -1)) = 1.
Indeed, if m = (t, k) > 1, then the ratios t' = t/nl, and k' = k/m are integral and
1 ~ k' < k, pk' = tk'(l(k - 1) + 1) = mt'k'(l(k - 1) + 1) = t'k(l(k - 1) + 1) = t'n. Hence,
thc element ip(ak ') = (lpk' = at'n COffilllutes with cp(ß); by Lenuua 1.17(a), k must bc a
divisor of k', which is iInpossiblc. Sinülarly, one can check that the inequality (t, k - 1) > 1
leads to a contradiction; this cOlupletes the proof in the case when ip E 51 (k, n).

Assurne now that cp E 52 (k, n), that is, ep(n) = (LIl, 'P(ß) = gaqg- 1 . Then k and
k - 1 divide n; hellce, 11, = lk(k - 1) for sorne integer l .2: 1. Relation (8.1) shows that
kp = (k - 1)qj conscquently, there is an integer t such that 1) = t(k - 1) and q = tk.
Taking into account thc relations kp = (k - l)q = tk(k - 1) and a k = ßk -l, we obtain
a tk(k-l) = gatk(k-l)q-\ thus, 9 commutes with atk(k-l). This conc1udes the proof in the
case when cp E S2(k, n).

We skip the proofs for thc cases cp E S3(k, n) and !p E S4(k, n), which are very similar
to thc cases considered above. 0

Remark 8.1. B(3) possesses nonintegral special hOlllolllorphisnls B(3) -+ B(n) for every
n that is not forbiddcn by Theorem 8.1. Morcover, thc conditions cp(a) = b, ip(ß) = a2

define a special epimorphism r.p: B (4) -+ B (3); hence, if therc cxists a nonintegral special
homomorphism B (3) ---t B (n ), then there is also a nonintegral special homomorphism
B(4) -t B(n). For k > 4 anel n E P3(k) U P4(k) I do not know any example of a
nonintegral special:·hoillomorphism B(k) ---t B(n)j however, Theorem H(b) proven bclow
asserts that for any k and any 11, E PI (k) U P2 (k) such hOlllomorphisms do exist. 0
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8.1. Existence of non-Abelian special homomorphisms. Hcre we cxplain a con­
struction which proves Theorenl H(b).

Definition 8.2. A geoluctrie braid is called wide if thc distance between every two of its
strings is at least 1. A geonlctric p-braid is said to bc Cl. 0- thin p-rope if it is contained in an
open "circular tube" of dhuneter 0 around one of its strings. Wc denotc by lP (respectively,
by l~) the llnity of B(p) (rcspectively, a o-thin p-rope representing IP).O

Let 9 E B(k) and v E B(p). We represellt g and v by a. wide geoluetrie k-braid 9 and a
~-thin p-rope 1), respectively. Then, replacing each of the strings of g with the same thin
p-rope 1), we obtain a geolnetrie pk-braid 9 ® Vj the corresponding element of thc braid
group B(kp) is said to be thc tensor product g ® v of g and v.

Let ab ... , ak-l be the canonical generators in B(k) and x: B(k) -r Z, al, ... , ak-l t-+ I,
be the canonical integral projection. Given an elenlent v E B(p), wc define a homomor­
phism 'l/Jv: B(k) -r B(Pk) as follows: 'l/;v(g) = .rJ ® vx(g) for any 9 E B(k). In particular,
Wv(ad = ai ® v for any i = 1, ... , k - 1. Clearly, Wv is an embedding.

This construction may be modified as folIows. Let v E B(p). We represent v by a
~-thin p-rope 1), and any generator O"i E B(k) by a wide geoluetric k-braid 5i. Then we
replace thc i'th string of äi with the above thin rope V, and all the rest strings of 5i with
li. The resulting geometrie pk-braids defines an elelncnt of B(pk), which is denoted by

3

O"i * v. Thc correspondencc O"i t-+ O"i * v E B(pk), i = 1, ... , k - 1, determines an injective
homomorphism <Pv: B (k) -t B (pk ).

Let, as usual, a = al,pk = 81S2 ... 8 pk-l and b = Spk-l fonn thc special system of gen­
erators in B (pk) corresponding to the canonical generators 81, . . . ,Spk-1. In the following
lemma-notation we exhibit an algcbraic dcscription of the honlomorphism q;v (especially,
see statements (c) and (d)).

Lemma-Notation 8.2. a) We define the elernents aij according to (0.3), that is,

aii = 1 for alt i,

For 1 ::; i ::; k set

and aij = 8iSi+l ... 8j-l for 1 ::; i < j ::; kp. (8.2)

ai = a p(i-l)+l,pi = 8 1J (i-l)+lSp(i-I)+2 ... SlJ(i-l)+lJ- ll bi = ai 8p(i-l)+I,

.6. i = a p(i-l)+I,pi a p(i-l)+l,pi-l ap(i-l)+1 ,1)i-Ü)-2) (8.3)

=Sp(i-l)+l ... 8 pi-l X Sp(i-I)+l Spi-2 X ... x 8 1J(i-l)+lSp(i-l) X Sp(i-l)+1 .

Clearly,

ar = hf-I and (8.4)

whenever 1::; i ::; k and p(i - 1) + 1 ::; j ::; p(i - 1) + p - 2, and the element

Ai der af = hf-I generates the center 0/ the subgro7L]J Bi:: B(p) in B(kp) spanned by

Sp(i-l)+l, Sp(i-l)+2, ... , Sp(i-l)+p-l'
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b) For 1 ::; i ::; k - 1 define the elements ti = ai 0 IP. The following relations are held:

ti = SpiSpi-l ... Spi-(p-l) X Spi+ISpi ... Spi-(p-2)

X ... X Spi+(p-l) Spi+(]J-2) ... Spi

= SpiSpi+l ... Spi+(p-l) X S]li-1 8 pi ... S]Ji+(p-2)

x ... x Spi-(p-l)Spi-(]J-2) ... Spi

= rLpi,(i+l)papi-l,(i+l)p-l ... api-(p-l),(i+l)p-(p-l) ;

titj = tjti whenever i,j = 1, ... , k - 1 and li - jl > 1;

titi+lti = ti+ltiti+l for 1 ::; i < k - 1 ;

(8.5)

(8.6)

for 1::; i ::; j < k;

whenever 1::; i :::; k - 1 and p(i-I) < r < pi .

(8.7)

(8.8)

Moreover, for any word W(Yl, ... , Y(j-i+l)p-l) in variables

-1 -1
YI, Yl , ... , Y(j-i+l)p-l, Y(j-i+l)p-l

and any i, j, 1:::; i :::; j ::; k - 1, one has

c) FOT any word v = v(xt, ... , Xp-l) in variables .Ll, xII, ... , X]J-I, X;!l define the ele­

ments Vj E B(kp) by

Vj = V(S(j-l)p+ll S(j-l)p+2, ... , s(j-l)p+p-d, 1:::; j ::; k. (8.10)

Then
ViVj = VjVi

t ·v·-v·t·
~ J - J ~

tivi = Vi+l ti

fori,j=l, ... ,k;

whenever j < i or j > i + 1 ;

and tiVi+l = Viti for 1 ::; i ::; k - 1 .

(8.11)

d) It follows from relations (8.6) and (8.11) that the correspondence

(8.12)

defines a homomorphis1n 1Jv: B (k) --+ B (kp) . This hornomorphism 1Jv 1,S non-Abelian
whenever k > 2 and v =I=- 1.

e) The following relations are 'held:

(*) .6.~ = Ai for 1::; i ::; k , (8.13)

(8.14)
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Proof. Thc proofs of (a )-(d) are by geometrie evidenee 01' by a straightforward ealcula­
tion; we leave it to the reacler. Relation (8.13(*)) is aetuaHy very weH known5 . Relation
(8.13(**)) is a special ease of (8.9) (or the last of relations (8.11)). To prove (8.14), we
represent a P as the produet of the p faetors a = SI ... Spk-l' Using (8.5), we re-arrange the
faetors 8j in the produet aP in order to single out thc faetors 6.1 , h, ... , tk-b 6.k - 1 ; then
we use k - 1 timcs relation (8.13(**)). Thc eorresponding ealculation looks as folIows:

a P = SI ... Spk-l X SI ... Spk-l X ... X SI ... Spk-1
'-...-" '-...-" '-...-"

factor (1) factor (2) factor (p)

= SI" 'Sp-1 X SI" 'Sp-2 x··· X S182
"--v--'" "--v--'" ~

from factor (1) from fador (2) from factor (p-2),

X 81 X
~

from factor (p-l)

'Y'

x SV'" S2V- 1 X 8p -1 ... 82p-2 X ... X
'-...-'" v ~

from factor (1) from factor (2),

SI ... Sp
'-v--'"

from factar (p)
.,

x

X S2V' .. S3V- 1 X S2p-l ... S3p-2 X ... X S1)+1'" S21) X· .. x
"-....-'" v ~ '-...,...-'"

from factor (1) from factor (2) from factor (v)
\. .I

'Y'

t2

X Sp(k-l) ... Spk-1 X SV(k-l)-1 ... Spk-2 X ... X Sp(k-2)+1 ... 8 p(k-l) X
\, -' , " -IV V v-

from factor (1) from factar (2) from factor (p)

X Spk-1
"-v--'

from factor (2)

X Spk-2Spk-l X Spk-3Spk-2Spk-l X ... X Sp(k-l)+l ... Spk-l'
'-...,...-"" v ~ , V #

from factor (3) from factor (4) from factor (p)
v-
B

It is casily seen that B = 6. k . Indeed,

B = a pk-l,pk a pk-2,pk a pk-3,pk ap(k-1)+3,pkap(k-l)+2,pk(.Lp(k-l)+I,pk

= a pk-l,pk a pk-2,pk a pk-3,pk a p(k-1)+3,pk a p(k-l)+l,pk a p(k-1)+1,pk-l

=apk-l,vkapk-2,pkapk-3,pk a p(k-l)+1,pk a p(k-1)+I,pk-l a 1)(k-1)+I,pk-2

=a pk-1 ,pk a pk-2,pk

x a p(k-1)+1,pk a p(k-l)+I,pk-l a 1J (k-1)+I,pk-2 ... a p(k-1)+1,p(k-l)+4

= a pk-l,pk x a p(k-l)+1,pk a p(k-1)+1,pk-1 a 1J (k-1)+1,I)k-2

x ... x ap(k-1)+1,p(k-1)+4ap(k-l)+l,p(k-l)+3

= ap(k-l)+l,pkap(k-l)+l,pk-l a 1)(k-1)+1,pk-2

x ... x ap(k-l)+ 1,p(k-l)+4ap(k-l)+1,p(k-1)+3ap(k-1)+I,p(k-l)+2 = 6.k .

Henee a P = 6.1 ' tlt2" :tk-.1 '.1? = 6.1 ' t 1t2 ·.·.·tk.-l· 6.k ,716.i· h t 2',' ·tk-l. 0

56i is the Carside fundamental element of the braid group Bi ~ B(p), see [Ga] or (De]).
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in case (b) .

By Theorem 8.1, a non-Abelian special homoIllorphisnl <p: B(k) -t B(n) may only exist
if n is contained in one of the four arithmetic progressions pk,i (1 ~ i ~ 4). The following
theorem states that for n E pk,l U pk,2 such a hOIIloIllorphism actually does existj this
proves TheoreIn H (b).

Theorem 8.3. Suppose k ~ 3. The non-Abelian homornorphism <Pv: B(k) -t B(kp)
constructed in Lemma-Notation 8.2 is special whenever one 0/ the following two conditions
is fulfilled:

a) p == l(k - 1) + 1 and v == (Xl' .. Xk_lXt}I, where l E Z+;

b) p == l(k - 1) and v == (Xl' .. Xk_l)l, where l E N.

In the case when (a) holds, <Pv is conjugate to (L hornornorphism of the form described
in Theorem 8.1(a) with t == 1, p == l(k - 1) + 1J and q == lk + 1. That is,

cPv(O:) l"Val(k-l)+l and tPv(ß) I"V b1k+1 . (8.15(a))

In the case when (b) holds, ePv is conjugate to a homomorphism of the form described
in Theorem 8.1(b) with t == l, p == l(k - 1), and q == lk ==]J + l. That is,

cPv(a) l"Val(k-l) and cPv(ß) I"V alk. (8.15(b))

Proof. By LemIua-Notation 8.2, we already know that cPv is a non-Abelian homomorphism.
Hence, to prove that cPv is special, it is sufficient to provc relations 8.15(a) and 8.15(b),
respectively. Note that for our choice of the worcl v we have

cPv(ai) == ai * v == viti == b~ti in case (a), and <pv(ai) == ai * v = viti == a~ti in case (b) .

Respectively, we have

<pv(a) = b~tl ... bi_ltk-l and cPv(ß) = b~tl ... b~_ltk-lb~tl in case (a) ,

anel

cPv(Ci) = aitt··· ai_ltk-l and <Pv(ß) = nit l ··· a~_ltk-la~tl

In case (a), using (8.4), (8.11), and (8.14), we have:

{

tPv(a) = bih'" b~_ltk-l == b~(k-l)tl'" tk-l

= bi-ltl ... tk-l = aih ... tk-l = ~ih ... tk-l = aP ,

cPv (ß) == tPv (o:ad == aPbih .

A straightforward (but rather long!) calculation shows that for p == l(k -1) +1 the element
aPbit l of B(pk) is conjugate to b1k+l = bq . This cOIllpletcs the proof in case (a).

In case (b)

{

4>v (0:) == a~ tt ... ah-l tk-l = a;(k-l)tt ... tk-l == afh ... tk-l == ~itl ... tk-l = aP ,

cPv (ß) == 4>v (aat} = aPaih .

It is not difficult to show that for p = l(k - 1) the·clcIuent aPai tl of B(pk) is conjugate to
alk = aq . This complctcs the proof. 0
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