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## 1 Introduction

Let $F(X, Y) \in \mathbf{Q}[X, Y]$ be a polynomial with rational coefficients and $\mathcal{G}(F)$ its Galois group over $\mathbf{Q}(X)$. For any $h \in \mathbf{Q}$ denote by $\mathcal{G}_{h}(F)$ the Galois group of $F(h, Y)$ over Q. (By the Galois group of a polynomial we mean the Galois group of its splitting field.) The classical Hilbert irreducibility theorem [7] states that for infinitely many $h \in \mathbf{Z}$ the group $\mathcal{G}_{h}(F)$ is isomorphic to $\mathcal{G}(F)$ (see [6, 10, 16] for modern expositions). In particular, if $F(X, Y)$ is irreducible over $\mathbf{Q}$ then for infinitely many $h \in \mathbf{Z}$ the specialization $F(h, Y)$ is an irreducible over $\mathbf{Q}$ polynomial in $Y$.

Of course, the set of $h \in \mathbf{Z}$ with this property depends on the polynomial $F$.
Gilmore and Robinson [8] proved the existence of an infinite set $\mathcal{H} \subset \mathrm{Z}$ with the following property: for any $F(X, Y) \in \mathrm{Q}[X, Y]$, the group $\mathcal{G}_{h}(F)$ is isomorphic to $\mathcal{G}(F)$ for all but finitely many $h \in \mathcal{H}$. Such sets will be referred to as universal Hilbert sets. (Gilmore and Robinson do not state this result explicitly, but it definitely follows from their Theorem 2.1, see [6], Ch. 14, Exercise 2.)

The argument of Gilmore and Robinson was non-constructive. Sprindžuk [18] obtained a very explicit construction of a universal Hilbert set. He proved that such is the set

$$
\left\{h_{m}=[\exp \sqrt{\log \log m}]+m!2^{m^{2}}: m=3,4, \ldots\right\}
$$

(As usual, $[x]$ is the largest integer not exceeding $x$.) Sprindžuk proves that for any $F(X, Y) \in \mathbf{Q}[X, Y]$, one can effectively compute $m_{0}=m_{0}(F)$ such that $\mathcal{G}_{h_{m}}(F) \cong$ $\mathcal{G}(F)$ for all $m \geq m_{0}$. See also $[19,5]$.

Yasumoto [21] obtained a general sufficient condition for an infinite set $\mathcal{H} \subset \mathbf{Z}$ to be universal Hilbert. He showed that this condition is satisfied for the sets $\left\{2^{m} p_{m}\right\}$ (where $p_{m}$ is the $m$-th prime) and $\left\{2^{m}\left(m^{3}+1\right)\right\}$, which are thereby universal Hilbert.

The sequences of Sprindžuk and Yasumoto grow exponentially, and, in particular, they have asymptotic density 0 . In this note we give a very simple (constructive) proof of the following result.

Theorem 1.1 There exists a universal Hilbert set $\mathcal{H} \subset Z$ of asymptotic density 1.
Recall that the asymptotic density of a set $A \subset \mathrm{Z}$ is

$$
\mathrm{d} A \stackrel{\text { def }}{=} \lim _{N \rightarrow \infty} \frac{|A \cap[-N, N]|}{2 N}
$$

provided that the limit exists. (We denote by $|S|$ the cardinality of the finite set $S$.)
Yasumoto [21] introduced a weaker notion of $\mu$-irreducibility set, $\mu$ being a positive integer. An infinite set $\mathcal{H} \subset \mathbf{Z}$ is a $\mu$-irreducibility set if for any irreducible polynomial
$F(X, Y) \in \mathbf{Q}[X, Y]$ with $\operatorname{deg}_{X} F(X, Y) \leq \mu$ the polynomial $F(h, Y)$ is irreducible for all but finitely many $h \in \mathcal{H}$. For any $\mu$ he gave [22] an explicit construction of a $\mu$-irreducibility set of polynomial growth; for instance, such is the set $\left\{m^{4 d}+m^{4 d-4}\right\}$ with $d=(\mu!)!$.

Our second result is an explicit universal Hilbert set with polynomial growth.
Theorem 1.2 The set

$$
\begin{equation*}
\left\{h_{m}=[\log \log |m|]+m^{3}: m= \pm 3, \pm 4, \ldots\right\} \tag{1}
\end{equation*}
$$

is universal Hilbert.
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## 2 Hilbert irreducibility theorem

For any polynomial $F(x, y) \in \mathrm{Q}[X, Y]$ put

$$
\begin{equation*}
R(F)=\left\{h \in \mathbf{Z}: \mathcal{G}_{h}(F) \neq \mathcal{G}(F)\right\} . \tag{2}
\end{equation*}
$$

We say that $\mathrm{M} \subset \mathbf{Z}$ is a singular set of the first type if $\mathrm{M}=\mathrm{M}_{g}=g(\mathbf{Z}) \cap \mathbf{Z}$ for some polynomial $g(T) \in \mathbf{Q}(T)$ of degree at least 2 .

We say that $\mathrm{M} \subset \mathrm{Z}$ is a singular set of the second type if

$$
\mathrm{M}=\mathrm{M}_{\left(K, g_{1}, g_{2}\right)}=\left\{g_{1}(\eta)+g_{2}\left(\eta^{-1}\right): \eta \text { is a unit in } K\right\} \cap \mathbf{Z}
$$

where $K$ is a number field and $g_{1}, g_{2} \in K(T)$ are non-constant polynomials.
We use Hilbert irreducibility theorem in the following form.
Theorem 2.1 The set $R(F)$ is contained in a union of a finite set M and finitely many singular sets, the corresponding polynomials $g$ and triples ( $K, g_{1}, g_{2}$ ) being effectively constructible in terms of $F$. The cardinality of the finite set M can be effectively estimated in terms of $F$.
(We do not claim that the set M can be effectively constructed.)
The proof of this theorem is implicit in [16], Ch. 9, especially Section 9.7 and Exercise 2. We include some details for the sake of completeness.

We deal with pairs $(C, x)$, where $C$ is a projective curve defined and irreducible over $\mathbf{Q}$ (but may be reducible over $\overline{\mathbf{Q}}$ ), and $x \in \mathbf{Q}(C)$ is non-constant and satisfies $[\mathbf{Q}(C): \mathbf{Q}(x)] \geq 2$. For such a pair put

$$
\mathrm{M}_{(C, x)}=x(C(\mathbf{Q})) \cap \mathbf{Z}
$$

Lemma 2.2 ([16], Section 9.2, Proposition 2) The set $R(F)$ is contained in a union of an effectively constructible finite set and finitely many sets of the type $\mathrm{M}_{(C, x)}$, the corresponding pairs $(C, x)$ being effectively constructible as well.

In view of this, Theorem 2.1 is a consequence of the following lemma.
Lemma 2.3 Let $(C, x)$ be as above.
(a) If $C$ is reducible over $\bar{Q}$ then the set $\mathrm{M}_{(C, x)}$ is finite and can be effectively determined.

Now suppose that $C$ is irreducible over $\overline{\mathbf{Q}}$.
(b) If $\mathrm{g}(C) \geq 1$ or $x$ has at least three distinct poles then the set $\mathrm{M}_{(C, x)}$ is finite and its cardinality can be effectively estimated.
(c) If $\mathrm{g}(C)=0$ and $x$ has exactly two distinct poles, then $\mathrm{M}_{(C, x)}$ is contained in the union of finitely many singular sets of the second type, the corresponding triples ( $K, g_{1}, g_{2}$ ) being effectively constructible.
(d) If $\mathrm{g}(C)=0$ and $x$ has exactly one pole, then $\mathrm{M}_{(C, x)}$ is contained in a singular set of the first type, the corresponding polynomial $g$ being effectively constructible.

Proof (a) As follows from the consideration of the Galois action, any rational point on $C$ should belong to its any absolutely irreducible component. Any two components have finitely many intersections, which can be effectively found. Thus, even the set $C(\mathbf{Q})$ is finite and can be effectively determined. This completes the proof.
(b) This is classical Siegel's theorem on integral points [17, 10, 13, 16]. In fact, more information on the effectivity is available than it is stated. Namely, in the case $\mathrm{g}=1$ and in the case $\mathrm{g}=0$ and $x$ has at least three poles the set $\mathrm{M}_{(C, x)}$ can be effectively determined [16], Ch. 8, see also $[1,9,15,11,2]$. In the case $g \geq 2$ the cardinality of the set $C(\mathbf{Q})$ can be effectively estimated [4], Section 6.6 and [3].
(c) Let $P_{1}$ and $P_{2}$ be the two distinct poles of $x$ and $K$ a number field such that both $P_{1}$ and $P_{2}$ are defined over $K$. Then there exist $t \in K(C)$ such that $(t)=P_{1}-P_{2}$. We have $x=\tilde{g}_{1}(t)+\tilde{g}_{2}\left(t^{-1}\right)$, where $\tilde{g}_{1}(T)$ and $\tilde{g}_{2}(T)$ are non-constant polynomials with coefficients in $K$. Let $P_{0} \in C(\mathbf{Q})$ be such that $x\left(P_{0}\right) \in \mathbf{Z}$. Both $t$ and $t^{-1}$ are integral over the ring $\mathrm{Q}[x]$. Therefore there exist only finitely many possibilities for the fractional ideal $\left(t\left(P_{0}\right)\right)$ of the field $K$. In the other terms, $t\left(P_{0}\right)$ is a unit of $K$ times a non-zero number from a finite effectively computable set. Therefore $\mathrm{M}_{(C, x)}$ is contained in the union of finitely many singular sets $\mathrm{M}_{\left(K, g_{1}, g_{2}\right)}$, where $g_{1}(T)=\tilde{g}_{1}(\alpha T)$ and $g_{2}(T)=\tilde{g}_{2}\left(\alpha^{-1} T\right)$, with $\alpha$ from the finite set referred to in the previous phrase.
(d) In this case there is $t \in \mathbf{Q}(C)$ such that $\mathbf{Q}(C)=\mathbf{Q}(t)$ and $t$ has the same pole as $x$. This $t$ is integral over the ring $\mathbf{Q}[x]$. Multiplying it by an appropriate integer, we may assume that it is integral over $\mathbf{Z}[x]$. We have $x=g(t)$, where $g(T) \in \mathbf{Q}[T]$ and $\operatorname{deg} g=[\mathbf{Q}(C): \mathbf{Q}(x)] \geq 2$. If $P_{0}$ is as in the proof of (c), then $t_{0}=t\left(P_{0}\right)$ is an integer and $x\left(P_{0}\right)=g\left(t_{0}\right)$. Therefore $\mathrm{M}_{(C, x)} \subset \mathrm{M}_{g}$. The proof is complete.
(As one can easily see, the field $K$ in the proof of (c) can be assumed to be real quadratic, and the polynomials $g_{1}$ and $g_{2}$ of the same degree; we do not need this additional information.)

As a direct consequence of Theorem 2.1 we have
Corollary 2.4 Given an irreducible polynomial $F(x, y) \in Z[x, y]$, there exists an effective constant $c(F)$ such that for any $N \geq 1$ we have

$$
\begin{equation*}
|R(F) \cap[-N, N]| \leq c(F) \sqrt{N} \tag{3}
\end{equation*}
$$

(See [16], Section 9.7 and Ch. 13 for more general results.)
The corollary will be sufficient for Theorem 1.1, but the proof of Theorem 1.2 will require the full strength of Theorem 2.1.

## 3 Proof of Theorem 1.1

For any $F(X, Y) \in \mathbf{Q}[X, Y]$ put

$$
R^{\prime}(F)=\{h \in R(F):|h| \geq N(F)\}
$$

where $N(F) \geq 1$ is to be defined later.
Further, put

$$
R=\bigcup_{F \in \mathbb{Q}[X, Y]} R^{\prime}(F), \quad \mathcal{H}=\mathbf{Z} \backslash R .
$$

Clearly, $\mathcal{H}$ is a universal Hilbert set. We shall show that $\mathbf{d} \mathcal{H}=1$ under an appropriate definition of $N(F)$.

Let $c(F)$ be the constant defined in Corollary 2.4. Fix a numbering $F_{1}, F_{2}, \ldots$ of the polynomials $F(X, Y) \in \mathrm{Q}[X, Y]$ and put

$$
N_{k}=N\left(F_{k}\right)=\max \left(k,\left(c\left(F_{1}\right)+\cdots+c\left(F_{k}\right)\right)^{4}\right)
$$

(in fact, 4 can be replaced by $2+\varepsilon$ for any $\varepsilon>0$ ). Now fix $N \geq 1$. Then $N_{k} \leq N<$ $N_{k+1}$ for some $k$. We have

$$
[-N, N] \cap R=[-N, N] \cap\left(\bigcup_{1 \leq i \leq k} R^{\prime}\left(F_{i}\right)\right) \subseteq[-N, N] \cap\left(\bigcup_{1 \leq i \leq k} R\left(F_{i}\right)\right)
$$

Therefore

$$
\begin{equation*}
|[-N, N] \cap R| \leq\left(c\left(F_{1}\right)+\cdots+c\left(F_{k}\right)\right) \sqrt{N} \leq N_{k}^{1 / 4} \sqrt{N} \leq N^{3 / 4} \tag{4}
\end{equation*}
$$

Thus, the asymptotic density of $R$ is 0 . Therefore the asymptotic density of $\mathcal{H}$ is 1 . The theorem is proved.

Remark 3.1 Note that the presented proof is constructive in the following sense. If $\mathcal{H}=\left\{\ldots<h_{-2}<h_{-1}<h_{0}=0<h_{1}<h_{2}<\ldots\right\}$, then $h_{m}$ and $h_{-m}$ can be effectively
computed for the given $m$ (when the numbering $F_{1}, F_{2}, \ldots$ is fixed). Indeed, we deduce from (4) that

$$
2 h_{m}+1-h_{m}^{3 / 4} \leq\left|\mathcal{H} \cap\left[-h_{m}, h_{m}\right]\right| \leq h_{m}+1+m .
$$

Therefore $h_{m}-h_{m}^{3 / 4} \leq m$, which immediately yields $h_{m} \leq 4 m$. By induction, we may suppose that $h_{m-1}$ is already found. Now $h_{m}$ is the minimal integer $h$ in the interval [ $\left.h_{m-1}+1,4 m\right]$ with the following property: for all polynomials $F_{k}$ with $N_{k} \leq h$ we have $h \notin R\left(F_{k}\right)$. This allows to find $h_{m}$ in finitely many steps, because $N_{k} \geq k$ by definition. Similarly one finds effectively $h_{-m}$.

Moreover, as in Sprindžuk's case, for any $F \in \mathrm{Q}[X, Y]$ we can find effectively such $m_{0}=m_{0}(F)$ that $\mathcal{G}_{h_{m}}(F)=\mathcal{G}(F)$ when $|m| \geq m_{0}$. Say, put $m_{0}(F)=[N(F)]+1$. Then $|m| \geq m_{0}$ yields $\left|h_{m}\right| \geq|m|>N(F)$, and $h_{m} \notin R(F)$ by the construction.

## 4 Proof of Theorem 1.2

Let $K$ be a number field. Recall the definition of the height of an affine vector $\underline{\underline{\alpha}}=\left(\alpha_{1}: \ldots: \alpha_{n}\right) \in K^{n}:$

$$
H_{K}(\underline{\alpha}) \stackrel{\text { def }}{=} \prod_{v}\left(\max \left(1,\left|\alpha_{1}\right|_{v}, \ldots,\left|\alpha_{n}\right|_{v}\right)\right)^{\left[K_{v}: \mathbf{Q}_{v}\right]}
$$

the product being over all valuations of $K$, normalized to extend standard valuations of $Q$.

The height of a polynomial is, by definition, the height of the vector of its coefficients. For a rational number $\alpha=\frac{p}{q}$ with $(p, q)=1$ we have $H_{\mathbf{Q}}(\alpha)=\max (|p|,|q|)$.
Lemma 4.1 Let $K$ be a number field, $\mathcal{O}=\mathcal{O}_{K}$ its ring of integers, $g(T) \in \mathbf{K}(T)$ a separable polynomial of degree $\nu \geq 2$ and $n \geq 3$. Then any solution $(u, t) \in \mathcal{O} \times \mathcal{O}$ of the equation $u^{n}=g(t)$ satisfies

$$
\max \left(H_{K}(u), H_{K}(t)\right) \leq \exp \left(c(K, n, \nu) H_{K}(g)^{c(n . \nu)}\right)
$$

Proof See Voutier [20] or Poulakis [12]. The proofs are heavily based on Baker's theory of linear forms in the logarithms. Poulakis obtains the exponent $c(n, \nu, d)$, depending also on the degree $d=[\mathbf{K}: \mathbf{Q}]$, but this would suffice for our purposes as well.

Lemma 4.2 Let $g(T) \in \mathbf{Q}[T]$ be a polynomial of degree at least two. Then the equation

$$
u^{3}+[\log \log |u|]=g(t)
$$

has finitely many solutions $u, t \in \mathbf{Z}$.
Proof For sufficiently large $|u|$ the polynomial $g_{u}(T)=g(T)-[\log \log |u|]$ is separable and

$$
H_{\mathbb{Q}}\left(g_{u}\right) \leq c_{1}(g) \log \log |u|
$$

Therefore, given a solution $(u, t) \in \mathbf{Z} \times \mathbf{Z}$ with $u$ sufficiently large, we have

$$
|u|=H_{\mathbf{Q}}(u) \leq \exp \left((\log \log |u|)^{c_{2}(g)}\right) \leq c(g, \varepsilon)|u|^{\varepsilon}
$$

for any $\varepsilon>0$. This gives an upper bound for $|u|$. The proof is complete.

Lemma 4.3 Let $g(T) \in \mathrm{C}(T)$ and $k$ a positive integer. Suppose that $g(0) \neq 0$. Then the polynomial $g(T, z)=g(T)+z T^{k}$ is separable for all but finitely many $z \in \mathbf{C}$.

Proof The discriminant $D(Z)$ of $g(T, Z)$ is a polynomial in $Z$ and $g(T, z)$ is separable when $D(z) \neq 0$. Thus, it suffices to prove that $D(Z) \not \equiv 0$.

If $D(Z) \equiv 0$ then $g(T, Z)$ is not separable over the field $\mathrm{C}(Z)$. In particular, it is reducible over $\mathbf{C}(Z)$. By Gauss lemma, it is reducible over the ring $\mathrm{C}[Z]$. We have $g(T)+Z T^{k}=G_{1}(T, Z) G_{2}(T, Z)$, and one of $G_{1}$ and $G_{2}$ is of degree 0 in $Z$. This means that the polynomials $g(T)$ and $T^{k}$ should have a common root, which contradicts to $g(0) \neq 0$. This completes the proof.

Lemma 4.4 Let $K$ be a number field, $\mathcal{O}^{*}=\mathcal{O}_{K}^{*}$ its group of units and $g_{1}, g_{2} \in K(T)$ non-constant polynomials. Then the equation

$$
\begin{equation*}
u^{3}+[\log \log |u|]=g_{1}(\eta)+g_{2}\left(\eta^{-1}\right) \tag{5}
\end{equation*}
$$

has finitely many solutions in $u \in \mathrm{Z}$ and $\eta \in \mathcal{O}^{*}$.
Proof Let $\xi, \eta_{1}, \ldots, \eta_{r}$ generate the group $\mathcal{O}^{*}$ and $L=K\left(\sqrt[3]{\xi}, \sqrt[3]{\eta_{1}}, \ldots, \sqrt[3]{\eta_{r}}\right)$. Put

$$
g_{u}(T)=T^{\operatorname{deg} g_{2}}\left(g_{1}(T)+g_{2}(T)-[\log \log |u|]\right)
$$

By Lemma 4.3 the polynomial $g_{u}(T)$ is separable for sufficiently large $|u|$. We have $\operatorname{deg} g_{u}(T)=\operatorname{deg} g_{1}+\operatorname{deg} g_{2} \geq 2$, and for sufficiently large $|u|$

$$
H_{L}\left(g_{u}\right) \leq(\log \log |u|)^{c_{1}\left(g_{1}, g_{2}, K\right)}
$$

For any $\eta \in \mathcal{O}^{*}$ one of the cubic roots $\sqrt[3]{\eta}$ belongs to $L$. Therefore for any solution $(u, \eta) \in \mathbf{Z} \times \mathcal{O}^{*}$ of (5) we obtain a solution $(w, t) \in \mathcal{O}_{L} \times \mathcal{O}_{L}$ of the equation

$$
w^{3}=g_{u}(t)
$$

putting $w=u(\sqrt[3]{\eta})^{\operatorname{deg} g_{2}}$ and $t=\eta$.
By Lemma 4.1, for sufficiently large $|u|$ we have

$$
\max \left(|\eta|,\left|\eta^{-1}\right|\right) \leq H_{L}(\eta) \leq \exp \left((\log \log |u|)^{c_{2}\left(g_{1}, g_{2}, K\right)}\right)
$$

(Here $|\ldots|$ is a fixed archimedean valuation of the field L.) Substituting this to (5), we obtain an estimate $|u| \leq c\left(g_{1}, g_{2}, K, \varepsilon\right)|u|^{e}$ for any $\varepsilon>0$. This completes the proof.

Theorem 1.2 is an immediate consequence of Lemma 4.2, Lemma 4.4 and Theorem 2.1.
Remark 4.5 Of course, the set (1) is just an example. In fact, $[\log \log |m|]$ can be replaced by any other integral-valued function $\psi(m)$ such that $\psi(m) \rightarrow \infty$ when $m \rightarrow \infty$ and $\psi(m) \ll(\log |m|)^{\varepsilon}$ for any $\varepsilon>0$. Further, instead of $|m|^{3}$ one can take $A|m|^{n}$ with fixed integers $A \neq 0$ and $n \geq 3$. Moreover, in view of a result of Schinzel and Tijdeman [14], one can construct a "two-parametric" universal Hilbert set

$$
\left\{\psi(m)+m^{n}: m, n \in \mathbf{Z}, \quad|m| \geq 2, \quad n \geq 3\right\}
$$

where the integral-valued function $\psi(m)$ can be written explicitly.
Also, as usual, the ring Z can be replaced by the ring of integers (or $S$-integers) of an arbitrary number field.

Remark 4.6 Unlike Sprindžuk, we can only claim the existence of $m_{0}(F)$ for any polynomial $F$ such that $\mathcal{G}_{h_{m}}(F)=\mathcal{G}(F)$ for all $m \geq m_{0}$. We cannot find $m_{0}$ effectively, because we have no effective upper bound for the integers from the set M in Theorem 2.1. This is also the case for Yasumoto sequences.
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