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Preface

This work grew around a series of examples of smooth noncommutative ’spaces’ con-
structed together with Maxim Kontsevich more than a decade ago. The first example was
the noncommutative projective ’space’. Then we moved to noncommutative Grassmanni-
ans and flag varieties and their generalizations, which include the noncommutative version
of Quot schemes. Finally, we found a general combinatorial construction producing non-
commutative ’spaces’. These ’spaces’ have remarkable properties and a ”classical” flavor,
although many of them do not even exist in commutative algebraic geometry. Each of
the examples, and the general construction, started with a functor from the category of
associative algebras to Sets interpreted as a presheaf of sets on the category of noncom-
mutative affine schemes. Every such presheaf gives rise to a category of quasi-coherent
modules on it. The latter represents the corresponding ’space’.

A self-contained exposition of these examples and the construction and the formalism
required for (and triggered by) their elementary analysis turned out to be a sketch of a
considerable part of basics of noncommutative algebraic geometry, which includes notions
and properties of smooth and étale morphisms and noncommutative stacks. In order to
give a better overview and include these examples into landscape of noncommutative alge-
braic geometry, the sketch is complemented with some other, previously known, important
examples of noncommutative ’spaces’ and several relevant digressions. All together formed
the present manuscript.
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Introduction

The background material consists of some basic facts of ”categorical” noncommuta-
tive algebraic geometry – ’spaces’ represented by categories and morphisms of ’spaces’
represented by their inverse image functors. Then follows a sketch, in the same spirit,
of different finiteness and (formal) smoothness conditions, which are used, in particular,
to single out (relative) noncommutative schemes and more general locally affine ’spaces’,
as well as some important special classes of the them (like semi-separated and separated
noncommutative schemes, noncommutative algebraic ’spaces’ etc.). Then we temporar-
ily abandon categorical philosophy and plunge in the direction of (pre)sheaves of sets
representable by noncommutative ’spaces’ and schemes. The main thrust here is on intro-
ducing and studying examples which can be qualified as noncommutative ”flag varieties”
and ”generic flag varieties”. The first class includes, as a special case, noncommutative
Grassmannians and the second one – generic Grassmannians, which are noncommutative
versions of Quot schemes (they are not schemes, however). Two points of view meet again
when we introduce quasi-coherent (sheaves of) modules on fibred categories. This leads to
noncommutative stacks. Applying the so called ”local constructions”, we extend the exam-
ples of Grassmannians and flag varieties to non-affine base. Then we make a move, which
might be interpreted as another way of ”globalization” – defining geometry whose initial
data is an action of a monoidal category on a category. The main immediate reason is that
some key examples of non-commutative schemes – like quantum base affine space and flag
variety and, especially, quantum D-schemes over them, require this point of view, as well
as many (actually, most of) other examples. It is also useful for a better understanding the
nature of (formal) smoothness and some other finiteness conditions. We introduce, in the
framework of this setting, a general construction of noncommutative spaces starting from
a combinatorial data and certain ”initial conditions”. The combinatorial data with initial
conditions produce a presheaf of sets on the category of affine schemes in the monoidal
category, and the action of this monoidal category gives rise (via a canonically associated
fibred category) to the category of quasi-coherent modules.

The text is organized as follows.

Chapter I contains a refined exposition of well known facts on ’spaces’ represented by
categories based mostly on [R, Ch. VII], [R3], [R4]. It gives a necessary background on
continuous and affine morphisms and flat descent. Examples which appear here do not go
beyond cones of non-unital algebras and Proj of non-unital graded algebras. Their main
particular cases are quantum base affine ’spaces’, quantum flag varieties of semi-simple Lie
algebras and associated with them quantum D-schemes (first introduced in [LR]).

Chapter II outlines a simple general formalism of finiteness conditions, representability
and smoothness, which allows to single out schemes, algebraic spaces and more general
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locally affine ’spaces’ in different settings of noncommutative algebraic geometry.

In Chapter III, we introduce geometry in which the role of ’spaces’ is played by functors
from the category of associative unital algebras to Sets, or, what is the same, presheaves
of sets on the category of noncommutative affine schemes. Applying the general nonsense
formalism of Chapter II, we obtain, in this setting, the notions of Zariski open immersions,
locally affine ’spaces’ and schemes, formally smooth and smooth ’spaces’ and morphisms
of ’spaces’, Zariski, smooth and étale pretopologies etc.. We sketch properties of closed im-
mersions and separated morphisms of (pre)sheaves of sets. We illustrate all these notions
with examples which might be regarded as toy models of noncommutative Grassmanni-
ans, and flag varieties, and their generalized versions. The characteristic ”toy” is due
to the fact that these presheaves are convenient approximations of the noncommutative
Grassmannians and flag varieties. The transition from ”toy” to ”real” consists of taking
the associated sheaf of the ”toy” model for an appropriate pretopology on the category of
noncommutative affine schemes. A natural appropriate pretopology for all the examples
of this chapter (as well as the examples of Chapter V) is the smooth pretopology.

It is worth to mention that the restrictions of the sheaves of sets representing our
varieties to the category of commutative schemes are commutative schemes with the same
name, whenever the latter exist (there is no commutative prototype of the Grassmannian
of hundred-dimensional subspaces of the one-dimensional vector space).

Chapter IV is dedicated to quasi-coherent sheaves. We start with introducing the
category of sheaves and the category of quasi-coherent sheaves on fibred categories and
study their general properties. For every presheaf of sets X on the category of noncommu-
tative affine schemes, we define the category of quasi-coherent sheaves on X as the category
of quasi-coherent sheaves on the fibred category naturally associated with X. An impor-
tant observation is that, given a pretopology τ on the category of affine noncommutative
schemes, the category of quasi-coherent presheaves on a presheaf of sets X coincides with
the category of quasi-coherent sheaves on the associated sheaf of sets, provided that the
pretopology τ is of effective descent. The smooth pretopology of Chapter III is of effective
descent. This implies that the categories of quasi-coherent presheaves on the toy Grass-
mannians and toy flag varieties introduced in Chapter III are equivalent to the categories of
quasi-coherent sheaves on ”real” noncommutative ’spaces’ with the corresponding names.

In Chapter V, we approach geometries which “live” in different monoidal categories.
That is we outline an appropriate formalism and construct important (classes of) examples
of noncommutative varieties in this setting. The necessity to do this follows already from
[LR]: the quantum flag variety of a semi-simple Lie algebra g and the corresponding D-
scheme live in the monoidal category of Zn-graded vector spaces, where n is the rank
of the lattice of integral weights, endowed with a braiding determined by the Cartan
matrix of g. It is worth to mention that, thanks to an adequate generality, the classically
looking constructions introduced and studied in Chapter III – generalized Grassmannians
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and flag varieties, are better understood. We conclude the chapter with a combinatorial
construction, which can be regarded as a machine creating big classes of (not only smooth)
noncommutative varieties. These classes include all examples considered earlier in the text
and much more.

Each chapter has a fairly detailed summary, which complements this introduction.

There are two appendices. The first appendix gives a short exposition of fibred cate-
gories and cartesian functors; the second appendix contains elementary facts on actions of
monoidal categories needed for Chapter V (and a little bit for Chapter I).

A remarkable feature of this whole story is that everything is derived from several
notions carrying, with a good reason, familiar names, which are of surprising generality.
Thus, affine morphisms – one of the first key notions, appear as morphisms between ’spaces’
represented by arbitrary categories. The finiteness conditions, which are seen everywhere
and are used here, in particular, to single out locally affine ’spaces’ and schemes, are defined
even in a more general framework. Same holds for (formally) smooth and étale morphisms,
open immersions, closed immersions and related to the latter separated morphisms. Even
classical examples, like Grassmannians and flag varieties are special cases of very general
constructions, which make sense for non-additive categories. Note by passing that same
holds for geometric picture – spectral theory, which is the subject of [R15].

Commutative algebraic geometry turns out to be a special case of geometric phenom-
ena existing in a much greater generality. Even the geometrization of noncommutative
algebras and abelian categories is a very small part of actual possibilities.



Chapter I

’Spaces’ Represented by Categories. Flat Descent.

According to Grothendieck’s philosophy (in Manin’s interpretation [M1, p.83]), to do
geometry you really don’t need a space, all you need is a category of sheaves on this space.

Definition of the Proj of an associative Z+-graded algebra is one of the applications
of this thesis. The affine case fits naturally into this viewpoint: for any associative unital
k-algebra R, the category of quasi-coherent sheaves on the corresponding affine scheme is
identified with the category R−mod of left R-modules.

So that the correspondence [spaces −→ categories] includes the correspondence
[spaces −→ algebras] of affine geometry.

The universal category of ’spaces’.

Any incarnation of the “space 7−→ category” philosophy (where the word “category”
is understood in its straightforward sense) is expressed as a contra-variant pseudo-functor
from some category B of “spaces” to Cat. This pseudo-functor can be interpreted as a
choice of an inverse image functor f∗ for each morphism f of B and an isomorphism,
αf,g, from f∗g∗ to (gf)∗ for any composable pair of morphisms f, g. Isomorphic pseudo-
functors give equivalent theories. All these equivalent theories are encoded in the fibred
category associated with the pseudo-functor in question.

There is a natural fibred category

Cato
π
−→ |Cat|o (1)

defined as follows. The category |Cat|o has the same objects as Catop and morphisms from
X to Y are isomorphism classes of functors from the category CY corresponding Y to the
category CX . We call the objects of the category |Cat|o ’spaces’, or ’spaces’ represented by
categories. Objects of the category Cato are pairs (X,M), where X is a ’space’ and M is
an object of the category CX . Morphisms from (X,M) to (Y,N) are pairs (f∗, ξ), where
f∗ is a functor CY −→ CX and ξ a morphism f∗(N) −→ M . The functor π maps every

object (X,M) of Cato to the object X of |Cat|o and every morphism (X,M)
(f∗,ξ)
−−−→ (Y,N)

to the morphism X
f
−→ Y whose inverse image functor is f∗.

The fibred category (1) is universal in the sense that every fibred category F
πβ
−→ B

corresponding to a pseudo-functor Bop β
−→ Cat is the pull-back of (1) along the composi-

tion B −→ |Cat|o of B
βop

−→ Catop with the projection Catop
π
−→ |Cat|o.
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Thus, |Cat|o can be regarded as the universal category of spaces. We call its objects
’spaces’ represented by categories. The whole “space 7−→ category” philosophy is encoded
in the fibred category of ’spaces’ Cato

π
−→ |Cat|o.

This observation is the starting point of the chapter. The immediate purpose is to
define and study geometry (or geometries) inside of the category |Cat|o, like commutative
scheme theory is defined and studied inside of the category of locally ringed spaces.

What we really study and use is not so much ’spaces’, but certain classes of morphisms
of ’spaces’. The most important among them are continuous’, flat, and affine morphisms
introduced in [R]. A morphism is continuous if its inverse image functor has a right adjoint
(called a direct image functor), and flat if, in addition, the inverse image functor is left
exact (i.e. preserves finite limits). A continuous morphism is called affine if its direct
image functor is conservative (i.e. it reflects isomorphisms) and has a right adjoint.

Affine and locally affine ’spaces’. Given an object S of the category |Cat|o, we
define the category AffS of affine S-spaces as the full subcategory of |Cat|o/S whose
objects are affine morphisms to S. The functor from AffS to |Cat|o is the composition
of the inclusion functor AffS →֒ |Cat|

o/S and the canonical functor |Cat|o/S −→ |Cat|o.
The choice of the object S influences drastically the rest of the story. Thus, if S = SpZ (i.e.
CS is the category of abelian groups), then AffS is naturally equivalent to the category
opposite to the category Ass which is defined as follows: objects of Ass are associative
unital rings and morphisms are conjugation classes of unital ring morphisms. If CS is the
category Sets, then the category AffS is equivalent to the category AssopE , where objects
of AssE are monoids and morphisms are conjugation classes of monoid homomorphisms.

Locally affine objects are defined in an obvious way, once a notion of a cover (a quasi-
pretopology) is fixed. We introduce several canonical quasi-pretopologies on the category
|Cat|o. Their common feature is the following: if a set of morphisms to X is a cover, then
the set of their inverse image functors is conservative and all inverse image functors are
exact in a certain mild way. If, in addition, morphisms of covers are continuous, X has a
finite affine cover, and the category CS has finite limits, this requirement suffices to recover
the object X from the covering data uniquely up to isomorphism (i.e. the category CX is
recovered uniquely up to equivalence) via ’flat descent’.

In Section 1, we remind first notions of categoric geometry (’spaces’ represented by
categories, morphisms represented by their inverse image functors, continuous, flat and
affine morphisms) and sketch several examples of noncommutative spaces which are among
illustrations and/or motivations of constructions of this work.

In Section 2, we study general properties of the category of |Cat|o of ’spaces’ starting
from the existence (and a description) of arbitrary limits and colimits.

In Section 3, we describe continuous morphisms from an arbitrary ”space” X to the
categoric spectrum Sp(R) of a ring R. We argue that continuous morphisms X −→ Sp(R)
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are in bijective correspondence with isomorphism classes of right R-modules O in the
category CX (i.e. R-modules in the opposite category CopX ). In the case X = Sp(T )
for some ring T , this correspondence expresses a classical fact (a theorem by Eilenberg
and Moore) which in the our pseudo-geometric language sounds as follows: inverse image
functors of continuous morphisms Sp(T ) −→ Sp(R) are given by (T,R)-bimodules.

In Section 4, we start to study continuous morphisms via monads and comonads
associated with them, using as a main tool the Beck’s theorem characterizing the so called
monadic and comonadic morphisms. For a monad F on a ”space” X (i.e. on the category
CX), we define the categoric spectrum of F as the ”space” Sp(F/X) corresponding to the
category of F-modules. The categoric spectrum of a monad is a natural generalization of
the categoric spectrum of a ring. Dually, for any comonad G onX, we define its cospectrum,
Spo(X\G) as the space corresponding to the category G − Comod of G-comodules.

In Section 5, we exploit the fact that an affine morphism to X is isomorphic to
the canonical morphism Sp(F/X) −→ X for a continuous monad F = (F, µ). Here
’continuous’ means that the functor F has a right adjoint. A consequence of this fact is
that any affine morphism Y −→ Sp(R) is equivalent to the morphism Sp(T ) −→ Sp(R)
corresponding to a ring morphism R −→ T . In particular, a direct image functor of
any affine morphism Sp(S) −→ Sp(R) is a composition of a Morita equivalence and the
”restriction of scalars” (pull-back) functor corresponding to a ring morphism.

In Section 6, we study affine flat descent. If U
f
−→ X is a flat conservative affine

morphism (’conservative’ means that f∗ reflects isomorphisms), then it follows from Beck’s
theorem thatX is isomorphic to Spo(U\Gf ), where Gf = (Gf , δf ) is a continuous comonad.
’Continuous’ means that the functor Gf has a right adjoint. In the case U = Sp(R) for
some ring R, continuous comonads are given by coalgebras in the category of R-bimodules.

The main commutative example is an arbitrary semi-separated quasi-compact scheme.
Recall that a scheme X is semi-separated if it has an affine cover {Ui →֒ X | i ∈ J} such
that all finite intersections of the open subschemes Ui are affine.

In Section 7, we introduce the Cone of a non-unital monad and the Proj of a non-unital
graded monad. Motivated by important constructions of representation theory of classical
and quantum groups and enveloping algebras, we consider Hopf actions on non-unital rings
and induced actions on the corresponding quasi-affine ’spaces’. Applying general facts to
the action of the enveloping algebra of a semi-simple (or reductive) Lie algebra, we realize
the category of D-modules on the base affine space and the flag variety as categories of
quasi-coherent sheaves on resp. the cone and the Proj of a graded ring naturally associated
with the Lie algebra. This setting is extended to actions of the quantized enveloping
algebra of a semi-simple Lie algebra on the quantum base affine ’space’ and the quantum
flag variety.
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1. ’Spaces’ represented by categories. Examples.

1.0. The category of ’spaces’. Continuous, flat, and affine morphisms. We
denote by |Cat|o the category whose objects are svelte (i.e. equivalent to small) categories
with respect to some fixed universum. We call objects of |Cat|o ’spaces’, or ’spaces’ rep-
resented by categories. For any ’space’ X, we denote by CX the corresponding category
(regarded as an appropriate category of ’sheaves’ on X), and for any svelte category A,
we denote by |A| the underlying ’space’ of A defined by C|A| = A. Morphisms from X to
Y are isomorphism classes of functors CY −→ CX . A functor CY −→ CX representing a

morphism X
f
−→ Y is, usually, denoted by f∗ and called an inverse image functor of f .

We shall write f = [F ] to indicate that f is a morphism having an inverse image functor

F . The composition of morphisms X
f
−→ Y and Y

g
−→ Z is defined by g ◦ f = [f∗ ◦ g∗].

1.0.1. Definitions. (a) A morphism of ’spaces’ X
f
−→ Y is continuous if its inverse

image functor has a right adjoint, CX
f∗
−→ CY (called a direct image functor of f).

(b) A continuous morphism is called flat if its inverse image functor is left exact, i.e.
it preserves finite limits.

(c) A continuous morphism X
f
−→ Y is called affine if its direct image functor is

conservative (i.e. it reflects isomorphisms) and has a right adjoint, CY
f !

−→ CX .

1.1. The categoric spectrum of a unital ring. For an associative unital ring R,
we define the categoric spectrum of R as the object Sp(R) of |Cat|o such that CSp(R) =

R −mod. Let R
φ
−→ S be a unital ring morphism and R −mod

φ̄∗

−−−→ S −mod the
functor S ⊗R −. The canonical right adjoint to φ̄∗ is the restriction of scalars functor –
the pull-back along the ring morphism φ. A right adjoint to φ̄∗ is given by

R−mod
φ̄!

−−−→ S −mod, L 7−→ HomR(φ∗(S), L). (1)

The map (
R

φ
−→ S

)
7−→

(
Sp(S)

φ̄
−→ Sp(R)

)

is a functor

Ringsop
Sp

−−−→ |Cat|o

which takes values in the subcategory formed by affine morphisms.

The image Sp(R)
φ̄
−→ Sp(T ) of a ring morphism T

φ
−→ R is flat (resp. faithful)

morphism of ’spaces’ iff R
φ
−→ S is a flat (resp. faithful) ring morphism, i.e. it turns R

into a flat (resp. faithful) right T -module.
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1.1.1. Continuous, flat, and affine morphisms from Sp(S) to Sp(R). Let R

and S be associative unital rings. A morphism Sp(S)
f
−→ Sp(R) with an inverse image

functor f∗ is continuous iff

f∗ ≃M⊗R : L 7−→M⊗R L (2)

for an (S,R)-bimoduleM defined uniquely up to isomorphism. The functor

f∗ = HomS(M,−) : N 7−→ HomS(M, N) (3)

is a direct image of f . It follows that the morphism f is conservative iff M is faithful as
a right R-module, i.e. the functor M⊗R − is faithful. The direct image functor (3) is
conservative iffM is a cogenerator in the category of left S-modules, i.e. for any nonzero
S-module N , there exists a nonzero S-module morphismM−→ N .

The morphism f is flat iffM is flat as a right R-module.
The functor (3) has a right adjoint, f !, iff f∗ is isomorphic to the tensoring (over S)

by a bimodule. This happens iffM is a projective S-module of finite type. The latter is
equivalent to the condition: the natural functor morphism

M∗
S ⊗S −−−→ HomS(M,−)

is an isomorphism. Here M∗
S = HomS(M,S). In this case, f ! ≃ HomR(M

∗
S ,−). In

particular, taking M = φ∗(S), we recover (1) above.

1.2. The graded version. Let G be a monoid and R a G-graded unital ring. We
define the ’space’ SpG(R) by taking as CSpG(R) the category grGR−mod of left G-graded
R-modules. There is a natural functor

grGR−mod
φ∗

−−−→ R0 −mod

which assigns to each graded R-module its zero component (’zero’ is the unit element
of the monoid G). The functor φ∗ has a left adjoint, φ∗, which maps every R0-module
M to the graded R-module R ⊗R0 M . The adjunction arrow IdR0−mod −→ φ∗φ

∗ is an
isomorphism. This means that the functor φ∗ is fully faithful, or, equivalently, the functor
φ∗ is (equivalent to) a localization.

The functors φ∗ and φ∗ are regarded as respectively a direct and an inverse image

functor of a morphism SpG(R)
φ
−→ Sp(R0). It follows from the above that the morphism

φ is affine iff φ is an isomorphism (i.e. φ∗ is an equivalence of categories).
In fact, if φ is affine, the functor φ∗ should be conservative. Since φ∗ is a localization,

this means, precisely, that φ∗ is an equivalence of categories.
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1.3. The cone of a non-unital ring. Let R0 be a unital associative ring, and
let R+ be an associative ring, non-unital in general, in the category of R0-bimodules;

i.e. R+ is endowed with an R0-bimodule morphism R+ ⊗R0 R+
m
−→ R+ satisfying the

associativity condition. Let R denote the augmented ring described by this data (R =
R0⊕R+ as an R0-bimodule) and TR+ the full subcategory of the category R−mod whose
objects are R-modules annihilated by R+. Let T −

R+
be the Serre subcategory (that is a

full subcategory closed by taking subquotients, extensions, and arbitrary direct sums) of
the category R−mod spanned by TR+ . One can see that objects of T −

R+
are all R-modules

whose elements are annihilated by a (depending on the element) power of R+.
We denote the quotient category R −mod/T −

R+
by CCone(R+) defining this way the

’space’ cone of R+. The localization functor R−mod
u∗

−→ R−mod/T −
R+

is an inverse image

functor of a morphism of ’spaces’ Cone(R+)
u
−→ Sp(R). The functor u∗ has a (necessarily

fully faithful) right adjoint, i.e. the morphism u is continuous. If R+ is a unital ring, then
u is an isomorphism (see 7.2.2.1). The composition of the morphism u with the canonical
affine morphism Sp(R) −→ Sp(R0) is a continuous morphism Cone(R+) −→ Sp(R0). Its
direct image functor is (regarded as) the global sections functor.

1.4. The graded version: ProjG. Let G be a monoid and R = R0⊕R+ a G-graded
ring with zero component R0. Then we have the category grGR − mod of G-graded R-
modules and its full subcategory grGTR+ = TR+ ∩ grGR −mod whose objects are graded
modules annihilated by the ideal R+. We define the ’space’ ProjG(R) by setting

CProjG(R) = grGR−mod/grGT
−
R+
.

Here grGT
−
R+

is the Serre subcategory of the category grGR −mod spanned by grGTR+ .

One can show that grGT
−
R+

= grGR−mod∩T
−
R+

. Therefore, we have a canonical projection

Cone(R+)
p
−→ ProjG(R).

The localization functor grGR−mod −→ CProjG(R+) is an inverse image functor of a

continuous morphism ProjG(R)
v
−→ SpG(R). The composition ProjG(R)

v
−→ Sp(R0) of

the morphism v with the canonical morphism SpG(R)
φ
−→ Sp(R0) defines ProjG(R) as a

’space’ over Sp(R0). Its direct image functor is called the global sections functor.

1.4.1. Cone and Proj of a Z+-graded ring. Let R =
⊕

n≥0

Rn be a Z+-graded

ring, R+ =
⊕

n≥1

Rn its ’irrelevant’ ideal. Thus, we have the cone of R+, Cone(R+), and

Proj(R) = ProjZ(R), and a canonical morphism Cone(R+) −→ Proj(R).
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1.5. Skew cones and skew projective ’spaces’. Let A be an arbitrary associative
k-algebra and q a matrix [qij ]i,j∈J with entrees in k such that qijqji = 1 for all i, j ∈ J
and qii = 1 for all i ∈ J . Let R = Aq[x] denote a skew polynomial algebra corresponding
to this data. Here x = (xi | i ∈ J) is a set of indeterminates satisfying the relations

xixj = qijxjxi for all i, j ∈ J, (1)

xir = rxi for all i ∈ J and r ∈ k (2)

For any i ∈ J , set Si = {x
n
i | n ≥ 1}. Each of Si is a left and right Ore set in R, and

the Serre subcategory T −
R+

is generated by all R-modules whose elements are annihilated

by some elements of
⋃

i∈J

Si. This implies that the localization functors

R−mod −−−→ S−1
i R−mod

factor through the localization functor R−mod −−−→ CCone(R+), and the induced local-

ization CCone(R+)

u∗
i

−−−→ S−1
i R −mod form a conservative family. The corresponding

family of morphisms of ’spaces’ {Sp(S−1
i R)

ui
−−−→ Cone(R+) | i ∈ J} is an affine cover

of the cone Cone(R+). It follows that the algebra S−1
i R is isomorphic to Aq[x, x

−1
i ].

Let G = ZJ ; and let γi, i ∈ J , denote the canonical generators of the group G.
Assigning to each xi the parity γi, we turn the skew polynomial algebra R = Aq[x] into a
G-graded algebra with R0 = A. Each of the localizations R −mod −−−→ S−1

i R −mod
induces a localization grGR−mod −−−→ grGS

−1
i R−mod which maps the kernel of the

localization grGR − mod −−−→ CProj(R) to zero. Therefore, it is the composition of
grGR−mod −−−→ CProj(R) and a localization

CProj(R)

v∗
i

−−−→ grGS
−1
i R−mod = grGAq[x, x

−1
i ]−mod. (3)

Let Gi denote the quotient group G/Zγi. The category grGAq[x, x
−1
i ]−mod in (3) is

naturally equivalent to the category grGiAqi [x/xi] −mod of left Gi-graded modules over
the skew polynomial algebra Aqi [x/xi]. Here x/xi denotes {xj/xi|j ∈ J, j 6= i}, and qi
denotes the matrix [qniqnmq

−1
mi ]n,m∈J−{i} (cf. [R, I.7.2.2.4]). Note that Aqi [x/xi] is the

Gi-component of the algebra Aq[x, x
−1
i ] of the ’functions’ on Cone(R)/|S′i|.

Let ’spaces’ Ui are defined by CUi = grGiAqi [x/xi]−mod. Note that if the cardinality

of J is greater than one, then the natural morphisms Ui
ui−→ ProjG(R) do not form an

affine cover of ProjG(R) over Sp(A), because the composition of vi∗ with the direct image

of the projection ProjG(R)
π
−→ Sp(A) is isomorphic to the functor

grGiAqi [x/xi]−mod −−−→ A−mod
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which assigns to each Gi-graded module (resp. Gi-graded module morphism) its zero com-
ponent. If the group Gi is non-trivial, this functor is not faithful, hence the morphism
π ◦ ui is not affine.

1.5.1. The projective q-’space’ Pr
q. Let again R = Aq[x], x = (x0, x1, . . . , xr).

But, we take G = Z with the natural order; and set the parity of each xi equal to 1. One
can repeat with ConeZ(R) and Pr

q = ProjZ(R) the same pattern as with Cone(R) and
Pr

G = ProjG(R). Only this time the quotient groups Gi will be trivial, and we obtain a
picture very similar to the classical one: Pr

q is a Z-scheme covered by r + 1 affine spaces
Aqi [x/xi]−mod, i = 0, 1, . . . , r.

1.6. The base affine ’space’ and the flag variety of a reductive Lie algebra.
Let g be a reductive Lie algebra over C and U(g) the enveloping algebra of g. Let G be
the group of integral weights of g and G+ the semigroup of nonnegative integral weights.
Let R = ⊕λ∈G+Rλ, where Rλ is the vector space of the (canonical) irreducible finite
dimensional representation with the highest weight λ. The module R is a G-graded algebra
with the multiplication determined by the projections Rλ⊗Rν −→ Rλ+ν for all λ, ν ∈ G+.
It is well known that the algebra R is isomorphic to the algebra of regular functions on
the base affine space of g. Recall that the base affine space of g (which is not affine, but a
quasi-affine scheme) is the quotient space G/U , where G is a connected simply connected
algebraic group with the Lie algebra g, and U is its maximal unipotent subgroup.

The category CCone(R) is equivalent to the category of quasi-coherent sheaves on the
base affine space Y of the Lie algebra g. The category ProjG(R) is equivalent to the
category of quasi-coherent sheaves on the flag variety of g.

1.7. The quantized base affine ’space’ and quantized flag variety of a semi-
simple Lie algebra. Let now g be a semi-simple Lie algebra over a field k of zero
characteristic, and let Uq(g) be the quantized enveloping algebra of g. Define the G-graded
algebra R = ⊕λ∈G+Rλ the same way as above. This time, however, the algebra R is not
commutative. Following the classical example, we call Cone(R) the quantum base affine
’space’ and ProjG(R) the quantum flag variety of g.

1.7.1. Canonical affine covers of the base affine ’space’ and the flag variety.
Let W be the Weyl group of the Lie algebra g. Fix a w ∈ W . For any λ ∈ G+, choose
a nonzero w-extremal vector eλwλ generating the one dimensional vector subspace of Rλ
formed by the vectors of the weight wλ. Set Sw = {k∗eλwλ | λ ∈ G+}. It follows from

the Weyl character formula that eλwλe
µ
wµ ∈ k

∗eλ+µw(λ+µ). Hence Sw is a multiplicative set.

It was proved by Joseph [Jo] that Sw is a left and right Ore subset in R. The Ore sets
{Sw | w ∈W} determine a conservative family of affine localizations

Sp(S−1
w R) −−−→ Cone(R), w ∈W, (4)
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of the quantum base affine ’space’ and a conservative family of affine localizations

SpG(S
−1
w R) −−−→ ProjG(R), w ∈W,

of the quantum flag variety. We claim that the category grGS
−1
w R − mod is naturally

equivalent to (S−1
w R)0 −mod. By 1.2, it suffices to verify that the canonical functor

grGS
−1
w R−mod −−−→ (S−1

w R)0 −mod,

which assigns to every graded S−1
w R-module its zero component is faithful; i.e. the zero

component of every nonzero G-graded S−1
w R-module is nonzero. This is, indeed, the case,

because if z is a nonzero element of the λ-component of a G-graded S−1
w R-module, then

(eλwλ)
−1z is a nonzero element of the zero component of this module.

2. Basic properties of the category of ’spaces’.

2.1. Initial objects of |Cat|o. The category • with one (identical) morphism (in

particular with one object) is an initial object of |Cat|o. A morphism A
f
−→ B in |Cat|o

with an inverse image functor f∗ is an isomorphism iff f∗ is a category equivalence. In
particular, X ∈ Ob|Cat|o is an initial object of |Cat|o iff the category CX is a connected
groupoid; i.e. all arrows of CX are invertible and there are arrows between any two objects.

Notice that, for any ’space’ X, the set |Cat|o(X, •) of morphisms X → • is isomorphic
to the set |X| of isomorphism classes of objects of the category CX .

The category |Cat|o has no ”real” final objects: its unique final object is the ’space’
represented by the empty category.

2.2. Proposition. The category |Cat|o has small limits and colimits.

Proof. (a) Let {Xi | i ∈ J} be a set of objects of |Cat|o. Then XJ =
∏

i∈J

Xi and

XJ =
∐

i∈J

Xi are defined by

CXJ =
∐

i∈J

CXi and CXJ =
∏

i∈J

CXi .

(b) Every pair of arrows, X
f

−→
−→
g

Y, in |Cat|o has a cokernel.

Let CY
f∗

−→
−→
g∗

CX be inverse image functors of respectively f and g. Let CZ denote

the category whose objects are pairs (x, φ), where x ∈ ObCY and φ is an isomorphism
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f∗(x) ∼→ g∗(x). A morphism from (x, φ) to (y, ψ) is a morphism ξ : x → y such that the
diagram

f∗(x)
f∗(ξ)
−−−→ f∗(y)

φ
y

y ψ

f∗(x)
f∗(ξ)
−−−→ f∗(y)

commutes. Denote by h∗ the forgetful functor CZ −→ CY , (x, φ) 7−→ x. Let Y
w
−→ W

be a morphism in |Cat|o with an inverse image functor w∗ such that w ◦ f = w ◦ g. This

means that there exists an isomorphism f∗ ◦ w∗ ψ
−→ g∗ ◦ w∗. The pair (w∗, ψ) defines a

functor γ∗w∗,ψ : CW −→ CZ , b 7−→ (w∗(b), ψ(b)). A different choice, w∗
1 , of the inverse

image functor of w and an isomorphism ψ1 : w∗
1 ◦ f

∗ ∼−→ w∗
1 ◦ g

∗ produces a functor γ∗w∗
1 ,ψ1

isomorphic to γ∗w∗,ψ. This shows that the morphism Y −→ Z having the inverse image
h∗ is the cokernel of the pair (f, g). The existence of cokernels and (small) coproducts is
equivalent to the existence of arbitrary (small) colimits.

(c) Every pair of arrows, X
f

−→
−→
g

Y, in |Cat|o has a kernel.

Let CY
f∗

−→
−→
g∗

CX be inverse image functors of resp. f and g. Denote by Df∗,g∗ the

diagram scheme defined as follows:

ObDf∗,g∗ = ObCY
∐

ObCX and HomDf∗,g∗ = HomCX
∐

Σf∗,g∗ ,

where
Σf∗,g∗ = {f∗(x)

sx→ x, x
tx→ g∗(x) | x ∈ ObCY }.

Consider the category PaDf∗,g∗ of paths of the diagram Df∗,g∗ together with the natu-

ral embeddings HomCX
τ
−→ HomPaDf∗,g∗ ←− Σf∗,g∗ which define the corresponding

diagrams. We denote by PDf∗,g∗ the quotient of the category PaDf∗,g∗ by the minimal
equivalence relation such that

τ(α ◦ β) ∼ τ(α) ◦ τ(β) and τ(idx) ∼ idτ(x)

for all composable arrows α, β and for all x ∈ ObCX .
Finally, we denote by CW the quotient category Σ−1

f∗,g∗PDf∗,g∗ . It follows from the
construction that the object W of the category |Cat|o defined this way is the kernel of the
pair (f, g). Details are left to the reader.

3. Continuous morphisms to the categoric spectrum of a ring and ’struc-

ture sheaves’. Let R be an associative unital ring. For a morphism X
f
−→ Sp(R)
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with an inverse image functor f∗, we denote by O the object f∗(R). It follows that the
object O is determined by the pair (X, f) uniquely up to isomorphism. The functor f∗

defines a monoid morphism EndR(R) −→ CX(O,O) whose composition with the canoni-

cal ring isomorphism Ro ∼−→ EndR(R) gives a monoid morphism R
φf
−→ CX(O,O)o. Here

CX(O,O)o denotes the monoid opposite to CX(O,O). If the category CX is preadditive
and the functor f∗ is additive, the morphism φf is a unital ring morphism.

In general, the object O does not determine the morphism f . It does, however, if f is
continuous:

3.1. Proposition. Let X
f
−→ Sp(R) be a continuous morphism. Then

(a) The morphism f is determined by O = f∗(R) uniquely up to isomorphism.
(b) There exists a coproduct of any small set of copies of O.
(c) The object O has a structure of an R-module in the category CopX . In particular, O

is an abelian cogroup in the category CX (i.e. an abelian group in CopX ) and the canonical

map R
φf
−−−→ CX(O,O)o is a ring morphism.

Proof. (a) Let f∗ be a direct image functor of f (i.e. a right adjoint to f∗). we
have functorial isomorphisms CX(f∗(R),M) ≃ HomR(R, f∗(M)) ≃ f∗(M) which shows
that the direct image functor f∗ of the morphism f is naturally isomorphic to the functor
M 7−→ CX(f∗(R),M), where the object CX(f∗(R),M) is endowed a natural R-module
structure determined by the composition of the isomorphism R ∼−→ HomR(R,R)

o and
HomR(R,R)

o −→ CX(f∗(R), f∗(R))o and the CX(f∗(R), f∗(R))o-module structure on
CX(f∗(R),M) given by the composition of arrows

CX(f∗(R), f∗(R))o ⊗ CX(f∗(R),M) −−−→ CX(f∗(R),M).

Therefore the inverse image functorf∗ of f is defined uniqely up to isomorphism (being
a left adjoint to f∗) by the object f∗(R).

(b) Since the functor f∗ preserves colimits, there exists a coproduct of any set of
copies of the object O = f∗(R).

(c) The assertion follows from the isomorphism f∗ ≃ CX(O,−) and the fact that f∗
takes values in the category of R-modules.

3.2. Global sections functor. We call R-modules in the category CopX right R-
modules in CX , or right R-modules on the ’space’ X. The right R-module O in 3.1 is
viewed as the ’structure sheaf’ on the ’space’ X over Sp(R).

We denote CX(O,O)o by ΓXO. The functor

CX
f
O∗

−−−→ ΓXO −mod, M 7−→ CX(O,M)
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will be called the global sections functor on (X,O). In particular, ΓXO = fO∗(O) is the
ring of global sections of the ’structure sheaf’ O. It follows from 3.1(c) that the functor
f∗ = CX(O,−) is naturally decomposed into

CX
f
O∗

−−−→ ΓXO −mod
f∗ ց ւ φ̄

f∗

R−mod

(1)

where φ̄
f∗ is the pull-back by the ring morphism R

φf
−→ ΓXO defining a right R-module

structure on O.

3.3. Z-’spaces’. Let X
f
−→ Sp(R) be a continuous morphism with an inverse image

functor f∗, and let O = f∗(R).

3.3.1. Lemma. The global sections functor fO∗ is a direct image functor of a

continuous morphism, X
f
O−→ Sp(ΓXO), iff any pair of arrows O⊕I −→

−→ O
⊕J between

coproducts of copies of O has a cokernel in CX .

Proof. The inverse image functor f∗
O

assigns to a free ΓXO-module ΓXO
⊕J the

coproduct O⊕J of J copies of the object O.

3.3.2. The category of Z-spaces. Denote by |Cat|o
Z
the category whose objects are

all pairs (X,O), where X is an object of |Cat|o and O is an abelian group in CopX such that
there exist coproducts of small sets of copies of O and any pair of arrows O⊕I −→

−→ O
⊕J

between coproducts of copies of O has a cokernel in CX . Morphisms from (X,O) to

(X ′,O′) are morphisms X
f
−→ X ′ such that there exists an isomorphism f∗(O′) ∼−→ O.

Composition is defined in an obvious way. Objects of the category |Cat|o
Z
will be called

Z-’spaces’.

3.3.2.1. A reformulation. By 3.3.1, Z-spaces are pairs (X,O) such that O is an
abelian group in the category CopX and the canonical functor

CX
f
O∗

−−−→ ΓXO −mod, M 7−→ CX(O,M), (6)

has a left adjoint; or, equivalently, fO∗ is a direct image functor of a continuous morphism.

3.3.2.2. Example. If CX is an additive category with small coproducts and coker-
nels, then (X,O) is a Z-space for any O ∈ ObCX .

3.3.3. Affine Z-spaces. We call a Z-space (X,O) affine if the canonical morphism

X
f
O−→ Sp(ΓXO) is an isomorphism; i.e. the functor fO∗ (see (6)) is a category equivalence.



’Spaces’ Represented by Categories. Flat Descent. 13

By a Mitchel’s theorem, affine Z-spaces are pairs (X,O), where CX is an abelian category
with small coproducts, and O is a projective cogenerator of finite type. We denote by
AffZ the full subcategory of the category |Cat|o

Z
formed by affine Z-spaces.

The functor

Ringsop
Sp

−−−→ |Cat|o, R 7−→ Sp(R),

gives rise to the functor

Ringsop
Sp

Z

−−−→ |Cat|o
Z
, R 7−→ (Sp(R), R)

which takes values in the subcategory AffZ. We denote the image of the functor SpZ

by Aff
Z
. Thus, objects of the category Aff

Z
are pairs (Sp(R), R) and morphisms from

(Sp(R), R) −→ (Sp(T ), T ) are morphisms Sp(R) −→ Sp(T ) corresponding to unital ring

morphisms T −→ R. The functor SpZ induces an inclusion functor Aff
Z

γ∗
−→ |Cat|o

Z
which

takes values in the subcategory of affine Z-spaces.

3.3.4. Proposition. The functor Aff
Z

γ∗
−−−→ |Cat|o

Z
is fully faithful and has a left

adjoint. In particular, the functor γ∗ induces an equivalence of Aff
Z
and the category of

affine Z-spaces.

Proof. Let f be a morphism (X,O) −→ (X ′,O′). A choice of an inverse image

functor, CX′
f∗

−→ CX , of f and an isomorphism f∗(O′)
λ
−→ O determines a ring mor-

phism ΓX′O′
ψf∗,λ
−−−→ ΓXO. One can check that the corresponding morphism of categoric

spectra, Sp(ΓXO) −→ Sp(ΓX′O′), does not depend on choices. Thus we have a functor

|Cat|o
Z

γ∗

−−−→ Aff
Z
. By 3.3.1, we have a natural morphism Id|Cat|o

Z

ηγ
−→ γ∗γ

∗. And there

is an isomorphism γ∗γ∗
ǫγ
−→ IdAff

Z
. These are adjunction morphisms. Since ǫγ is an

isomorphism, the functor γ∗ is fully faithful.

3.3.4.1. Proposition. Let X ∈ Ob|Cat|o be such that the category CX has cokernels
of pairs of morphisms. Then (X,O) is a Z-space for any object O of CX such that there
exists a coproduct of any small set of copies of O. Continuous morphisms X −→ Sp(R)
are in one-to-one correspondence with isomorphism classes of right R-modules (O, φ) in
CX such that (X,O) is a Z-space. In particular, if CX is an abelian category with small co-
products, then morphisms X −→ Sp(R) are in bijective correspondence with isomorphism
classes of right R-modules in CX .

Proof. The assertion is a corollary of 3.3.4.

3.3.4.2. Example. Let X = Sp(S) for some associative unital ring S. By 3.3.4.1,
continuous morphisms from Sp(S) −→ Sp(R) are in bijective correspondence with iso-
morphism classes of right R-modules in the category S−mod. Notice that the category of
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right R-modules in S −mod is isomorphic to the category of (S,R)-bimodules. If O is a

(S,R)-bimodule corresponding to a morphism Sp(S)
f
−→ Sp(R), then L 7−→ HomS(O, L)

is a direct image functor of f . Therefore N 7−→ O ⊗R N is an inverse image functor of f .

3.3.5. The category Ass. Let Ass denote the category whose objects are associative
rings; and morphisms from a ring R to a ring S are equivalence classes of ring morphisms

R −→ S by the following equivalence relation: two ring morphisms R
φ

−→
−→
ψ

S are equivalent

if they are conjugated, i.e. φ(−) = tψ(−)t−1 for an invertible element t of S.

3.3.5.1. Proposition. Two ring morphisms, R
φ

−→
−→
ψ

S, are conjugated iff the corre-

sponding inverse image functors, R−mod
φ∗

−→
−→
ψ∗

S −mod, are isomorphic.

Proof. The assertion is a consequence of a much more general fact 5.7.1. For the
reader convenience, we give below a direct argument.

(a) Suppose that ψ and φ are conjugate, i.e. there exists an invertible element, t, of
S such that ψ(r) = tφ(r)t−1 for all r ∈ R. For any R-module M = (M,m), we have a
commutative diagram

S ⊗M
·t

−−−→ S ⊗M

γψ

y
y γφ

S ⊗R,ψ M
λt
−−−→ S ⊗R,φM

(1)

Here ·t denotes the S-module morphism s⊗ z 7−→ st⊗ z for all s ∈ S, z ∈M ; γψ, γφ are
canonical epimorphisms.

In fact, for any s ∈ S, r ∈ R, z ∈ M , γψ(sψ(r) ⊗ z) = γψ(s ⊗ r · z), and ·t(s ⊗
r · z) = st ⊗ r · z. On the other hand, ·t(sψ(r) ⊗ z) = sψ(r)t ⊗ z = stφ(r) ⊗ z, and
γφ(stφ(r)⊗ z) = γφ(st⊗ r · z). Since γψ is by definition the cokernel of two maps

S ⊗k R⊗kM

ψl

−−−→
−−−→
ψr

S ⊗kM, s⊗ r ⊗ z
ψl7−→ sψ(r)⊗ z, and s⊗ r ⊗ z

ψr
7−→ s⊗ r · z,

it follows the existence of a (necessarily unique) morphism S ⊗R,ψ M
λt−→ S ⊗R,φM such

that the diagram (1) commutes; i.e. λt is given by γψ(s⊗ z) 7−→ γφ(st⊗ z).
(b) Conversely, suppose φ, ψ are unital ring morphisms such that there is a functorial

isomorphism ψ∗ u
−→ φ∗. Identifying both φ∗(R) and ψ∗(R) with the left S-module S, we

obtain, in particular, an S-module morphism S
u(R)
−→ S. Since S is a ring with unit, u(R)

equals to ·t : s 7−→ st for some t ∈ S. Since u is a functor morphism, for any r ∈ R,
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u(R) ◦ ψ∗(·r) = φ∗(·r) ◦ u(R). This means that for any s ∈ S, sψ(r)t = stφ(r), hence
ψ(r) = tφ(r)t−1.

3.3.5.2. Corollary. The functor

Ringsop
Sp

Z

−−−→ |Cat|o
Z
, R 7−→ (Sp(R), R)

induces an isomorphism of categories Assop ∼−→ Aff
Z
, hence an equivalence of categories

Assop −→ Aff
Z
.

Proof. This follows from 3.3.4 and 3.3.5.1.

3.3.6. Remark. If S is a commutative ring, then for any ring R, the surjection
Rings(R,S) −→ Ass(R,S) is a bijective map. In particular, the full subcategory of Ass
formed by commutative rings is isomorphic to the category CRings of commutative rings.
Thus, the equivalence of categories Assop −→ Aff

Z
induces an equivalence between the

category CRingsop opposite to the category of commutative unital rings and the full
subcategory CAff

Z
formed by affine Z-spaces (X,O) such that the global sections ring

ΓXO is commutative. This shows, by passing, that the category CAff
Z
of commutative

affine Z-spaces is equivalent to the category of commutative affine schemes in the usual
sense.

4. Monads, comonads, and continuous morphisms.

4.1. Monads and their categoric spectrum. Let Y be an object of |Cat|o. A
monad on the ’space’ Y is by definition a monad on the category CY , i.e. a pair (F, µ),
where F is a functor CY −→ CY and µ a morphism F 2 −→ F (multiplication) such that

µ ◦ Fµ = µ ◦ µF and there exists a morphism IdCY
η
−→ F (called the unit element of the

monad (F, µ)), which is uniquely determined by the equalities µ ◦ Fη = idF = µ ◦ ηF.

The latter follows from the following simple consideration: if IdCY
η
−→ F

η′

←− IdCY
are morphisms such that µ ◦Fη′ = idF = µ ◦ ηF, then η = µ ◦Fη′ ◦ η = µ ◦Fη ◦ η′ = η′.

A morphism from a monad F = (F, µ) to a monad F ′ = (F ′, µ′) is given by a functor
morphism F −→ F ′ such that ϕ◦µ = µ′◦ϕ⊙ϕ and ϕ◦η = η′. Here ϕ⊙ϕ = F ′ϕ◦ϕF , and
η, η′ are units of the monads resp. F and F ′. The composition of morphisms is defined
naturally, so that the map forgetting monad structures, i.e. sending a monad morphism

(F, µ)
ϕ
−→ (F ′, µ′) to the natural transformation F

ϕ
−→ F ′, is a functor.

For a ’space’ Y , we denote by MonY the category of monads on Y .
Given a monad F = (F, µ) on Y , we denote by (F/Y )−mod, or simply by F −mod,

the category of (F/Y )-modules. Its objects are pairs (M, ξ), where M ∈ ObCY and ξ is
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a morphism F (M) −→ M such that ξ ◦ Fξ = ξ ◦ µ(M) and ξ ◦ η(M) = idM . Morphisms

from (M, ξ) to (M ′, ξ′) are given by morphisms M
g
−→M ′ such that ξ′ ◦ Fg = g ◦ ξ.

We denote by Sp(F/Y ) the ’space’ represented by the category (F/Y ) − mod of
(F/Y )-modules. The object Sp(F/Y ) is regarded as the categoric spectrum of F . The
forgetful functor

(F/Y )−mod
f∗
−→ CY , (M, ξ) 7−→M,

is a right adjoint to the functor

CY
f∗

−→ (F/Y )−mod, L 7−→ (F (L), µ(L)), (L
g
→ N) 7−→ (f∗(L)

F (g)
−→ f∗(L′)).

In other words, we have a canonical continuous morphism Sp(F/Y )
f
−→ Y.

4.1.1. Example. Let R, S be unital associative rings. Any unital ring morphism

S
ϕ
−→ R defines a monad, R∼

ϕ = (Rϕ, µϕ), on the affine ’space’ Y = Sp(S): the endofunctor
Rϕ is M 7−→ R ⊗S M, and the multiplication µϕ is induced by the multiplication on the
ring R. Notice that the category (R∼

ϕ /Sp(S))-modules is isomorphic to the category R−
mod of left R-modules; in particular, Sp(R∼

ϕ /Sp(S)) ≃ Sp(R). The canonical morphism

Sp(R∼
ϕ /Sp(S)) −→ Sp(S) has the restriction of scalars R − mod

φ∗

−−−→ S − mod as a
direct image functor. Consistently with our previous notations, we write Sp(R) instead of
Sp(R/SpZ).

4.1.2. Example. Any monoid morphism M
φ
−→ N defines a monad, F = (F, µ),

on Y = Sp(M/E), where the functor F isM⊠N −. It maps any leftM-set (L, ξ) to the

cokernel of the pair of morphisms N ×M× L −−−→−−−→ N × L, where one arrow is N × ξ
and another is the composition of the maps

N ×M× L
N×φ×L
−−−→ N ×N × L

ν×L
−−−→ N × L.

Here N ×N
ν
−→ N is the multiplication on N . The multiplication F 2 µ

−→ F is induced
by the multiplication on N . The canonical morphism Sp(F/Sp(M/E)) −−−→ Sp(M/E)

has the restriction of scalars functor N −sets
φ∗

−−−→ M−sets as a direct image functor.

4.1.3. Example: localizations of modules. Let R be an associative unital ring
and F a set of left ideals in R. Denote by R−modF the full subcategory of R−mod whose
objects are R-modules M such that the canonical morphism

M −−−→ HomR(m,M), z 7−→ (r 7→ r · z) for all r ∈ m and z ∈M, (1)
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is an isomorphism for all m ∈ F. The inclusion functor

R−modF
j
F∗

−−−→ R−mod (2)

preserves limits, hence it has a left adjoint, j∗
F
. Since j

F∗ is fully faithful, j∗
F
is a localization

functor. The R-module RF = j
F∗j

∗
F
(R) has a structure of a ring uniquely determined by

the fact that the adjunction arrow, R
η
F
−→ RF is a ring morphism. There is a canonical

functor morphism

RF ⊗R −
τ
F

−−−→ j
F∗j

∗
F
. (3)

4.1.3.1. Suppose all ideals in F are projective modules. Then the inclusion functor
(2) is exact. This implies that the morphism

RF ⊗RM
τ
F
(M)

−−−→ j
F∗j

∗
F
(M)

is an isomorphism for any R-module M of finite type.

4.1.3.2. If F consists of projective ideals of finite type, then (2) is strictly exact, i.e.
it has a right adjoint. In this case, the localization R−mod −−−→ R−modF is an affine
morphism, or, equivalently, the functor morphism (3) is an isomorphism. Therefore, in this
case, the category R−modF is equivalent to the category RF −mod of left RF-modules.

4.1.3.3. Note. In general, the localization j
F

is not flat, i.e. the functor j∗
F

is

not exact. Denote by F− the set of all left ideals of the ring R such that the canonical
morphism M −→ HomR(m,M) is an isomorphism for all M ∈ ObR − modF. Clearly
R −modF− = R −modF. It follows from results of Gabriel (cf. [Gab], or [BD, Ch. 6])
that the localization jF is flat iff F− is a radical filter; i.e. with any left ideal m, the set
F− contains left ideals (m : r) = {a ∈ R | ar ∈ m} for all r ∈ R and all left ideals n in
R such that (n : r) ∈ F− for all r ∈ m. These conditions are equivalent to that the full
subcategory TF− of R−mod whose objects are all R-modules M such that every element
of M is annihilated by some ideal m ∈ F−, is a Serre subcategory.

4.1.4. Curves. Let R be a ring of the homological dimension one, or, equivalently,
every left ideal in R is projective. Then for any set of left ideals F, the inclusion functor
(2) is exact. If, in addition, R is left noetherian, then the functor (2) is strictly exact.

4.2. Morphisms of monads and morphisms of their categoric spectra. Let Y

be an object of |Cat|o and F , F ′ monads on Y . Any monad morphism F
ϕ
−→ F ′ induces

the ’pull-back’ functor

(F ′/Y )−mod
ϕ∗

−−−→ (F/Y )−mod, (M, ξ) 7−→ (M, ξ ◦ ϕ(M)).
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This correspondence defines a functor MonopY −→ Cat/CY which takes values in the full
subcategory of Cat/CY whose objects are functors CZ −→ CY having a left adjoint.

4.2.1. Reflexive pairs of arrows, weakly continuous functors and monads.

Recall that a pair of arrows M
g1
−→
−→
g2

L in CY is called reflexive, if there exists a morphism

L
h
−→M such that g1 ◦ h = idM = g2 ◦ h.

We call a functor weakly continuous if it preserves cokernels of reflexive pairs of arrows.

We call a monad F = (F, µ) on Y weakly continuous if the functor CY
F
−→ CY is

weakly continuous. We denote by MonwY the full subcategory of the category MonY whose
objects are weakly continuous monads on Y .

4.2.2. Lemma. Suppose that the category CY has cokernels of reflexive pairs of
morphisms. Let F ′ be a weakly continuous monad on Y . Then, for any monad morphism

F
ϕ
−→ F ′, the restriction of scalars functor

(F ′/Y )−mod
ϕ∗

−−−→ (F/Y )−mod

has a left adjoint. In particular, the restriction of the map

(F/Y ) 7−→ Sp(F/Y ), ϕ 7−→ [ϕ∗]

to the category of weakly continuous monads is a functor,

(MonwY )
op

SpY
−−−→ |Cat|o, (1)

which takes values in the subcategory |Cat|oc of |Cat|o formed by continuous morphisms.

Proof. The left adjoint, (F/Y ) − mod
ϕ∗

−−−→ (F ′/Y ) − mod assigns to each

(F/Y )-module (M,F (M)
ξ
→M) the cokernel of the pair of arrows

F ′F (M)

µ′◦F ′ϕ

−−−→
−−−→
F ′ξ

F ′(M). (1)

Since, by hypothesis, F ′ preserves cokernels of reflexive pairs and both arrows (1) are
F ′-module morphisms, there exists a unique F ′-module structure on the cokernel of (1).
Details are left to the reader.

4.2.3. Note. Suppose that the category CX has colimits of certain type D, and let
F = (F, µ) be a monad on X such that the functor F preserves colimits of this type. Then
the category (F/X)−mod has colimits of this type.
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In fact, for a diagramD
D
−→ (F/X)−mod, the colimit of the composition f∗◦D (where

f∗ is the forgetful functor (F/X) −mod −→ CX) has a unique F-module structure, ξD.
The F-module (colim(f∗ ◦ D), ξD) is a colimit of the diagram D.

In particular, if F = (F, µ) is a weakly continuous monad on X, and the category CX
has cokernels of reflexive pairs of arrows, then the category (F/X)−mod has cokernels of
reflexive pairs of arrows.

4.3. Comonads and their cospectrum. A comonad on a ’space’ Y is the same
as a monad on the dual object (’space’) Y o defined by CY o = CopY . In other words, a
comonad on Y is a pair (G, δ), where G is a functor CY −→ CY and δ a functor morphism
G −→ G2 (a comultiplication) such that Gδ ◦ δ = δG ◦ δ and Gǫ ◦ δ = idG = ǫG ◦ δ for a

uniquely determined morphism G
ǫ
−→ IdCY (a counit).

We denote the category of comonads on Y by CMonY . Duality provides a natural
category isomorphism CMonY ≃MonY o .

Comodules over a comonad G = (G, δ) correspond to modules over the dual monad
on Y o. In terms of Y , a G-comodule is a pair (M, ξ), where M ∈ ObCY and ξ a morphism
M −→ G(M) such that δ(M) ◦ ξ = Gξ ◦ ξ and ǫ(M) ◦ ξ = idM . We denote the category
of comodules over G by (Y \G)− Comod, or simply by G − Comod.

We denote by Spo(Y \G) the object of |Cat|o (or Catop) such that the corresponding
category is (Y \G)− Comod. This definition can be rephrased as follows:

Spo(Y \G) = Sp(Go/Y o)o. (1)

Here Go is the monad (Go, δo) on Y o dual to the comonad G.
We call Spo(Y \G) the cospectrum of the comonad G in |Cat|o.

By duality, there is a canonical continuous morphism Y
g
−→ Spo(Y \G) with an inverse

image functor

(Y \G)− Comod
g∗

−−−→ CY , (M, ξ) 7−→M, (2)

and having a direct image functor

CY
g∗
−−−→ (Y \G)− Comod, L 7−→ (G(L), δ(L)). (3)

4.3.1. Example. Let R be an associative unital ring and H = (H, δ) a coalgebra
in the monoidal category of R-bimodules. This means that H is an R-bimodule, δ an
R-bimodule morphism H −→ H ⊗RH such that δ⊗R idH ◦ δ = idH ⊗R δ ◦ δ, and there
exists a (necessarily unique) R-bimodule morphism H ⊗R H

ǫ
−→ R such that

λr(H) ◦ ǫ⊗R idH ◦ δ = idH = λl(H) ◦ idH ⊗R ǫ ◦ δ.
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Here R ⊗R H
λl(H)
−−−→ H and H ⊗R R

λr(H)
−−−→ H are canonical isomorphisms. The

coalgebra H induces a comonad on the category R −mod of left R-modules tensoring by
H over R, L 7−→ H⊗RL, as a functor and with comultiplication H⊗R− −→ H⊗RH⊗R−
induced by the comultiplication δ. The canonical morphism Sp(R) −→ Spo(Sp(R)\H)
has the forgetful functor (Sp(R)\H)− Comod −→ R−mod as an inverse image functor.

4.3.2. Functoriality of the cospectrum. Let G = (G, δ) and G′ = (G′, δ′) be
comonads on Y and ψ a comonad morphism G −→ G′; i..e. ψ is a morphism of functors
G −→ G′ such that δ′ ◦ψ = ψ⊙ψ ◦ δ and ǫ′ ◦ψ = ǫ. Here ψ⊙ψ = G′ψ ◦ψG, and ǫ, ǫ′ are
counits of the comonads resp. G and G′. The morphism ψ induces the ’pull-back’ functor

(Y \G)− Comod
ψ∗

−−−→ (Y \G′)− Comod, (M, ξ) 7−→ (M,ψ(M) ◦ ξ), (4)

which is regarded as an inverse image functor of a morphism

Spo(Y \G′)
Spo

Y(ψ)

−−−→ Spo(Y \G) (5)

The map (4) defines a functor

CMonopY
S̃p

o

Y

−−−→ (CY \Cat
op)c, (6)

where (CY \Cat
op)c denotes the full subcategory of the category CY \Cat

op whose objects
are continuous morphisms.

4.3.2.1. Proposition. The functor (6) is fully faithful and has a right adjoint.

Proof. Let

X
h

−−−→ Z
f տ ր g

Y

be a morphism in (CY \Cat
op)c given by the commutative diagram

CZ
h∗

−−−→ CX
g∗ ց ւ f∗

CY

of functors. Fix direct image functors of f and g and the corresponding adjunction arrows.
Set

ϕh = f∗(f∗ǫg ◦ ηfh
∗g∗) : g

∗g∗ −−−→ f∗f∗. (7)
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One can check that φh is a comonad morphism Gg −→ Gf and the map Γ̃Y : h 7−→ ϕh is

functorial. The composition Γ̃Y ◦ S̃p
o

Y is the identical functor, which provides one of the

adjunction arrows and shows that the functor S̃p
o

Y is fully faithful. We leave the other
adjunction arrow to the reader (it is defined in 4.4).

Recall that a pair of arrows M
g1
−→
−→
g2

L is called coreflexive, if there exists a morphism

L
h
−→M such that h ◦ g1 = idM = h ◦ g2.

4.3.2.2. Lemma. Let G = (G, δ) and G′ = (G′, δ′) be comonads on Y and ψ a
comonad morphism G −→ G′. Suppose that the category CY has kernels of coreflexive
pairs of morphisms and the functor G preserves these kernels. Then the functor ψ∗ in (4)
has a right adjoint, i.e. the morphism SpoY (ψ) (see (5)) is continuous.

Proof. The assertion is the dual version of 4.2.2.

4.4. Beck’s theorem. Let X
f
−→ Y be a continuous morphism in |Cat|o with

inverse image functor f∗, direct image functor f∗, and adjunction morphisms

IdCY
ηf
−→ f∗f

∗ and f∗f∗
ǫf
−→ IdCX .

Let Gf denote the comonad (Gf , δf ), where Gf = f∗f∗ and δf = f∗ηff∗. There is a
commutative diagram

CY
f̃∗

−−−→ (X\Gf )− Comod

f∗ ց ւf̆∗

CX

(1o)

Here f̃∗ is the canonical functor

CY −−−→ (X\Gf )− Comod, M 7−→ (f∗(M), f∗ηf (M)),

and f̆∗ is the forgetful functor (X\Gf )− Comod −→ CX . The diagram (1o) is regarded
as the diagram of inverse image functors of the commutative diagram

X
f̆

−−−→ Spo(X\Gf )

f ց ւf̃

Y

(2o)

in |Cat|o. The following statement is one of the versions of the Beck’s theorem.

4.4.1. Theorem. Let X
f
−→ Y be a continuous morphism.
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(a) If the category CX has kernels of coreflexive pairs of arrows, then the functor f̃∗

has a right adjoint, f̃∗, i.e. Spo(X\Gf )
f̃
−→ Y is a continuous morphism.

(b) If, in addition, f is weakly flat, i.e. the functor f∗ preserves kernels of coreflexive

pairs, then the adjunction arrow f̃∗f̃∗
ǫf̃
−→ Id(X\Gf )−Comod is an isomorphism, i.e. f̂∗ is a

fully faithful functor, or, equivalently, f̃∗ is a localization.
(c) If, in addition to (a) and (b), f∗ reflects isomorphisms, then the adjunction arrow

IdCY
ηf̃
−→ f̃∗f̃

∗ is an isomorphism too, i.e. f̃ is an isomorphism.

Proof. See [MLM], IV.4.2, or [ML], VI.7.

We need also the dual version of the theorem 4.4.1. Let Ff denote the monad (Ff , µf ),
where Ff = f∗f

∗ and µf = f∗ǫff
∗. There is a commutative diagram

CX
f̄∗
−−−→ (Ff/Y )−mod

f∗ ց ւ f̂∗
CY

(1)

Here f̄∗ is the canonical functor

CX −−−→ (Ff/Y )−mod, M 7−→ (f∗(M), f∗ǫf (M)),

f̂∗ the forgetful functor (Ff/Y )−mod −−−→ CY .

4.4.2. Theorem. Let X
f
−→ Y be a continuous morphism.

(a) If the category CY has cokernels of reflexive pairs of arrows, then the functor
f̄∗ has a left adjoint, f̄∗; hence f̄∗ is a direct image functor of a continuous morphism

X̄
f
−→ Sp(Ff/Y ).
(b) If, in addition, the functor f∗ preserves cokernels of reflexive pairs, then the ad-

junction arrow f̄∗f̄∗ −→ IdCX is an isomorphism, i.e. f̄∗ is a localization.
(c) If, in addition to (a) and (b), the functor f∗ is conservative, then f̄∗ is a category

equivalence.

If the condition (a) in 4.4.2 holds, then to the diagram (1), there corresponds a
commutative diagram

X
f̄

−−−→ Sp(Ff/Y )

f ց ւf̂
Y

(2)

in |Cat|o. If the condition (c) in 4.4 holds, the morphism f̄ in (2) is an isomorphism.
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Thus, given a continuous morphism X
f
−→ Y such that the category CY has cokernels

of reflexive pairs of arrows, we have a commutative diagram

X
f̄

−−−→ Sp(Ff/Y )
f̆ ւ ցf ւ f̂

Spo(X\Gf )
f̃

−−−→ Y

(3)

Notice that the diagrams (1) and (1o) are uniquely defined by the data (f∗, f∗, ǫf , ηf ),
since the monad Ff , the comonad Gf , and the functors f̄∗ : CX −→ (Ff , Y )−mod in (1)

and f̃∗ : CY −→ (X\Gf )−Comod are defined in terms of this data. Given the functor f∗

(resp. f∗), the rest of the data, f∗, ǫf , ηf (resp. f∗, ǫf , ηf ), is determined uniquely up to
isomorphism. Thus, the monad Ff and the comonad Gf in the diagrams (1) and (1o) are
determined by f∗ uniquely up to isomorphism.

4.5. Weakly flat and weakly affine morphisms. We call a functor weakly contin-
uous (resp. weakly flat) if it preserves cokernels of reflexive pairs of arrows (resp. kernels
of coreflexive pairs of arrows). We call a monad (F, µ) weakly continuous. if the functor F
is weakly continuous, and a comonad (G, δ) weakly flat, if the functor G is weakly flat.

Let MonwX denote the full subcategory of the category MonX of monads on X
generated by weakly continuous monads; and let CMonwX be the full subcategory of the
category CMonX of comonads on X generated by weakly flat comonads on X.

We call a continuous morphism X
f
−→ Y weakly affine if its direct image functor is

conservative and weakly continuous and the category CX has cokernels of reflexive pairs of
arrows. We denote by AffwY the full subcategory of the category |Cat|o/Y whose objects
are weakly affine morphisms to the ’space’ Y .

Dually, we call a continuous morphism X
f
−→ Y weakly flat (resp. weakly fflat), if its

inverse image functor is weakly flat (resp. weakly flat and conservative) and the category
CX has kernels of coreflexive pairs of arrows. We denote by FflatwX the full subcategory of
the category X\|Cat|o whose objects are pairs (X, γ), where γ is a weakly fflat morphisms
from X.

4.5.1. Proposition. Let

X
h

−−−→ Y
f ց ւ g

Z

be a commutative diagram in |Cat|o. Suppose CZ has cokernels of reflexive pairs of arrows.
If f and g are weakly affine, then h is weakly affine.



24 Chapter 1

Dually, if

X
h

−−−→ Y
f տ ր g

Z

is a commutative diagram in |Cat|o such that CZ has kernels of coreflexive pairs of arrows
and the morphisms f and g are weakly fflat, then h is weakly fflat.

Proof. Fix inverse and direct image functors of the morphisms f and g together with
adjunction morphisms. By hypothesis, the canonical functors CX −→ (Ff/Z) − mod
and CY −→ (Fg/Z) −mod are category equivalences. Here Ff = (f∗f

∗, µf ) and Fg =
(g∗g

∗, µg) are the monads associated with (the choice of inverse and direct image functors
and adjunction morphisms of) respectively f and g. It follows from the dual version of
4.3.2.1 that a choice of an inverse image functor h∗ of the morphism h determines a monad

morphism Fg
φh−→ Ff such that the diagram

CY
∼

−−−→ (Fg/Z)−mod

h∗
y

y φ∗h

CX
∼

−−−→ (Ff/Z)−mod

quasi-commutes. Here φ∗h is the inverse image functor associated with the monad morphism
φh (a left adjoint to the pull-back functor). The pull-back functor, φh∗ , is, evidently,
conservative and weakly continuous. The latter follows from the fact that the monads Ff
and Fg are weakly continuous.

4.5.2. Proposition. (a) Suppose that the category CY has cokernels of reflexive
pairs of arrows. The map (F/Y ) 7−→ (Sp(F/Y )→ Y ) defines a full functor

(MonwY )
op

SpwY
−−−→ AffwY .

(b) Dually, if the category CY has kernels of coreflexive pairs of arrows, then the map
(X\G) 7−→ (X → Spo(X\G)) defines a full functor

(CMonwX)op
Spo

w

X

−−−→ FflatwX .

Proof. These facts follow from Beck’s Theorem, Proposition 4.5.1, and the following

4.5.3. Lemma. Let X
f
−→ Y be a continuous morphism with a direct image functor

f∗ and an inverse image functor f∗.
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(a) Suppose the morphism f is monadic and the category CY has colimits of a type
S. Then f∗ preserves colimits of the type S iff the functor Ff = f∗f

∗ has this property.
(b) Dually, if the morphism f is comonadic and the category CX has limits of a certain

type, then f∗ preserves these limits iff the functor Gf = f∗f∗ does the same.

Recall that a continuous morphism X
f
−→ Y is called comonadic if the induced mor-

phism Spo(X\Gf )
f̃
−→ Y is an isomorphism.

Dually, a continuous morphisms X
f
−→ Y (in |Cat|o, or in Catop) is called monadic if

the associated morphism X̄
f
−→ Sp(Ff/Y ) is an isomorphism.

The proof of the lemma and details of the proof of 4.5.2 are left to the reader.

4.6. Weakly continuous monads and weakly affine ’spaces’.

4.6.1. Elements of monads. Conjugated morphisms. Let C̃ = (C,⊙; a; I, l, r)
be a monoidal category (cf. A2.4). Morphisms I −→ V are called elements of the object
V . We denote the set of the elements of V by |V |. If A = (A,µ) is a unital algebra in

C̃, then the set |A| of elements of A has a structure of a monoid with the multiplication
defined by

|A| × |A|−−−→|A|, (x, y) 7−→ µ ◦ x⊙ y ◦ φ,

where φ = lI(I) = rI(I) is the isomorphism I
∼−→ I ⊙ I. We denote this monoid by |A|. It

follows that the unit element of |A| is the unit I
e
−→ A of the algebra A. We denote by

A⋆ the group |A|⋆ of invertible elements of the monoid |A|.

Fix an algebra B = (B,µ) in C̃. Elements of B act onB by left and right multiplications
defined by the commutative diagram

I⊙B
t⊙B
−−−→ B ⊙B

B⊙s
←−−− B ⊙ I

≀
y µ

y
y≀

B
t·

−−−→ B
·s
←−−− B

for any elements, t, s of B. One can check that
(a) t · ◦s· = (ts)· and ·t ◦ ·s = ·(st).
(b) for any t ∈ B⋆, the composition Ad(t) = t · ◦ · t−1 is an algebra homomorphism

B −→ B. It follows from (a) that Ad(t) is an automorphism and Ad(t) ◦ Ad(s) = Ad(ts)
for any two invertible elements of the algebra B. In particular, Ad(t−1) = Ad(t)−1.

Let A and B be algebras in C̃ and A
ϕ

−→
−→
ψ

B algebra morphisms. We say that the

morphisms ϕ and ψ are conjugated if ψ = t · ϕ · t−1 = Ad(t) ◦ ϕ for some t ∈ B⋆.



26 Chapter 1

We denote by Alg(C̃) the category of unital algebras in the monoidal category C̃ and

by Ass(C̃) the category whose objects are unital algebras and morphisms are conjugation

classes of algebra morphisms. The composition of morphisms in Ass(C̃) is induced by the
composition in the category of algebras, i.e. it is uniquely determined by the condition
that the projection Alg(C̃) −→ Ass(C̃) which is identical on objects and assigns to every
algebra morphism its conjugation class is a functor.

In what follows, we need this formalism in the case of the (strict) monoidal category

Ẽnd(CX) = (End(CX), ◦, IdCX ) of endofunctors of a category CX and some of its monoidal
subcategories. Namely, we shall consider the subcategory Endw(CX) of weakly continuous
functors, i.e. functors preserving the cokernels of reflexive pairs of arrows (see 4.2.1).

The category of algebras in the monoidal category Ẽndw(CX) = (Endw(CX), ◦, IdCX )
coincides with the category MonwX of weakly continuous monads on the category CX .

4.6.2. Proposition. Let F and G be monads on the category CX , and let F
ϕ

−→
−→
ψ

G

be monad morphisms. The direct image functors ψ∗, ϕ∗ are isomorphic one to another iff
the morphisms ψ and ϕ are conjugated.

Proof. (a) Suppose that ψ and ϕ are conjugated, i.e. ψ = t · ϕ · t−1 for some t ∈ G⋆.

For any G-moduleM = (M, ξ), we define morphismM
tM−→M as the composition ξ◦t(M).

The claim is that the morphism tM is a morphism ψ∗(M) −→ ϕ∗(M), i.e. the diagram

F (M)
F (tM)
−−−→ F (M)

ξψ

y
y ξϕ

M
tM
−−−→ M

(1)

commutes. Here ξψ = ξ ◦ ψ(M) and ξϕ = ξ ◦ ϕ(M). Consider the diagram

F 2(M)
µF (M)

−−−−−−−→ F (M)
F (ξ◦t(M))
−−−−−−−→ F (M)

ψ ⊙ ψ(M)
y ψ(M)

y
y ϕ(M)

G2(M)
µ(M)

−−−−−−−→ G(M)
G(ξ◦t(M))
−−−−−−−→ G(M)

µ(M)
y ξ

y
y ξ

G(M)
ξ

−−−−−−−→ M
ξ◦t(M)

−−−−−−−→ M

(2)

whose right half is a detailed version of the diagram (1). The morphism ψ ⊙ ψ is by
definition Gψ ◦ ψF . Notice that the left half of the diagram (2) is commutative which
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implies the equalities

tM ◦ ξψ ◦ µF (M) = ξ ◦ t(M) ◦ ξ ◦ ψ(M) ◦ µF (M) =

ξ ◦Gξ ◦ tG(M) ◦ µ(M) ◦ ψ ⊙ ψ(M) =

ξ ◦ µ(M) ◦ tG(M) ◦ µ(M) ◦ ψ ⊙ ψ(M) =

ξ ◦ µ(M) ◦ tG(M) ◦ ψ(M) ◦ µF (M).

Since F 2 µF
−→ F is an epimorphism, in particular, µF (M) is an epimorphism, it follows

from the equality

tM ◦ ξψ ◦ µF (M) = ξ ◦ µ(M) ◦ tG(M) ◦ ψ(M) ◦ µF (M)

that
tM ◦ ξψ = ξ ◦ (µ(M) ◦ tG(M)) ◦ ψ(M) =

ξ ◦ (µ ◦ tG ◦ ψ)(M) = ξ ◦ (t · ◦ψ)(M).
(3)

On the other hand,

ξϕ ◦ F (tM)
def
= ξ ◦ ϕ(M) ◦ Fξ ◦ F (tM) = ξ ◦Gξ ◦Gt(M) ◦ ϕ(M) =

ξ ◦ (µ(M) ◦Gt(M)) ◦ ϕ(M) = ξ ◦ (µ ◦Gt ◦ ϕ)(M) = ξ ◦ (·t ◦ ϕ)(M).
(4)

By hypothesis, ψ = t · ϕ · t−1, which means precisely that t · ◦ψ = ·t ◦ ϕ. In particular,
ξ ◦ (t · ◦ψ)(M) = ξ ◦ (·t ◦ ϕ)(M), which implies, as follows from (3) and (4), the claimed
commutativity of the diagram (1): tM ◦ ξψ = ξϕ ◦ F (tM).

The map, which assigns to every G-moduleM = (M, ξ) the morphism

ψ∗(M) = (M, ξψ)
tM
−−−→ ϕ∗(M) = (M, ξϕ)

is a functor isomorphism ψ∗
∼−→ ϕ∗.

(b) Conversely, let ψ∗
u
−→ ϕ∗ be a functor isomorphism. In particular, we have an

isomorphism ψ∗g
∗

ug∗

−−−→ ϕ∗g
∗, where g∗ is the functor CX −−−→ (G/X) −mod (– the

canonical left adjoint to the forgetful functor (G/X) −mod
g∗
−−−→ CX), which assigns

to every object V of CX the G-module (G(V ), µ(V )).
Set, for convenience, λu = ug∗. The diagram

FG
Fλu

−−−−−−−→ FG

ϕG
y

y ψG

G2
Gλu

−−−−−−−→ G2

µ
y

y µ

G
λu

−−−−−−−→ G

(4)
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commutes due to the fact that λu(V ) is an F-module morphism for every V ∈ ObCX .

Let t denote the composition λu ◦ e, where IdCX
e
−→ G is the unit element of the monad

G = (G,µ). Since µ ◦Ge = idG, it follows from the commutativity of the lower square of
the diagram (4) that

λu = λu ◦ µ ◦Ge = µ ◦Gλu ◦Ge = µ ◦Gt
def
= ·t.

For every G-moduleM = (M, ξ), there is a commutative diagram

G(M)
λu(M)

−−−−−−−→ G(M)

ξ
y

y ξ

M
u(M)

−−−−−−−→ M

(6)

which is due to the fact that G(M)
ξ
−→M is a morphism of G-modules g∗g∗(M) −→M,

hence it can be regarded as the image of this morphism by resp. ψ∗ and ϕ∗. It follows
from the commutativity of (6) and the equality ξ ◦ e(M) = idM that

u(M) = u(M) ◦ ξ ◦ e(M) = ξ ◦ λu(M) ◦ e(M) = tM.

Since λu is an isomorphism, the element t is invertible.

4.6.2.1. Corollary. Let F = (F, µF ) and G = (G,µG) be monads on a category CX ,

and let F
ϕ

−→
−→
ψ

G be monad morphisms having inverse image functors

(F/X)−mod

ϕ∗

−−−→
−−−→
ψ∗

(G/X)−mod.

The inverse image functors of the morphisms ϕ and ψ are isomorphic iff the mor-
phisms are conjugated.

Proof. The inverse image functors of ϕ and ψ are isomorphic iff their direct image
functors are isomorphic. So that the assertion follows from 4.6.2.

4.6.2.2. The category AsswX . Fix a category CX . The category AsswX is defined
as follows. Its objects are weakly continuous monads on CX , i.e. ObAsswX = ObMonwX ;
morphisms are conjugation classes of monad morphisms (see 4.6.1).

4.6.3. Proposition. Let CX be a category with cokernels of reflexive pairs of ar-
rows. Let AffwX denote the full subcategory of the category |Cat|oX generated by weakly
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affine morphisms. The functor SpwX : MonwX −→ AffwX which assigns to every weakly
continuous monad F on CX the object (Sp(F),Sp(F)→ X) factors through the category
AsswX . The corresponding functor AsswX −→ AffwX is a category equivalence.

Proof. The fact that the functor SpwX : MonwX −→ AffwX factors through AsswX and
that the functor AsswX −→ AffwX is faithful is a consequence of 4.6.2. It follows from (the
argument of) 4.5.3 that all morphisms of the category AffwX are weakly affine and the
functor AsswX −→ AffwX is full. Its quasi-inverse is given by assigning to each weakly affine

morphism Y
f
−→ X the weakly continuous monad Ff = (f∗f

∗, µf ).

5. Continuous monads and affine morphisms. Duality. A functor is called
continuous if it has a right adjoint. A monad F = (F, µ) on a ’space’ Y (i.e. on the category
CY ) is called continuous, if the functor F is continuous. Since continuous functors preserve
colimits, a continuous monad is weakly continuous.

Dually, a comonad G = (G, δ) on Y is called cocontinuous if the functor G has a left
adjoint. In other words, a cocontinuous comonad on Y is the same as a continuous monad
on Y o. A cocontinuous monad is weakly flat.

5.1. Duality. Let F = (F, µ) be a continuous monad on Y ; i.e. the functor F has

a right adjoint, F∧. The multiplication F 2 µ
−→ F induces a morphism F∧ δ

−→ (F∧)2

which is a comonad structure on F∧ with the counit F∧ ǫ
−→ IdCY induced by the unit

IdCY
η
−→ F of the monad F . Thus, we have a comonad, F∧ = (F∧, µ∧) dual to the

monad F . The map which assigns to any morphism F (L) −→ L, L ∈ ObCY , the dual
morphism L −→ F∧(L) induces an isomorphism of categories

Φ : (F/Y )−mod
∼

−−−→ (Y \F∧)− Comod (1)

such that the diagram

(F/Y )−mod
Φ

−−−→ (Y \F∧)− Comod

f̂∗ ց ւ f̆∗

CY

(2)

commutes. Here f̆∗ denotes the functor forgetting F∧-comodule structure.
It follows from the construction that F∧ is a cocontinuous comonad on Y determined

by the monad F uniquely up to isomorphism.
Conversely, to any cocontinuous comonad, G = (G, δ), on Y , there corresponds a

continuous monad G∨ = (G∨, δ∨), where G∨ is a left adjoint to G. The monad G∨ is deter-
mined by G uniquely up to isomorphism, and we have a comonad and monad isomorphisms,
respectively

G ∼−→ (G∨)∧ and F ∼−→ (F∧)∨.
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5.2. Proposition. A monad F = (F, µ) on Y is continuous iff the canonical mor-

phism Sp(F/Y )
f̂

−−−→ Y is affine. Dually, a comonad G = (G, δ) on Y is cocontinuous
iff the canonical morphism Y −→ Spo(Y \G) is coaffine.

Proof. A canonical direct image functor of f̂ is the forgetful functor

(F/Y )−mod
f̂∗
−−−→ CY , (M, ξ) 7−→M.

Since the functor f̂∗ is conservative, the morphism f̂ is affine iff f̂∗ has a right adjoint.
(a) If f̂ ! is a right adjoint to f̂∗, then the functor F∧ = f̂∗f̂

! is a right adjoint to

F = f̂∗f̂
∗. Here f̂∗ denotes the functor L 7−→ (F (L), µ(L)).

(b) Conversely, suppose F = (F, µ) is a continuous monad on Y ; i.e. the functor F

has a right adjoint, F∧. The functor f̆∗ in the diagram (2) has a right adjoint, f̆∗, which

maps every object M of CY to the (Y \F∧)-comodule (F∧(M),M
δ(M)
−→ (F∧)2(M)). It

follows from the commutativity of (2) that the functor

f̂ ! = Φ−1 ◦ f̆∗ : CY −−−→ F −mod

is a right adjoint to the forgetful functor F −mod
f̂∗
−→ CY . Since f̂∗ is, obviously, conser-

vative, it is a direct image functor of an affine morphism Sp(F/Y ) −→ Y .

5.2.1. Corollary. Suppose that the category CY has cokernels of reflexive pairs of

arrows. A continuous morphism X
f
−→ Y in |Cat|o is affine iff its direct image functor

CX
f∗
−→ CY is the composition of a category equivalence

CX −−−→ (Ff/Y )−mod

for a continuous monad Ff in CY and the forgetful functor (Ff/Y ) −mod −−−→ CY .
The monad Ff is determined by f uniquely up to isomorphism.

Proof. The conditions of the Beck’s theorem are fulfilled if f is affine, hence f∗ is the
composition of an equivalence CX −→ (Ff/Y )−mod for a monad Ff = (f∗f

∗, µf ) in CY
and the forgetful functor (Ff/Y ) −mod −→ CY (see (1)). The functor Ff = f∗f

∗ has a
right adjoint f∗f

!, where f ! is a right adjoint to f∗. The rest follows from 5.2.

5.3. Proposition. Suppose X is an object of |Cat|o such that the category CX has
kernels of reflexive pairs of arrows. Let Ff = (Ff , µf ) and Fg = (Fg, µg) be continuous

monads on X. Then, for any monad morphism Ff
ϕ
−→ Fg, the corresponding morphism

Sp(Ff/X)
Sp(ϕ)
−−−→ Sp(Fg/X)
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is affine.

Proof. The morphism ϕ induces a dual comonad morphism F∧
g

ϕ̂
−→ F∧

f such that
the diagram

(Fg/X)−mod
ϕ∗

−−−→ (Ff/X)−mod

ΦFg

y
y ΦFf

(X\F∧
g )− Comod

ϕ̂∗

−−−→ (X\F∧
f )− Comod

(3)

commutes. Here ΦFf and ΦFg are the canonical category isomorphisms (cf. 5.1). Since
the category CX has kernels of coreflexive pairs of arrows and the functor F∧

g preserves
limits (in particular, it preserves kernels of pairs of arrows), the functor ϕ̂∗ has a right
adjoint (cf. 4.3.2.2), hence ϕ∗ has a right adjoint. Since the functor ϕ∗ is conservative, the
morphism Sp(ϕ) is affine.

5.4. Proposition. Let

X
h

−−−→ Y
f ց ւ g

Z

be a commutative diagram in |Cat|o. Suppose that the category CZ has cokernels of reflexive
pairs of arrows. If the morphisms f and g are affine, then the morphism h is affine too.

Proof. Fix inverse and direct image functors of f and g together with adjunction
morphisms. By the Beck’s theorem, the canonical functors

CX −→ (Ff/Z)−mod and CY −→ (Fg/Z)−mod

are category equivalences. Here Ff = (f∗f
∗, µf ) and Fg = (g∗g

∗, µg) are monads associ-
ated with resp. f and g. By 4.5.3, a choice of an inverse image functor h∗ of the morphism

h determines a monad morphism Fg
φh−→ Ff such that the diagram

CY
∼

−−−→ (Fg/Z)−mod

h∗
y

y φ∗h

CX
∼

−−−→ (Ff/Z)−mod

quasi-commutes. By 5.3, since the monads Fg and Ff are continuous, the direct image
functor φh∗ (the pull-back by the morphism φh) has a right adjoint, φ!h.

For Z ∈ Ob|Cat|o, denote by AffZ the full subcategory of |Cat|o/Z whose objects are
affine morphisms. Let |Cat|oaff be the subcategory of |Cat|o formed by affine morphisms.
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5.4.1. Proposition. Suppose that the category CZ has cokernels of reflexive pairs of
arrows. Then the natural embedding

|Cat|oaff/Z −→ AffZ

is an isomorphism of categories.

Proof. The assertion is a corollary of 5.4.

5.5. Proposition. Let X
f
−→ Y be an affine morphism in |Cat|o. If the category

CY is additive (resp. abelian, resp. abelian with small coproducts, resp. a Grothendieck
category), then the category CX has the same property.

Proof. By 5.2, the category CX is equivalent to the category (Ff/Y )−mod of (Ff/Y )-
modules for a continuous monad F = (Ff , µf ) on Y . Since the functor Ff has a right
adjoint and the category CY is additive, Ff is additive and preserves colimits of arbitrary

small diagrams. This implies that for any diagram D
D
−→ F−mod, the object colim(f∗◦D)

(where f∗ is the forgetful functor (F/Y )−mod −→ CY ) has a unique (Ff/Y )-module struc-
ture ξD such that all morphisms f∗D(x) −→ colim(f∗ ◦D) are (F/Y )-module morphisms
D(x) −→ (colim(f∗ ◦D), ξD). This implies the assertion. Details are left to the reader.

5.6. Affine morphisms to Sp(R).

5.6.1. Proposition. Let R be an associative unital ring. A continuous morphism

X
f
−→ Sp(R) in |Cat|o is affine iff its direct image functor, CX

f∗
−−−→ R −mod, is

the composition of an equivalence of categories CX −−−→ Rf −mod for an associative

unital ring Rf and the restriction of scalars functor Rf −mod
φ∗

−−−→ R −mod = CY

for a ring morphism R
φ
−→ Rf determined by f uniquely up to isomorphism.

Proof. (i) The morphism Sp(S) −→ Sp(R) corresponding to a ring morphism R −→ S
is affine by 1.1. Isomorphisms are affine and the composition of affine morphisms is affine.

(ii) Conversely, suppose that X
f
−→ Sp(R) is an affine morphism. Then the functor

f∗f
∗ : R − mod −→ R − mod has a right adjoint, hence it is isomorphic to the functor

Rf ⊗R − : L 7−→ Rf ⊗R L for some R-bimodule Rf . The monad structure on f∗f
∗

induces an associative ring structure, Rf ⊗R Rf
mf
−→ Rf , on Rf (in the monoidal category

of R-bimodules); and the adjunction morphism IdR−mod
ηf
−→ f∗f

∗ corresponds to a ring

morphism R
φ
−→ Rf so that the diagrams of functor morphisms

IdR−mod
∼

−−−→ R⊗R − (f∗f
∗)2

∼

−−−→ Rf ⊗R Rf ⊗R −

ηf

y
y φ⊗R and µf

y
y mf

f∗f
∗ ∼

−−−→ Rf ⊗R − f∗f
∗ ∼

−−−→ Rf ⊗R −

(2)
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commute. Thus we have a commutative diagram

(Ff/Sp(R))−mod
∼

−−−→ Rf −mod

f̂∗ ց ւ φ∗
R−mod

(3)

whose horizontal arrow is an isomorphism of categories. Combining with the commutative
diagram (1), we obtain a commutative diagram

CX
∼

−−−→ Rf −mod
f∗ ց ւ φ∗

R−mod
(4)

where the horizontal arrow is an equivalence of categories.

Notice that Rf = f∗f
∗(R). Therefore, the ring morphism R

φ
−→ Rf is defined

uniquely up to isomorphism by a choice of an inverse image functor f∗.

5.6.2. A comparison of two descriptions. Let X
f
−→ Sp(R) be an affine mor-

phism. Being continuous, the morphism f is determined uniquely up to isomorphism by
the object O = f∗(R), and a right R-module structure R −→ ΓXO = CX(O,O)o (cf. 3.1).
By 3.3, we have a commutative diagram of direct image functors of continuous morphisms

CX
f
O∗

−−−→ ΓXO −mod
f∗ ց ւ φ̄

f∗

R−mod

(1)

Here φ̄
f∗ is the pull-back by the ring morphism R

φ
f
−→ ΓXO defining a right R-module

structure on O. The morphism fO∗ has an inverse image functor f∗
O

which maps the left
module ΓXO to O. The adjunction morphism ΓXO −→ fO∗f

∗
O
(ΓXO) is an isomorphism.

Since morphisms f and SpΓXO
φ̄
f
−→ Sp(R) are affine, the morphism fO is affine too (cf.

5.3). In particular, fO∗f
∗
O

has a right adjoint, hence it preserves colimits. Since ΓXO
is a generator of the category ΓXO − mod, the isomorphness of the adjunction arrow
ΓXO −→ fO∗f

∗
O
(ΓXO) implies that M −→ fO∗f

∗
O
(M) is an isomorphism for any ΓXO-

module M . This means that the functor f∗
O

is fully faithful, hence fO∗ is a localization.
Since by condition fO∗ is conservative, it is a category equivalence.

This shows that CX is naturally equivalent to the category of ΓXO-modules. Thus,
the ring morphism R −→ Rf in 5.6.1 is isomorphic to the ring morphism R −→ ΓXO
defining a right R-module structure on the object O.
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This observation was made before (in [R], Ch.7) using a slightly different argument.

5.7. Continuous monads and relative affine schemes. Let MoncX denote the
category of continuous monads on X and let AssX denote the quotient of the category
MoncX by the relation of conjugation. That is objects of AssX are continuous monads on
X and morphisms are conjugation classes of monad morphisms.

5.7.1. Proposition. Let CX be a category with cokernels of coreflexive pairs of
arrows. Let AffX denote the full subcategory of the category |Cat|oX generated by affine
morphisms. The functor

(MoncX)op
SpX
−−−→ AffX

which assigns to every continuous monad F on CX the object (Sp(F),Sp(F) → X)

factors through the category AssX . The corresponding functor AssX
Sp

X

−−−→ AffX is a
category equivalence.

Proof. By 5.4, morphisms of the category AffX are affine: if

Y
h

−−−→ Z
f ց ւ g

X

is a commutative diagram in |Cat|o with affine morphisms f and g, then the morphism h

is affine too. By 5.2.1, a weakly affine morphism Y
f
−→ X is affine iff the corresponding

monad Ff is continuous. The assertion follows now from 4.6.3.

5.7.2. Proposition. Let CX be a category with cokernels of reflexive pairs of arrows.
Let Endc(CX) denote the category of continuous endofunctors of CX . Suppose that the
inclusion functor Endc(CX) −→ End(CX) has a left adjoint. Then

AssX
Sp

X

−−−→ |Cat|oX , F 7−→ Sp(F/X),

is a fully faithful functor which has a left adjoint.

Proof. It follows from 5.7.1 that the functor Sp
X

is fully faithful. Let ΦX denote a
left adjoint to the inclusion functor Endc(CX) −→ End(CX). The map which assigns to

each object (Y, Y
f
→ X) of the category |Cat|oX the continuous monad ΦX(Ff ) extends

naturally to a functor |Cat|oX −→ AssX . This functor is a left adjoint to the functor Sp
X
.

Details are left to the reader.
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5.7.2.1. Example. Let X = Sp(R) for some associative unital ring R. Then for

every functor CX
F
−→ CX , the left R-module F (R) has a natural structure of a right

R-module which together turn F (R) into an R-bimodule. The map which assigns to each
endofunctor F on CX the continuous functor M 7−→ F (R) ⊗RM extends to a functor
which is a left adjoint to the inclusion functor Endc(CX) −→ End(CX).

5.7.2.2. Note. If the category CX is additive, then the category End(CX) of end-
ofunctors might be replaced in 5.7.2 by the category Enda(CX) of additive endofunc-
tors. Notice that the subcategory Endc(CX) of continuous endofunctors is contained in
Enda(CX), because any continuous functor between additive categories preserves coprod-
ucts, hence it is additive.

As a corollary of 5.7.2, we obtain

5.7.3. Theorem. (a) Every morphism

X
f

−−−→ Y
ց ւ
Sp(Z)

(1)

of Z-affine schemes is affine (i.e. the morphism X
f
−→ Y is affine).

(b) The functor

Ringsop
Sp

−−−→ |Cato|Z, R 7−→ Sp(R),

is full and factors through an equivalence of categories Assop
≈−→ AffZ.

(c) The fully faithful functor

Assop −→ |Cato|Z

(– the composition of the equivalence Assop
≈−→ AffZ and the full embedding of AffZ into

|Cat|o) is right adjoint to the ’global sections functor’ X 7−→ ΓOX
def
= CX(OX ,OX)o.

6. Flat descent.

6.1. Continuous, flat comonads. A comonad G = (G, δ) on a ’space’ X (i.e. the
category CX) is called

— continuous, if the functor G has a right adjoint;
— flat, if the functor G preserves finite limits;
— weakly flat, if the functor G preserves kernels of coreflexive pairs of arrows;
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— conservative, if the functor G is conservative.

6.2. Proposition. Let X
f
−→ Y be a continuous morphism, and let CX have kernels

of coreflexive pairs of morphisms. The morphism X
f
−→ Y in |Cat|o is affine, flat (resp.

weakly flat), and conservative iff its inverse image functor CY
f∗

−→ CX is the composition
of an equivalence of categories

CY −−−→ (X\Gf )− Comod

for a continuous flat (resp. weakly flat) conservative comonad Gf on X and the forgetful
functor

(X\Gf )− Comod −−−→ CX .

The comonad Gf is determined by f uniquely up to isomorphism.

Proof. The conditions of the Beck’s theorem are fullfiled, if f is weakly flat and
conservative, hence f∗ is the composition of an equivalence

CY −−−→ (X\Gf )− Comod

for a comonad Gf = (f∗f∗, δf ) on X and the forgetful functor

(X\Gf )− Comod −−−→ CX .

If the morphism f is affine, then the functor Gf = f∗f∗ has a right adjoint f !f∗, where
f ! is a right adjoint to f∗.

Let now G = (G, δ) be a continuous comonad on X and f∗ the forgetful functor
(X\G) − Comod −→ CX . The functor f∗ which assigns to each object M of CX the
G-comodule (G(M), δ(M)) is right adjoint to f∗: the canonical adjunction arrows are

f∗f∗ = G
ǫf
−→ IdCX and IdCY

ηf
−→ f∗f

∗,

where CY = G − Comod, ǫf is the counit of the monad G and

ηf (M, ξ) = ξ : (M, ξ) −→ f∗f
∗(M, ξ) = (G(M), δ(M))

for any G-comodule (M,M
ξ
→ G(M)).

Let G! be a right adjoint to G, and let GG! ǫ′
−→ IdCX and IdCX

η′

−→ G!G be
adjunction arrows. Let f ! denote the functor

CY = (X\G)− Comod −−−→ CX , (M, ξ) 7−→ G!(M).
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Since f !f∗ = G!G, the adjunction arrow η′ is a morphism IdCX −→ f !f∗. The composition
f∗f

! assigns to each G-comodule (M, ξ) the G-comodule f∗G
!(M) = (GG!(M), δG!(M)).

One can check that the adjunction arrow GG!(M)
ǫ′(M)
−−−→ M is a G-comodule morphism

f∗G
!(M) −→ (M, ξ), i.e. the diagram

GG!(M)
ǫ′(M)
−−−→ M

δG!(M)
y

y ξ

G2G!(M)
Gǫ′(M)
−−−→ G(M)

(1)

commutes. This implies that ǫ′f∗ and η′ are adjunction morphisms, hence the assertion.

6.2.1. Corollary. Let a morphism X
f
−→ Y be affine, weakly flat, and conservative.

If the category CX is additive (resp. abelian, resp. abelian with small coproducts, resp. a
Grothendieck category), then the category CY has the same property, and the morphism f
is flat.

Proof. Under the hypothesis, the category CY is equivalent to the category of (X\Gf )-
comodules for a continuous comonad Gf = (Gf , δf ) onX. Since the category CX is additive

and the functor CX
Gf
−→ CX has a right adjoint, it preserves small colimits; in particular,

Gf is additive. Since Gf = f∗f∗, the functor f∗ preserves all small limits, and the functor
f∗ preserves kernels of coreflexive pairs of arrows, the functor Gf preserves kernels of
coreflexive pairs of arrows too. For additive categories (more generally, for categories with
coproducts and a zero object) functors which preserve kernels of coreflexive pairs of arrows
preserve kernels of any pairs of arrows. Thus, Gf preserves kernels of any pairs of arrows
and, being additive, finite products (which coincide with finite coproducts), hence Gf
reserves limits of arbitrary finite diagrams. Therefore, the category (X\Gf )− Comod has
limits of finite diagrams which are preserved (and reflected) by the forgetful functor

(X\Gf )− Comod −−−→ CX .

This implies the additivity of (X\Gf ) − Comod. The rest follows from the compatibility
of Gf with small colimits (cf. the argument of 5.5).

6.3. Affine, flat morphisms from Sp(R). If R is an associative ring and G a
comonad on Sp(R), we shall write for convenience (R\G) instead of (Sp(R)\G).

6.3.1. Proposition. A continuous morphism Sp(R)
f
−→ X in |Cat|o is flat, conser-

vative, and affine iff its inverse image functor, CX
f∗

−→ R−mod, is the composition of an
equivalence of categories

CX −−−→ (R\Hf )− Comod
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for a coalgebra Hf = (Hf , δf ) in the category of R-bimodules such that Hf is a flat right
R-module, and the forgetful functor (R\Hf )−mod −−−→ R−mod.

Proof. Let Sp(R)
f
−→ X be a flat, conservative, and affine morphism with an inverse

image functor f∗. By 6.2, the functor CX
f∗

−→ R −mod is the composition of a category
equivalence CX −→ (R\Gf ) − Comod for a comonad Gf = (Gf , δf ) on Sp(R) and the
forgetful functor (R\Gf ) −mod −→ R −mod. Since the comonad Gf is continuous, the
functor Gf is isomorphic to the functor Hf ⊗R− for an R-bimodule Hf (equal to Gf (R)).

The comultiplication Gf
δf
−→ G2

f induces a comultiplication Hf −→ Hf ⊗R Gf (see the
argument of 5.6.1).

Conversely, let H = (H, δ) be a coalgebra in the category of R-bimodules, and let f∗

denote the forgetful functor

(R\H)− Comod −−−→ R−mod, (M,M → H(M)) 7−→M. (1)

The functor f∗ has a right adjoint,

L 7−→ H⊗R L = (H ⊗R L, δ ⊗R L) (2)

(see the argument of 6.2). The comonad H⊗R is continuous, since the functor H ⊗R −
has a right adjoint, HomR(H,−). The functor f∗ being flat is equivalent to the flatness
of H as a right R-module. The assertion follows now from 6.2.

6.3.2. Example: semi-separated schemes and algebraic spaces. Let X be a
scheme, or an algebraic space. Recall that an affine cover {Ui

ui→ X | i ∈ J} of X is called

semi-separated if all finite intersections of Ui
ui→ X are affine. A scheme (or an algebraic

space) is called semi-separated if it has a semi-separated cover. Evidently, every separated
algebraic space (or scheme) is semi-separated.

If {Ui → X | i ∈ J} is a semi-separated finite cover of X , then the corresponding
morphism

U =
∐

i∈J

Ui
π

−−−→ X

is affine, which implies that the space of relations R =
∐

i,j∈J

Ui ×X Uj ≃ U ×X U is affine

too. Since morphisms ui are étale, their inverse image functors, u∗i are flat and the family
{u∗i | i ∈ J} is conservative. The latter means exactly that an inverse image functor π∗

of the morphism π is flat and conservative. It follows by construction, that the inverse
images of projections R ⇉ U are flat and conservative (equivalently, faithfully flat). And
they are affine, since both R and U are affine.
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7. The Cone and the Proj.

7.1. Continuous morphisms, monads, and localizations. Let X
q
−→ Y be a

localization with an inverse image functor CY
q∗

−→ CX . Let Σq denote the class of all

morphisms s in CY such that q∗(s) is invertible. A functor CY
F
−→ CY is compatible with

the localization q iff F (Σq) ⊆ Σq. In this case, there exists a unique functor CX
F̄
−→ CX

such that q∗ ◦ F = F̄ ◦ q∗.

7.1.1. Proposition. Let X
q
−→ Y be a continuous localization.

(a) A functor CY
F
−→ CY is compatible with q iff the canonical morphism

q∗ ◦ F −−−→ q∗ ◦ F ◦ q∗q
∗ (1)

is an isomorphism.

(b) Suppose CY
F
−→ CY is compatible with the localization q, and let F̄ be the functor

CX −→ CX such that q∗ ◦ F = F̄ ◦ q∗.
(i) If CY has colimits of certain type, then CX has colimits of this type. If F preserves

colimits of this type, then the functor F̄ has the same property.
(ii) If CY has limits of certain type, then CX has limits of this type. If F and q∗

preserve limits of this type (e.g. finite limits), then the functor F̄ has the same property.
(iii) If F has a right adjoint, then F̄ has a right adjoint.

Proof. (a) The assertion follows from 7.1.4.1.1 applied to f∗ = q∗ ◦ F .
(b) (i) Let D : D −→ CX be a small diagram such that there exists colim(q∗D).

Then there exists the colimit of D and colim(D) = q∗colim(q∗D). Suppose the functor F
preserves the colimit of q∗D. Since F̄ ≃ q

∗Fq∗, we have:

F̄ (colim(D)) ≃ q∗Fq∗q
∗(colim(q∗D)) ≃ q

∗F (colim(q∗D)) ≃ q
∗(colim(Fq∗D)

(the second isomorphism here is due to the isomorphism q∗F ∼−→ q∗Fq∗q
∗). Since q∗ has

a right adjoint, it preserves colimits. Therefore

q∗(colim(Fq∗D) ≃ colim(q∗Fq∗D) ≃ colim(F̄D)

whence the assertion.
(ii) Let D : D −→ CX be a small diagram such that there exists lim(q∗D). Then,

by [GZ, I.1.4], there exists the limit of D and lim(D) = q∗(lim(q∗D)). Let the functor F
preserve the colimit of q∗D. As in (i), we have:

F̄ (lim(D)) ≃ q∗Fq∗q
∗(lim(q∗D)) ≃ q

∗F (lim(q∗D)) ≃ q
∗(lim(Fq∗D)
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If q∗ preserves limit of Fq∗D, we continue as follows:

q∗(lim(Fq∗D) ≃ (lim(q∗Fq∗D) ≃ lim(F̄D).

(iii) Let F ! be a right adjoint to F . Set F̄ ! = q∗F !q∗. By (a), F̄ ≃ q∗Fq∗. Thus we
have morphisms

F̄ F̄ ! ∼−→ (q∗Fq∗q
∗)F !q∗

∼−→ q∗FF !q∗
q∗ǫF q∗
−−−→ q∗q∗

ǫq
−→ IdCX . (3)

and

IdCX
∼−→ q∗q∗

q∗ηF q∗
−−−→ q∗F !Fq∗

q∗F !ηqFq∗
−−−→ q∗F !q∗q

∗Fq∗
∼−→ F̄ !F̄ . (4)

The compositions of the sequence of morphisms resp. (3) and (4) are adjunction arrows.

7.1.2. Proposition. Let X
q
−→ Y be a localization and F = (F, µ) a monad on Y

such that the endofunctor F is compatible with q. Then the monad F induces a monad,
F̄ = (F̄ , µ̄), on X defined uniquely up to isomorphism.

(i) If F is continuous (i.e. F has a right adjoint), then the monad F̄ is continuous.
(ii) If CY has colimits of certain type, then CX has colimits of this type. If F preserves

colimits of this type, then F̄ has the same property.
(iii) If CY has limits of certain type, then CX has limits of this type. If F and q∗

preserve limits of this type, then F̄ has the same property.

Proof. Fix an inverse image, q∗, of the localization q. Let F̄ be a unique endofunctor
F̄ : CX −→ CX such that q∗ ◦ F = F̄ ◦ q∗. Then q∗ ◦ F 2 = F̄ 2 ◦ q∗, and, by the
universal property of localizations, there exists a unique morphism µ̄ : F̄ 2 −→ F̄ such that
q∗µ = µ̄q∗. We leave to the reader verifying that µ̄ is a monad structure on F̄ .

The assertions (i), (ii), (iii) follow from the corresponding assertions of 7.1.1.

7.1.2.1. Remark. The same assertion holds for comonads. In fact, the first part is
obtained by dualization. The parts (i) and (ii) are statements about endofunctors.

7.2. Cones of non-unital monads and rings.

7.2.1. Non-unital monads. LetX be a ’space’ such that CX is an additive category,
and let F+ = (F+, µ) be a non-unital additive monad on X; i.e. F+ is an additive functor
CX −→ CX and µ is a functor morphism F 2

+ −→ F+ such that µ ◦ F+µ = µ ◦ µF+. Let
F+ − mod1 denote the category of non-unital F+-modules. Its objects are pairs (M, ξ),
where M ∈ ObCX and ξ a morphism F+(M) −→ M such that ξ ◦ µ(M) = ξ ◦ F+ξ. A

morphism (M, ξ) −→ (M ′, ξ′) is given by a morphism M
f
−→ M ′ such that ξ′ ◦ F+(f) =

f ◦ ξ. Composition is defined naturally, so that the map which assigns to each F+-module
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(M, ξ) the object M and to every F+-module morphism (M, ξ)
f
−→ (M ′, ξ′) the morphism

M
f
−→ M ′ is a functor, F+ −mod1

f∗−→ CX . This functor has a canonical left adjoint, f∗,
which maps every object N of CX to the F+-module (N ⊕ F (N), ξN ), where the action

F+(N ⊕ F+(N)) = F+(N)⊕ F 2
+(N)

ξN
−→ N ⊕ F+(N) is the composition of the morphism

F+(N)⊕ F 2
+(N)

(idF+(N),µ(N)

−−−−−−−→ F+(N)

and the embedding F+(N) −→ N ⊕ F+(N).
Thus, f∗f

∗ = IdCX ⊕ F+. We denote IdCX ⊕ F+ by F and the monad corresponding
to the pair of adjoint functors f∗, f

∗ by F = (F, µ1). It is easy to see that the category
F+ − mod1 of non-unital F+-modules is isomorphic to the category F − mod of unital
F-modules. There is a natural embedding CX −→ F+ −mod which assigns to each object
M of CX the F+-module (M, 0). We denote the image of CX in F+ −mod (i.e. the full
subcategory generated by trivial modules) by TF+ .

7.2.2. A reminder on Serre subcategories. Let CZ be an abelian category and
T its subcategory. We denote by T − the full subcategory of the category CZ generated by
all objects of CZ whose nonzero subquotients have nonzero subobjects from T . One can
show that the subcategory T − is thick, i.e. it is closed under taking arbitrary subquotients
and extensions. A subcategory T is called a Serre subcategory if T = T −. If CZ is a
so-called (AB5) category (in particular, it has small coproducts), then Serre subcategories
are precisely thick subcategories closed under small coproducts. If CZ is a Grothendieck
category (i.e. an (AB5) category with generators), then Serre subcategories are those thick
subcategories T for which the localization functor CZ −→ CZ/T has a right adjoint.

7.2.3. The cone of a non-unital monad. Suppose that CX is an abelian category.
We denote by CCone(F+/X) the quotient, F+ −mod1/T

−
F+

, of the category F+ −mod1 by

the smallest Serre subcategory containing TF+ . This defines a ’space’ Cone(F+/X).

7.2.3.1. Proposition. If F+ is a unital monad, then CCone(F+/X) is naturally
equivalent to the category F+ −mod of unital F+-modules, i.e. the ’space’ Cone(F+/X)
is isomorphic to Sp(F+/X).

Proof. If the monad F+ = (F+, µ) is unital with the unit element Id
e
−→ F+, then

there is a monad epimorphism F = Id⊕F+
γ
−→ F+ defined by (e, idF+). The corresponding

pull-back functor, γ∗, is the inclusion functor F+−mod into F+−mod1. Its left adjoint, γ
∗

assigns to each object (M, ξ) of F+−mod1 the cokernel of the pair of morphismsM

id
M
−→
−→
ξe(M)

M.

Since the functor γ∗ is fully faithful, its left adjoint γ∗ is an exact localization, and the
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kernel of γ∗ coincides with the subcategory TF+ . Therefore, TF+ is, in this case, a Serre
subcategory, i.e. TF+ = T −

F+
, whence the assertion.

7.2.3.2. Corollary. If F+ is a unital monad, then Sp(F/X) ≃ Sp(F+/X)
∐
X.

Proof. If F+ is a unital monad, then (by the argument of 7.2.3.1) F ≃ F+

∏
IdX , where

IdX denotes the identical monad (IdCX , id). This implies that the category F −mod of
F-modules is equivalent to the product (F+ −mod)

∏
CX , hence the assertion.

7.3. The cone of an associative ring. Let X = Sp(R), where R0 is a unital
associative ring, and let R+ be an R0-ring. The latter means that R0 is an associative
ring, not unital in general, in the category of R0-bimodules; i.e. the mutiplication in
R+ is given by an R0-bimodule morphism R+ ⊗R0 R+

m
−→ R+ satisfying the associativity

condition. The R0-ring R+ defines a non-unital monad F+ = (F+, µ) onX, where F+ is the

endofunctor R+⊗R0− on CX = R0−mod and F 2
+

µ
−→ F+ is induced by the multiplication

R+⊗R0 R+
m
−→ R+. The category F+−mod1 of non-unital F+-modules is the category of

unital R0-modules endowed with a non-unital R+-module structure compatible with the
action of R0 on the module and on R+. We write R+ −mod1 instead of F+ −mod1 and
TR+ instead of TF+ . By definition TF+ is the full subcategory of R+ −mod1 spanned by
modules with zero action.

The associated augmented monad F (cf. 7.2.1) is isomorphic to the monad associated
with the unital R0-ring R = R0⊕R+ which we call the augmented R0-ring corresponding to
R+. The category R+−mod1 is isomorphic to the category R−mod of unital R-modules.

We shall write Cone(R+/R0), or simply Cone(R+), instead of Cone(F+/Sp(R0)).
The category R+ −mod1 will be identified with R −mod whenever it is convenient.

Thus, TR+ is viewed as the full subcategory of R −mod whose objects are modules anni-
hilated by the irrelevant ideal R+; and we write CCone(R+) = R−mod/T −

R+
, where T −

R+
is

the smallest Serre subcategory of the category R−mod containing TR+ (getting back the
definition of a cone in 1.3). The localization functor

R−mod
u∗

−→ R−mod/T −
R+

is an inverse image functor of a morphism of ’spaces’ Cone(R+)
u
−→ Sp(R). The functor

u∗ has a (necessarily fully faithful) right adjoint, i.e. the morphism u is continuous. The
composition of the morphism u with the natural affine morphism Sp(R) −→ Sp(R0) is
a continuous morphism Cone(R+) −→ Sp(R0). Its direct image functor is (regarded as)
the global sections functor.

7.3.1. Proposition. If R+ is a unital ring, then Cone(R+/R0) ≃ Sp(R+) and
Sp(R) ≃ Sp(R+)

∐
Sp(R0).
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Proof. The assertion follows from 7.2.3.1 and 7.2.3.2.

7.3.2. Lemma. Let J be a two-sided ideal in the ring R contained in R+ (i.e. a two-
sided ideal in R+ which is an R0-bimodule). Let TR+|J denote the full subcategory of R−

mod whose objects are R-modules annihilated by J ; and let T−
R|J be the Serre subcategory

spanned by TR|J . The quotient category R−mod/T−
R|J is equivalent to CCone(J ).

Proof. The embedding J →֒ R induces a unital ring morphism J̃
ι
−→ R, where J̃ is

the ring R0⊕J with natural multiplication. The pull-back functor R−mod
ι∗−→ J̃ −mod

induces a functor from the subcategory TR|J to the subcategory TJ . Since the functor ι∗
is exact (in a strong sense, that is it preserves small limits and colimits), it maps the Serre
subcategory T−

R|J to the Serre subcategory T−
J . Thus we have a commutative diagram

R−mod
ι∗
−−−→ J̃ −modx

x
T−
R|J −−−→ T−

J

(1)

of exact functors. Therefore the functor ι∗ induces a functor

R−mod/T−
R|J −−−→ J̃ −mod/T

−
J . (2)

The functor (2) is a category equivalence. In fact, let J̃ −mod
Ψ
−→ R−mod be the functor

which assigns to every J̃ -module M the R-module JM . The cokernel of the embedding
JM →֒ M belongs to TJ , hence the localization J̃ −mod −→ J̃ −mod/T−

J maps this

embedding to an isomorphism. We assign to each objectM of J̃ −mod the composition of
the functor Ψ and the localization R−mod −→ R−mod/T−

R|J . It follows that this functor

factors through the localization J̃ − mod −→ J̃ − mod/T−
J , i.e. it defines (uniquely) a

functor J̃ − mod/T−
J

Φ

−−−→ R − mod/T−
R|J . The functor Φ is a quasi-inverse to the

functor (2).

7.3.3. Example: quasi-affine schemes. Quasi-affine schemes are defined (in [EGA
II, 5.1.1]) as open quasi-compact subschemes of affine schemes. Open subschemes of SpecA
are in bijective correspondence with the radical ideals in A. Quasi-compactness of an open
set defined by an ideal J means that J is the radical of its finitely generated subideal (this
holds in noncommutative case too, see [R, I.5.6]). One can show that the category of quasi-
coherent sheaves on the open subscheme of SpecA defined by the ideal J is equivalent
to the quotient category A−mod/T−

A|J . By 7.3.2, the latter category is equivalent to the
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category CCone(J ) = J̃ −mod/T
−
J of modules on the cone Cone(J ) of the (non-unital)

R0-ring J .

7.3.4. Functoriality. Let R0−Rings denote the category of (not necessarily unital)

R0-rings. A morphism of such rings, R+
φ
−→ S+, is an R0-bimodule morphism compatible

with multiplication. The morphism φ induces the pull-back functor

S+ −mod1
φ∗

−−−→ R+ −mod1

which maps the subcategory TS+ of trivial S+-modules to the category TR+ of trivial R+-
modules. Since φ∗ is exact and preserves small colimits, it maps the Serre subcategory
T−
S+

spanned by TS+ to the Serre subcategory T−
R+

spanned by TR+ . Therefore, φ∗ induces
a unique functor

S+ −mod1/T
−
S+

φ̄∗

−−−→ R+ −mod1/T
−
R+

(3)

such that the diagram

S+ −mod1/T
−
S+

φ̄∗

−−−→ R+ −mod1/T
−
R+

q∗
S

x
x q∗

R

S+ −mod1
φ∗

−−−→ R+ −mod1

(4)

commutes. In general, the functor φ̄∗ does not have a left adjoint, hence it cannot be
interpreted as a direct image functor of a continuous morphism.

7.3.4.1. The category R0 − Rings1. We denote by R0 − Rings1 the subcategory

of R0 − Rings formed by R0-ring morphisms R+
φ
−→ S+ whose inverse image functor,

R+ −mod1
φ∗

−−−→ S+ −mod1, is compatible with the localizations at resp. T−
R+

and T−
S+

.

The compatibility means that there exists a functor CCone(R+)
φ̄∗

−→ CCone(S+) such that
the diagram

CCone(R+) = R+ −mod1/T
−
R+

φ̄∗

−−−→ S+ −mod1/T
−
S+

= CCone(S+)

q∗
R

x
x q∗

S

R+ −mod1
φ∗

−−−→ S+ −mod+

(5)

commutes. Thanks to the universal property of localizations, the functor φ̄ is uniquely
determined by the commutativity of (5).
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Evidently, all ring isomorphisms belong to R0−Rings1. It follows from the universal
property of localizations that the composition of morphisms of R0 − Rings1 belongs to
R0 −Rings1; i.e. R0 −Rings1 is, indeed, a subcategory of the category R0 −Rings. The
map R+ 7−→ Cone(R+) extends to a functor R0 − Rings

op
1 −→ |Cat|

o which we denote
by Cone.

7.3.4.2. Remarks. (a) For any morphism R+
ϕ
−→ S+ of R0 −Rings, the functor

ϕ̄∗ = q∗
S
ϕ∗
1qR∗ : CCone(R+) −−−→ CCone(S+) (6)

might be regarded as an inverse image functor of a morphism Cone(S+)
ϕ̄
−→ Cone(R+).

Notice, however, that the map ϕ 7−→ ϕ̄ is not functorial, unless morphisms are picked
from the subcategory R0 −Rings1.

(b) For any morphism R+
ϕ
−→ S+ of R0 − Rings1, the corresponding morphism

Cone(S+)
ϕ̄

−−−→ Cone(R+) is continuous.

This follows from the fact that the functor CCone(R+)

q
R∗

−−−→ R+ −mod1 has a right
adjoint and from the formula (6).

7.3.4.3. Proposition. Let S+ be an R0-ring, e a central idempotent element in S+

(i.e. e2 = e). Then R+ = {r ∈ S | re = er = r} is an R0-subring in S+, and the inclusion
R →֒ S is a morphism of R0 −Rings1.

Proof is left to the reader.

7.3.5. Remark. For any R0-ring R+, we have a canonical morphism (Zariski open
immersion) Cone(R+) −→ Sp(R), R = R0 ⊕ R+, which depends functorially on R+

(a functor from R0 − Ringsop1 ). This morphism can be regarded as a noncommutative
analogue of the Stone compactification of a locally compact space. If the ring R+ is unital,
then Sp(R) is the disjoint union of Sp(R+) and Sp(R0) (see 7.3).

7.3.6. Hopf actions and cross-products. Let R0 be an associative unital k-
algebra. We call an R0-ring R+ an (R0|k)-ring if the R0-ring structure makes R+ a
k-algebra, i.e. λr = rλ for all r ∈ R+ and λ ∈ k. Let H = (δ,H, µ) be a k-bialgebra.

Here H
δ
−→ H ⊗k H

µ
−→ H are resp. comultiplication and multiplication. Recall that a

Hopf action of H on a k-algebra R+ is a unital H-module structure on R such that the
multiplication R+ ⊗k R+ −→ R+ is an H-module morphism. We assume that H acts
trivially on R0. Then the cross-product R+#H is an (R0|k)-ring.

The Hopf action of H on R+ induces an endofunctor, H̃, on the category R+−mod1.

This endofunctor assigns to any (non-unital) R+-module M = (M,R+ ⊗k M
ξ
→ M) the

R+-module H⊗kM = (H ⊗kM, ξH), where the action ξH is the composition of

R+⊗kH⊗kM
∼−→ H⊗kR+⊗kM −→ H⊗kH⊗kR+⊗kM −→ H⊗kR+⊗kM −→ H⊗kM.
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Here the second arrow is induced by the comultiplication δ, the third arrow by the action

τ , and the fourth arrow by the R-module structure ξ. The multiplication H ⊗k H
µ
−→ H

induces a monad structure, H̃2 µ̃
−→ H̃, on H̃. One can see that the category R+#H−mod1

is isomorphic to the category H̃ −mod, where H̃ denotes the monad (H̃, µ̃). This follows

from the observation that the functor H̃ is isomorphic to R#H⊗R−, where R = R0⊕R+

is the augmented R0-ring. This observation implies, on the other hand, that the functor H̃
is continuous (i.e. it has a right adjoint) and that there is a natural isomorphism between

the category R+#H−mod1 and the category (H̃/R)−mod of modules over the monad H̃.

Here we write (H̃/R) instead of (H̃/Sp(R)) and identify R+ −mod with R−mod. Thus,

we have a natural isomorphism Sp(H̃/R) ∼−→ Sp(R#H) such that the diagram

Sp(H̃/R) ∼−→ Sp(R#H)
ց ւ
Sp(R)

(7)

commutes.
The following assertion provides another family of morphisms of R0 −Rings1.

7.3.6.1. Proposition. Let H ⊗k R+
τ
−→ R+ be a Hopf action of an k-bialgebra

H = (δ,H, µ) on a (R0|k)-ring R+. Suppose the functor H ⊗k − is flat. Then the monad

H̃ on Sp(R) induces a monad H̄ on Cone(R+) such that there is a canonical commutative
diagram

Sp(H̄/Cone(R+))
∼−→ Cone(R+#H)

ց ւ
Cone(R+)

(8)

of affine morphisms.
In particular, the canonical morphism R+ −→ R+#H belongs to R0 −Rings1.

Proof. It follows that the functor H̃ maps the subcategory TR+ to itself. Since the
functor H ⊗k − : k −mod −→ k −mod is flat (i.e. it is exact and preserves colimits of

small diagrams), the functor R+ − mod1
H̃
−−−→ R+ − mod1 is flat too. Therefore, the

Serre subcategory T−
R+

is stable under H̃, and the functor H̃ induces a continuous functor

R+ −mod1/T
−
R+

= CCone(R+)

H̄
−−−→ CCone(R+). By 7.1.2, the multiplication H̃2 µ̃

−→ H̃

induces a multiplication H̄2 µ̄
−→ H̄. The isomorphism of categories

R+#H−mod1
∼−→ (H̃/R)−mod1
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mentioned above induces an isomorphism CCone(R#H)
∼−→ (H̄/Cone(R))−mod, regarded

as an inverse image functor of an isomorphism Sp(H̄/Cone(R)) ∼−→ Cone(R#H) such

that the diagram (8) commutes. The monad (H̃/R) is continuous (i.e. the functor H̃ has a

right adjoint), because H̃ is isomorphic to the (obviously) continuous functor R#H⊗R−.
By 7.1.2(i), this implies that the monad H̄ on Cone(R) is continuous. By 5.2, the latter
means precisely that the natural morphism Sp(H̄/Cone(R)) −→ Cone(R) is affine.
Therefore, by the commutativity of (8), the morphism Cone(R#H) −→ Cone(R) is
affine. This shows, in particular, that the canonical morphism R+ −→ R+#H belongs to
R0 −Rings1.

7.4. Noncommutative projective spectra.

7.4.1. ProjG. Fix a monoid G. Let F+ = (F+, µ) be a G-graded (non-unital in
general) monad on X. Let grGF+ − mod1 denote the category of G-graded non-unital
F+-modules and preserving gradings morphisms. Let

grGF+ −mod1
π∗

−−−→ F+ −mod1 (1)

be the functor forgetting the grading. We denote by grGTF+ the preimage of the subcate-
gory TF+ in grGF+−mod1. Let CProjG (F+) be the quotient category grGF+−mod1/grGT

−
F+

.

This defines a ’space’ ProjG(F+) = ProjG(F+/X).

7.4.2. Actions. Let G be a monoid. An action of G on a ’space’ X is a monoidal

functor G
L
−→ Ẽnd(CX). Here G is viewed as a discrete monoidal category and Ẽnd(CX)

denote the (strict) monoidal category of endofunctors CX −→ CX ; i.e. Ẽnd(CX) =
(End(CX), ◦).

7.4.2.1. Examples. (a) Let F+ be a (non-unital in general) G-graded monad on a
’space’ X; and let CY = grGF+ −mod1. For any G-graded F+-module N = ⊕ν∈GNν and
any γ ∈ G, we denote by N [γ] the G-graded F+-module defined by N [γ]σ = Nσγ . This
defines a strict action of G on the ’space’ Y . Here strict means that the monoidal functor

G
L
−→ Ẽnd(CX) is strict, that is N [γ1γ2] = (N [γ2])[γ1] for all N .

(b) The action of G on the ’space’ Y in (a) (i.e. on the category grGF+ − mod1),
induces an action of G on ProjG(F+).

Recall that a full subcategory T of an abelian category is called topologizing if it is
closed under taking subquotients and finite coproducts.

7.4.3. Proposition. Let T be a G-stable, topologizing subcategory of grGF+ −mod1,

and let T̃ denote the image of T in F+ −mod1. Then π∗−1

(T̃−) ⊆ T−.
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If the ’space’ X has the property (sup) and the functor F+ preserves supremums of

subobjects, then π∗−1

(T̃−) = T−.

Proof. (a) Since the functor (1) is exact, the preimage, π∗−1

(T̃−), of the Serre

subcategory T̃− is a Serre subcategory of the category grGF+ − mod1. The inclusion

π∗−1

(T̃−) ⊆ T− is equivalent to that every nonzero object of π∗−1

(T̃−) has a nonzero sub-

object which belongs to T; or, what is the same, for any nonzero object, N , of π∗−1

(T̃−),

there exists a nonzero morphism L
g
−→ N , with L ∈ ObT. We can and will assume that

L is generated by one of its homogeneous components. Then F+ − mod1(L,N) is a G-
graded Z-module, and some of homogeneous components of the morphism g are nonzero.
Replacing the module L by the module L[γ] for an appropriate γ ∈ G, we can assume that
the homogeneous component of g of zero degree is nonzero. Thus, there exists a nonzero
morphism L[γ] −→ N of graded F+-modules. Since the subcategory T is stable under the
action of G, the object L[γ] belongs to T.

(b) Since X has the property (sup) and F preserves supremums, both categories,
grGF+ −mod1 and F+ −mod1 possess this property too. Therefore, every object, M , of
T− has a filtration, {Mi | i ≥ 0} such that Mi = sup(Mj |j < i), if i is a limit ordinal,

and Mi+1/Mi belongs to T. But, this implies that M is an object of T̃−; i.e. we have the

inverse inclusion, T− ⊆ π∗−1

(T̃−).

7.4.3.1. Corollary. (a) π∗−1

(T −
F+

) ⊆ grGT
−
F+

.

(b) If the ’space’ X has the property (sup) and the functor F+ preserves supremums

of subobjects, then grGT
−
F+

= π∗−1

(T −
F+

).

Proof. Set T = grGTF+ . Then T̃− coincides with T −
F+

, hence the assertion.

7.4.3.2. Corollary. Suppose that X has the property (sup) and F+ preserves supre-
mums of subobjects. Then the forgetful functor (1) induces a faithful exact functor

CProjG(F+)
p∗

−→ CCone(F+) (2)

Proof. By 7.4.3.1(b), grGT
−
F+

= π∗−1

(T −
F+

), where grGF+−mod1
π∗

−→ F+−mod1 is the

forgetful functor. The functor π∗−1

induces a faithful functor between quotient categories

grGF+ −mod1/grGT
−
F+
−−−→ F+ −mod1/T

−
F+
.

This functor is exact because the inclusion functor grGF+−mod1 −→ F+−mod1 is exact.
Hence the assertion.
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The functor (2) is regarded as an inverse image functor of a morphism (’projection’)

Cone(F+)
p
−→ ProjG(F+).

7.4.3.3. The Proj of an associative ring. Let R0 be an associative unital ring
and G a monoid. Let R+ be a G-graded R0-ring, which is, by definition, a G-graded ring
in the category of R0-bimodules. Then we have the category grGR+ −mod1 of G-graded
R+-modules and its subcategory grGTR+ = TR+ ∩ grGR+ −mod1. We obtain the ’space’
ProjG(R+) = ProjG(R) defined by

CProjG(R+) = grGR+ −mod1/grGT
−
R+
.

Since the conditions of 7.4.3.1(b) hold, grGT
−
R+

= grGR+−mod1∩T
−
R+

, and, therefore,
we have a canonical projection

Cone(R+)
p
−→ ProjG(R+).

Taking X = Sp(R0) (i.e. CX = R0 − mod), we can identify R+ with the monad

F+ = (F+, µ), where F+ = R+ ⊗R0 − and F 2
+

µ
−→ F+ is determined by the multiplication

R+⊗R0R+
m
−→ R+. If R+ is G-graded, then the monad F+ is G-graded. There are natural

isomorphisms Cone(R+) ≃ Cone(F+) and ProjG(R+) ≃ ProjG(F+).

We have recovered the construction 1.4 illustrated by examples 1.5, 1.6, and 1.7. One
can approach to these examples from a different side, via Hopf actions.

7.5. Hopf actions. Let G be a monoid and R0 an associative unital k-algebra.
For a G-graded (R0|k)-ring R+, we denote by grGR+ −mod1 the category of non-unital
G-graded R+-modules. Let H = (δ,H, µ) be a G-graded k-bialgebra with comultiplication

δ and multiplication µ; and let H⊗kR+
τ
−→ R+ is a Hopf action compatible with grading.

Recall that a Hopf action of H on a k-algebra R+ is a unital H-module structure on R
such that the multiplication R+ ⊗k R+ −→ R+ is an H-module morphism. We assume
that H acts trivially on R0. Then the cross-product R+#H is a G-graded (R0|k)-ring.

The Hopf action of H on R+ induces an endofunctor, HG , on the category grGR+ −

mod1 which assigns to any (non-unital) G-graded R+-moduleM = (M,R+ ⊗k M
ξ
→ M)

the G-graded R+-module H ⊗kM = (H ⊗k M, ξH), where the action ξH is same as in

the non-graded case (cf. 7.3.6). The multiplication H ⊗k H
µ
−→ H gives rise to a monad

HG = (HG , µG) (like in 7.3.6); and the category grGR+#H −mod1 is isomorphic to the
category HG −mod. By an argument similar to that of 7.3.6, the monad HG is continuous
(i.e. the functor HG has a right adjoint) which is equivalent to that the forgetful functor
HG −mod −→ grGR+ −mod1 is a direct image functor of an affine morphism.
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7.5.1. Proposition. Let H ⊗k R+
τ
−→ R+ be a Hopf action of an k-bialgebra

H = (δ,H, µ) on a G-graded (R0|k)-ring R+. Suppose the functor H ⊗k − is flat. Then

the monad H̃ on Sp(R) induces a monad H̄ on ProjG(R+) such that there is a canonical
commutative diagram

Sp(H̄/ProjG(R+))
∼−→ ProjG(R+#H)

ց ւ
ProjG(R+)

(8)

of affine morphisms.

Proof. The argument is similar to that of 7.3.6.1. Details are left to the reader.

7.5.2. Example. Let G be a connected reductive algebraic group over an alge-
braically closed field k of zero characteristic. Fix a Borel subgroup B, a maximal unipotent
subgroup U , and a maximal torus H chosen in a compatible way: H and U are subgroups
of B, and B = HU). Let R be the algebra of regular functions on the homogeneous space
G/U (called after I. M. Gelfand the ’base affine space’). The algebra R is the direct sum of
all simple finite dimensional modules, each appears once; i.e. R = ⊕λ≥0Rλ, where λ runs
through nonnegative integral weights. Then R0 = k, and R+ = ⊕λ>0Rλ is a G-graded
k-algebra. Here G is the group of integral weights of the group G.

The category CCone(R+) is equivalent to the category of quasi-coherent sheaves on
the base affine space G/U . The category CProjG(R+) is equivalent to the category of
quasi-coherent sheaves on the flag variety G/B. We refer for details to [LR4].

7.5.2.1. Note. If the group G is simply connected, this construction can be given in
terms of the Lie algebra g of G and its Cartan subalgebra h, as it is done in 1.6.

7.5.2.2. D-modules. By construction, there is a Hopf action on R of the universal
enveloping (Hopf) algebra U(g). Consider instead of R the crossed product R+#U(g).

The universal enveloping algebra, H, of the Cartan subalgebra, h, acts on the algebra
R according the decomposition R = ⊕λ≥0Rλ: each Rλ is a one-dimensional representation
of H with the weight λ tensored by the vector space Rλ. This is a Hopf action commuting
with the action of U(g), hence it determines to a Hopf action of Ũ(g) = U(g)⊗kH on R+.

The category C
Cone(R+#Ũ(g))

is equivalent to the category of D-modules on the base

affine space G/U .
The category C

ProjG(R+#Ũ(g))
is equivalent to the category of D-modules on the flag

variety G/B.
We can express these facts saying that the category of D-modules on the base affine

space G/U is the category of quasi-coherent sheaves on the noncommutative quasi-affine

’space’ Cone(R+#Ũ(g)) and the category of D-modules on the flag variety G/B is the
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category of quasi-coherent sheaves on the noncommutative ’space’ProjG(R+#Ũ(g)). Both
are semi-separated (actually, separated) noncommutative schemes.

7.5.3. Example: quantum affine base space and quantum flag variety. Let
Uq(g) be the quantized enveloping algebra of a semi-simple Lie algebra, g, and let H be its

maximal torus (this time canonical). We define R and R+ as in 7.5.2; i.e. R =
⊕

λ≥0

Rλ

and R+ =
⊕

λ>0

Rλ , where Rλ is the simple Uq(g)-module with the highest weight λ. The

multiplication is given by choosing projections Rλ ⊗Rµ −→ Rλ+µ for different λ and µ in
an appropriate way (see [LR4] for details).

We define the quantum base affine space of g as the ’space’Cone(R+) and the quantum
flag variety of g as the ’space’ ProjG(R+).

7.5.3.1. D-modules on the quantum base affine space and the quantum flag
variety. Let Uq(g) be the quantized enveloping algebra of a semi-simple Lie algebra, g,
and let H be its maximal a torus. Let R = ⊕λ≥0Rλ be the algebra of functions on the
quantum base affine space, and R+ = ⊕λ≥0Rλ the quantum base affine space of g which
is by definition the spectrum Cone(R+) of the algebra R+ (see 7.5.2).

The maximal torus H acts on R+, and this action commutes with the action of

Uq(g). Thus R+ has a structure of a Ũq(g)-module, where Ũq(g) = Uq(g)⊗k H. By 7.1.2,

Ũq(g) induces a continuous monad, U∼
q (g), on Cone(R+). And we have the commutative

diagram
Sp(U∼

q (g)/Cone(R+))
∼

−−−→ Cone(R+#Ũq(g))
ց ւ
Cone(R+)

The action of Ũq(g) on R+ respects G-grading, hence it induces a continuous monad,
Ūq(g), on ProjG(R+); and we have a commutative diagram

Sp(Ūq(g)/ProjG(R+))
∼

−−−→ ProjG(R+#Ũq(g))
ց ւ
ProjG(R+)

of projective ’spaces’ whose diagonal arrows are affine morphisms.
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Locally Affine ’Spaces’ and Schemes. Smoothness

The first section is dedicated to generalities on finiteness conditions – locally finitely
presentable morphisms and objects, and representable morphisms in a simple-minded set-
ting. Namely, our initial (and, with the exception of examples, the only) data here is

a functor A
F
−→ B whose domain A is thought as the category of ’local’ objects (like

affine schemes) and range, B, as the category of ”spaces”. We introduce morphisms of the
category B representable by a given class of morphisms of the category A. Morphisms rep-
resentable by the class of all morphisms of A are called simply ”representable”, or ”affine”.
As a non-trivial application of this formalism, we define closed immersions and, as their
derivatives, separated objects and morphisms of the category of ”spaces” B.

In Section 2, we enrich our initial data with a class M of morphisms of the category
B (playing the role of ”infinitesimal” morphisms) and introduce formally M-smooth and
formally M-étale morphisms. In classical examples, morphisms of M come from the cate-
gory A of ’affine’ objects; but, for a general formalism, there is no need in this assumption.
Actually, there is no need in the category A as long as local finiteness conditions are not

involved. The local finiteness conditions (hence the functor A
F
−→ B) reappear in Section

3, where we define M-smooth and M-étale morphisms, as well as M-open immersions.
In Section 4, we adjoin to the data one more parameter – a pretopology on the category

B. The purpose is to pass from a given class P of morphisms of B to the class Pτ of
those morphisms which ’locally’ belong to P. This extension of the class P is natural (for
instance, smoothness is expected to be a local property) and it is much more flexible; in
particular, it is stable, under certain conditions, with respect to sheafification functor (the
advantages of the latter property become clear in Chapter 3).

In Section 5, we define smooth, étale, and Zariski pretopologies on the category B (all
three depending on a class of ”infinitesimal” morphisms M) and the notions of a scheme,
an algebraic space and a locally affine space with respect to smooth pretopology.

Unfortunately, flat covers of noncommutative spaces, which, thanks to flat descent, are
at least of the same importance for noncommutative algebraic geometry as for commutative
one, do not form a pretopology – base change invariance fails. By this reason, we outline
in Section 6 the first steps of a slightly weaker gluing formalism, in which pretopologies are
replaced by ’quasi-pretopologies’. In Section 7, we apply this formalism to define locally
affine ’spaces’ and schemes in the category |Cat|o (– absolute case) and relative locally
affine ’spaces’ and schemes via fppf quasi-pretopology. It is also applied to introduce
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locally affine presheaves of sets (with respect to fppf, or a flat Zariski quasi-pretopology)
on the category of affine noncommutative schemes.

1. Generalities on finiteness conditions.

1.0. The local data and some of its special cases. Fix a functor A
F
−→ B which

will be usually referred to as a ’local data’. Such reference means that A is regarded as
the category of ’local’, or ’affine’, objects, B as the category of ”spaces”, and the functor
F associates with each ’affine’ object a space.

Examples one might keep in mind for this work are as follows.

1.0.1. Commutative affine schemes and geometric spaces. In a standard
commutative prototype, B is the category of locally ringed topological spaces, otherwise
called geometric spaces, A is the category opposite to the category CAlgk of commutative

unital k-algebras, and the functor A
F
−→ B assigns to every commutative k-algebra the

corresponding affine scheme.

1.0.2. Subcanonical presites and (pre)sheaves of sets. Let τ be a subcanonical
pretopology on a category A. Recall that ’subcanonical’ means that all representable
presheaves are sheaves. So that the Yoneda embedding

A −−−→ A∧, M 7−→ M̂ = A(−,M),

induces a full embedding of the category A into the category (A, τ)∧ of sheaves of sets
on the presite (A, τ). The latter is our functor F in this situation.

1.0.3. Presheaves and sheaves of sets on noncommutative affine schemes.
Let A be the categoryAffk of affine noncommutative k-schemes, which is, by definition, the
category opposite to the category Algk of associative unital algebras over a commutative
ring k. We take as B the category Aff∧

k of presheaves of sets on Affk, or, what is the
same, functors Algk −→ Sets. The functor F is the Yoneda embedding, which maps an
affine scheme corresponding to a k-algebra R to the presheaf R∨ = Algk(R,−).

1.0.3.1. Sheaves of sets. The category A is Affk as in 1.0.3, and B is the category
(A, τ)∧ of sheaves of sets with respect to a subcanonical pretopology τ . Our predominant
choice is the smooth pretopology defined later in the text.

1.0.4. Affine ’spaces’ and ’spaces’ over a ’space’. Fix a ’space’ S – an object of
the category |Cat|o. We take as A the category AffS of affine S-’spaces’, as B the category
|Cat|o/S of ’spaces’ over S and as F the natural embedding of AffS into |Cat|o/S. It
follows from I.5.4 that F is a full embedding.
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1.0.4.1. Monads and ’spaces’. Let CS be a svelte category with cokernels of
reflexive pairs of arrows. Let MoncS be the category of continuous monads on the category
CS . We take as A the category opposite to MoncS , as B the category |Cat|o/S of ’spaces’
over S and as F the functor which assigns to every continuous monad F on the category
CS the pair (Sp(F/S),Sp(F/S) −→ S), where Sp(F/S) is the categoric spectrum of
the monad F – the ’space’ represented by the category (F/S) −mod of F-modules, and
Sp(F/S) −→ S is a natural morphism, whose direct image functor is the forgetful functor
(F/S)−mod −→ CS . It follows from I.4.6.3 and I.5.2 that the functor F is full.

1.1. Locally cofinite and finitely copresentable objects. Fix a local data – a

functor A
F
−→ B. We call an object X of B locally cofinite, or (A,F)-cofinite (resp. locally

finitely copresentable, or (A,F)-finitely copresentable), if, for any small diagram (resp. for

any filtered projective system) δD
D
−→ A such that there exists lim(F◦D), the canonical

map
colim B(F ◦D, X) −−−→ B(lim(F ◦D), X) (1)

is an isomorphism.
We denote by Bf

A,F (resp. by Bfp
A,F) the full subcategory of the category B generated

by locally cofinite (resp. by locally finitely copresentable) objects.

1.1.1. Cofinite and finitely copresentable objects. If F is the identical functor
B −→ B, then we omit “locally” and denote the full subcategory of B generated by
cofinite (resp. locally finitely copresentable) objects by Bf (resp. by Bfp).

1.2. Locally finite and locally finitely presentable objects. They are de-
fined dually: an object X of the category B is called locally finite (resp. locally finitely
presentable) if the canonical morphism

colim B(X,F ◦D) −−−→ B(X, colim(F ◦D)) (2)

is an isomorphism for any small diagram (resp. filtered inductive system) δD
D
−→ A,

provided that colim(F ◦D) exists.

The notations are dual to those of 1.1. Namely, we denote by BA,F
f (resp. by BA,F

fp )
the full subcategory of the category B generated by locally finite (resp. by locally finitely
presentable) objects.

1.2.1. Finite and finitely presentable objects. If F is the identical functor
B −→ B, then we drop “locally” and denote the full subcategory of B generated by finite
objects by Bf and the full subcategory generated by finitely presentable objects by Bfp.

1.3. Proposition. Let A
F
−→ B be a fully faithful functor.
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(a) If the functor F preserves colimits of small diagrams, then an object X of the
category A is finite iff the object F(X) is locally finite.

(b) Suppose that A
F
−→ B preserves colimits of inductive systems. Then an object

X of the category A is finitely presentable iff the object F(X) is locally finitely presentable.

Proof. (a) Suppose that X is a finite object of the category A. Then, for any small

diagram δD
D
−→ A such that the colimits of ofD and of F◦D exists, we have a commutative

diagram

colimA(X,D(−)) −−−−−−−→ A(X, colimD)y
y

colimB(F(X),F ◦D(−)) −−−−−−−→ B(F(X),F(colimD))
ց ր

B(F(X), colim(F ◦D))

(1)

Since F is, by hypothesis, a fully faithful functor, the vertical arrows of (1) are iso-
morphisms. Since F preserves colimits, the right diagonal arrow is an isomorphism too.
So that, under the conditions, the upper horizontal arrow of (1) is an isomorphism iff the
left diagonal arrow is an isomorphism.

(b) Same argument applied to inductive systems.

1.4. Proposition. Fix a local data A
F
−→ B.

(a) If δΨ
Ψ
−→ B is a finite diagram which maps objects of δΨ to finitely presentable

objects, then the colimit of Ψ (if any) is a finitely presentable object.

(b) Every retract of a locally finite object is locally finite.

(c) Any retract of a locally finitely presentable object is locally finitely presentable.

Proof. (a) The assertion follows from the natural isomorphism B(colimΨ,−) ≃
limB(Ψ,−) and the fact that filtered colimits commute with finite limits.

(b) Let X be a locally finite object, and let Y be a retract of X; i.e. there exist

morphisms Y
φ
−→ X and X

ψ
−→ Y such that ψ ◦ φ = idX . Let p denote the corresponding

projector: p = φ ◦ ψ. For any diagram δD
D
−→ B, we have a commutative diagram

colimB(X,F ◦ D)
∼

−−−→ B(X,F(colimD))

id
y
y B(p,−) id

y
y B(p,−)

colimB(X,F ◦ D)
∼

−−−→ B(X,F(colimD))

φ•

y
y φ•

colimB(Y,F ◦ D) −−−→ B(Y,F(colimD))
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whose vertical diagrams · ⇉ · → · are exact and two upper horizontal arrows are isomor-
phisms. Therefore, the canonical morphism colimB(Y,D) −→ B(Y, colimD) is bijective,
which shows that the object Y is locally finite.

(c) The argument of (b) applied to filtered diagrams proves the assertion.

1.5. Proposition. (a) Finite objects of a category B are projective with respect to
the class Es

B of strict epimorphisms of B. In particular, if X is a finite object, then every
strict epimorphism to X splits.

(b) Suppose that the B is an additive category with small colimits. Then finite objects
of B are precisely finitely presentable objects which are projective with respect to strict
epimorphisms.

Proof. (a) Let X be a finite object, X
t
−→ Y a strict epimorphism and X

ξ
−→ Y

an arbitrary morphism. By definition, X
t
−→ Y is a strict epimorphism if Y is colimit of

a diagram D formed by a set of pairs of arrows Z ⇉ X equalizing X
t
−→ Y. Since

colimB(X ,D) −−−→ B(X , colimD) = B(X ,Y)

is an isomorphism, there exists a cone X −→ (Z ⇉ X) whose image in B(X ,Y) is the

morphism ξ. In particular, we obtain a morphism X
ξ̃
−→ X such that ξ = t ◦ ξ̃.

(b1) If B is an additive category with infinite coproducts, then, for every finitely
presentable object V of the category B, the functor B(V,−) preserves infinite coproducts.

This is due to the fact thatB(V,−) preserves finite coproducts thanks to the additivity
of B, and infinite coproducts are colimits of the filtered set of their finite subcoproducts.

(b2) The projectivity of V with respect to strict epimorphisms implies that B(V,−)
preserves cokernels of pairs of arrows. So that if, in addition, the object V is finitely
presentable and the category B has colimits of small diagrams, then the functor B(V,−)
preserves arbitrary colimits.

1.6. Examples: modules and tensor algebras.

1.6.1. Modules. If B is the category of modules over an associative unital algebra,
then finitely presentable objects are finitely presentable modules in the usual sense, and it
follows from 1.5(b) that finite objects are finitely generated projective modules.

1.6.2. Tensor algebras. Let B be the category Algk of associative unital k-algebras.
For any k-moduleM, we denote by Tk(M) the tensor algebra of the k-moduleM.

1.6.2.1. Proposition. (a) The tensor algebra Tk(M) of a k-module M is a finitely
presentable object of Algk iffM is a finitely presentable k-module.

(b) The tensor algebra Tk(M) is a projective object with respect to strict epimorphisms
of Algk iffM is a projective k-module.
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Proof. (a1) The functor

k −mod −−−→ Algk, M 7−→ Tk(M),

is a left adjoint to the forgetful functor Algk
f∗−→ k − mod; and the latter preserves

colimits of inductive systems. So that, for any inductive system δD
D
−→ Algk, we have a

commutative diagram

colimAlgk(Tk(M),D) −−−−−−−→ Algk(Tk(M), colimD)

≀
y

y≀
colimHomk(M, f∗ ◦D) −−−−−−−→ Homk(M, f∗(colim(D))

ց ր
Homk(M, colim(f∗ ◦D))

(1)

whose vertical arrows are isomorphisms by adjunction. The right diagonal arrow is an
isomorphism, because the functor f∗ preserves colimits of filtered diagrams. So that the
upper horizontal arrow is an isomorphism iff the left diagonal arrow is an isomorphism.
This shows that the tensor algebra Tk(M) is a finitely presentable object of the category
Algk, ifM is a finitely presentable k-module.

(a2) Let φk denote the functor k −mod −→ Algk which maps every k-module N to

k⊕N with zero multiplication on N . Let δD
D
−→ k−mod be an inductive system. Then

there are natural isomorphisms

colim(φk ◦ D) ≃ φk(colimD) and colim(f∗ ◦ φk ◦D) ≃ k ⊕ colimD.

Therefore, replacing in (1) the diagram D by the composition φk ◦ D, we obtain a
commutative diagram

colimAlgk(Tk(M), φk ◦ D) −−−−−−−→ Algk(Tk(M), colim(φk ◦ D))

≀
y

y≀
colimHomk(M, f∗φk ◦ D) −−−−−−−→ Homk(M, f∗(colim(φk ◦ D))

≀
y

y≀
colimHomk(M, k ⊕D) −−−−−−−→ Homk(M, k ⊕ colim(D))

≀
y

y≀
M∗ ⊕ colimHomk(M,D) −−−−−−−→ M∗ ⊕Homk(M, colim(D))

(2)

whose vertical arrows are isomorphisms and M∗ = Homk(M, k). It follows that all
arrows of (2) are isomorphisms iff any of horizontal arrows is an isomorphism. The lowest
horizontal arrow is an isomorphism iff the canonical map

colimHomk(M,D) −−−→ Homk(M, colim(D)) (3)
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is an isomorphism. So that if Tk(M) is a finitely presentable object of the category Algk,
then the upper horizontal arrow of the diagram (2) is an isomorphism for any inductive

system δD
D
−→ k −mod, which implies (is equivalent to) that (3) is an isomorphism, i.e.

M is a finitely presentable k-module.
(b1) Strict epimorphisms of algebras are precisely those morphisms which the forgetful

functor Algk
f∗−→ k −mod; maps to module epimorphisms. Therefore, a left adjoint to

f∗ maps projective modules to to the objects, which are projective with respect to strict
epimorphisms, because Algk(Tk(M), λ) ≃ Homk(M, f∗(λ)) for any algebra morphism λ.

(b2) The functor k −mod
φk
−−−→ Algk (defined in (a2) above) maps epimorphisms

of modules to strict epimorphisms of algebras, and it follows from the way φk acts on

arrows that, for any module morphism L
γ
−→ N , the morphism Algk(Tk(M), φk(γ)) ≃

Homk(M, f∗φk(γ)) is surjective iff Homk(M, γ) is surjective. This shows that the module
M is projective if its tensor algebra is projective with respect to strict epimorphisms of
algebras.

1.6.2.2. Corollary. The following conditions on a k-moduleM are equivalent:
(a)M is a finitely generated projective;
(b) Tk(M) is a finitely presentable object of Algk which is projective with respect to

strict epimorphisms.

Proof. By 1.6.2.1, a k-module M is finitely presentable iff the k-algebra Tk(M) is a
finitely presentable object of Algk andM is projective iff Tk(M) is projective with respect
to strict epimorphisms of algebras. Therefore, (b) is equivalent to M being a finitely
presentable projective module, which is the same as a finitely generated projective.

1.6.3. Proposition. A k-algebra R is a projective object of Algk with respect to
strict epimorphisms iff it is a retract of a tensor algebra Tk(V) for a projective module V;
that is there exists a split algebra epimorphism Tk(V) −→ R.

Proof. Since, for any associative unital k-algebra R, the adjunction morphism

f∗f∗(R) = Tk(f∗(R)) −−−→ R

is a strict epimorphism, there exists a strict epimorphism Tk(V) −→ R with V a projective
(or free) k-module. If R is projective with respect to strict epimorphisms, this strict
epimorphism splits. Conversely, if Tk(V) −→ R splits, then R is a projective object of
Algk, because, by 1.6.2.1, the tensor algebra Tk(V) is a projective object.

1.6.4. Note. Even ifM is a free k-module of finite rank, its tensor algebra Tk(M)
is not a finite object of the category Algk. This follows from the fact that the functor
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Algk(Tk(M),−) is isomorphic to Homk(M, f∗(−)) and the latter functor does not preserve
coproducts in the category Algk (which are usually called “star-products”).

In fact, if L and N are non-trivial (say, free) k-modules, then

Algk(Tk(M), Tk(L)
∐

Tk(N )) ≃ Algk(Tk(M), Tk(L ⊕N )) ≃

Homk(M, f∗(Tk(L ⊕N ))) 6≃ Homk(M, f∗(Tk(L)))
∏

Homk(M, f∗(Tk(N ))).

Here the first isomorphism is due to the fact that the functor Tk(−) preserves colimits
(because it has a right adjoint); in particular it preserves coproducts.

1.7. Weakly finite and locally weakly finite objects. It follows from 1.6 that
the notion of a finite object becomes too restrictive in non-additive categories, and it makes
sense to single out a weaker class of objects suggested by 1.5 and 1.6.4.

1.7.1. Definitions. (a) We call an object X of a category B weakly finite if it is
finitely presentable and the functorB(X ,−) preserves cokernels of reflexive pairs of arrows.

Recall that a pair of arrows M
g1
−→
−→
g2

L in CY is called reflexive, if there exists a

morphism L
h
−→M such that g1 ◦ h = idM = g2 ◦ h.

(b) Given a functor (– a local data) A
F
−→ B, we call an object X of the category B

locally weakly finite if it is locally finitely presentable and the functor B(X ,F(−)) preserves
cokernels of reflexive pairs of arrows.

(c) Weakly cofinite and locally weakly cofinite objects of B are defined dually.

1.7.2. Note. Finite, weakly finite and finitely presentable objects appear in linear
algebra, while locally weakly cofinite and locally finitely copresentable objects play cru-
cial role in algebraic geometry. The following examples (and the rest of the manuscript)
illustrate this observation.

1.8. Noncommutative vector fibers. By definition, the category Affk of noncom-
mutative affine schemes over k is the category opposite to the category Algk of associative
unital k-algebras. We take as B the category Aff∧

k of presheaves of sets on Affk, which
we identify with the category Alg∨k of functors Algk −→ Sets, and as local data the
Yoneda embedding Affk −→ Aff∧

k . The Yoneda embedding identifies Affk with the full
subcategory of Alg∨k generated by the presheaves of sets R∨ = Algk(R,−).

1.8.1. Vector fiber of a module. The affine scheme

Tk(M)∨
def
= Algk(Tk(M),−) ≃ Homk(M, f∗(−))
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corresponding to the tensor algebra Tk(M) of a k-module M is denoted by Vk(M) and
called the vector fiber of the k-moduleM.

1.8.2. Proposition. (a) The vector fiber Vk(M) is a finitely copresentable object of
the category Affk iff the moduleM is finitely presentable.

(b) The vector fiber Vk(M) is an injective object of the category Affk with respect to
strict monomorphisms iff the k-moduleM is projective.

(c) The vector fiber Vk(M) is a weakly cofinite object of Affk iff M is a finitely
generated projective k-module.

Proof. The assertion follows from 1.6.2.1 and 1.6.2.2.

1.9. Objects of locally (co)finite type. A standard notion (– an imitation of

Grothendieck’s definition) is as follows. Fix a functor A
F
−→ B. An object X of B is of

locally finite type, or of (A,F)-finite type, if, for any inductive system δD
D
−→ A such that

there exists colim(F ◦D), the canonical map

colim B(X,F ◦D) −−−→ B(X, colim(F ◦D)) (1)

is injective. We denote by BA,F
ft the full subcategory of the category B generated by all

objects of locally finite type.
Objects of locally cofinite type are defined dually, and the full subcategory of the

category B they generate is denoted by Bft
A,F.

1.9.1. Proposition. If an object X of the category B is of locally finite type and
X −→ Y is an epimorphism, then Y is an object of locally finite type too.

Proof. This follows from the fact that the vertical arrows of the commutative diagram

colim B(Y,F ◦D) −−−→ B(Y, colim(F ◦D))y
y

colim B(X,F ◦D) −−−→ B(X, colim(F ◦D))

are monomorphisms. So that if the lower horizontal arrow is a monomorphism, then the
upper horizontal arrow is a monomorphism too.

1.10. Objects of locally strictly finite type. Proposition 1.9.1 shows that there
might be (depending on the local data, more precisely, on the category B) too many locally
finite objects in the classical sense. The following notion gives what we actually expect.

1.10.1. Definition. We call an object X ∈ ObB an object of locally strictly finite
type if there is a strict epimorphism X −→ X with X a locally finitely presentable object.
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1.10.2. Proposition. (a) The tensor algebra Tk(M) of a k-moduleM is of strictly
finite type iffM is a finitely generated k-module.

(b) An associative unital k-algebra R is an object of strictly finite type in Algk iff
there exists a strict epimorphism Tk(P) −→ R, where P is a finitely generated projective
(or a free of finite rank) k-module.

Proof. (a) This follows from 1.6.2.2 and the fact that Tk(−) maps module epimor-
phisms to strict epimorphisms of (tensor) algebras.

(b1) It follows from 1.6.2.2 that if there exists an epimorphism Tk(P) −→ R with P
a finitely generated projective, then R is an algebra of strictly finite type.

(b2) As to the inverse implication, it suffices to prove the existence of a strict epimor-
phism Tk(P) −→ R with P a free k-module of finite rank in the case when R is a finitely
presentable object of the category Algk.

The k-module f∗(R) is the colimit of its finitely generated submodules which form an
inductive system, S. By adjunction, we have an inductive system of algebra morphisms

Tk(M)
γM
−−−→ R, M∈ S,

whose colimit is the canonical strict epimorphism

f∗f∗(R) = Tk(f∗(R)) −−−→ R.

(because the functor f∗ = Tk(−) preserves colimits). Let RM denote the image of the
algebra Tk(M) in R. Since, by hypothesis, the algebra R is finitely presentable and
colim(RM | M ∈ S) = R, there exists M ∈ S such that RM = R. Taking an epi-

morphism P
e
−→ M, where P is a free module of finite rank, we obtain the claimed

strict algebra epimorphism Tk(P) −→ R as the composition of the strict epimorphism

Tk(M) −→ R and Tk(P)
Tk(e)
−−−→ Tk(M).

1.10.2.1. Corollary. Let a k-algebra R be a projective object of Algk with respect to
strict epimorphisms. Then R is of strictly finite type iff it is finitely presentable.

Proof. LetR be of strictly finite type. Then, by 1.10.2(b), there is a strict epimorphism

Tk(P)
t
−→ R with P a finitely generated projective k-module. If the algebra R is a

projective object of Algk with respect to strict epimorphisms, then Tk(P)
t
−→ R splits;

that is R is a retract of the algebra Tk(P). Since, by 1.6.2.1, Tk(P) is a finitely presentable
object of Algk, it follows from 1.4(c) that R is finitely presentable too.

1.10.3. Proposition. Let S
ϕ
−→ R be a strict epimorphism k-algebras and S is

finitely presentable. Then R is finitely presentable iff Ker(ϕ) is finitely generated as a
two-sided ideal.
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Proof. (a) Let δD
D
−→ Algk be a filtered diagram of k-algebras and R

f
−→ colimD

a k-algebra morphism. Since the algebra S is finitely presentable, the canonical morphism

colimAlgk(S,D) −−−→ Algk(S, colimD)

is an isomorphism. In particular, the composition S
f◦ϕ
−−−→ colimD factors through

a morphism S
fx−→ D(x) for some x ∈ ObδD. For every object (y, x

ν
→ y) of x\D, we

denote by Jν the kernel of the composition of S
fx−→ D(x) and D(x)

D(ν)
−→ D(y). It follows

that the supremum of the family {Jν | (y, ν) ∈ Ob(x\D)} contains Ker(ϕ). Since the latter
is finitely generated (as a two-sided ideal), Ker(ϕ) ⊆ Jν for some (y, ν) ∈ Ob(x\D); so

that the composition S
D(ν)fx
−−−→ D(y) factors through the strict epimorphism S

ϕ
−→ R.

This shows that R is finitely presentable if (S is finitely presentable and) the two-sided
ideal Ker(ϕ) is finitely generated.

(b) Conversely, let (Jα) be a filtered system of two-sided finitely generated ideals of the
algebra S such that

⋃
Jα = Ker(ϕ). Then there is an isomorphism R ∼−→ colim(S/Jα).

If R is finitely presentable, then this isomorphism factors through some S/Jν . In other

words, the canonical epimorphism S/Jν
ϕν
−→ R splits. The latter implies that Ker(ϕν)

is a finitely generated two-sided ideal. Therefore, the two-sided ideal Ker(ϕ) is finitely
generated.

1.10.3.1. Corollary. An associative unital k-algebra R is finitely presentable iff

there exists a strict epimorphism Tk(P)
ϕ
−→ R, where P is a finitely generated projective

(or a free of finite rank) k-module such that Ker(ϕ) is a finitely generated two-sided ideal
of the tensor algebra Tk(P).

Proof. The assertion follows from 1.10.3 and 1.6.2.1 (or 1.6.2.2).

1.11. Locally finitely presentable morphisms and morphisms locally of

finite type. Fix a functor (– a local data) A
F
−→ B.

We call a morphism X
f
−→ Y of B locally finitely presentable, or (A,F)-finitely

presentable, if for any filtered inductive system δD
D
−→ F/Y, the canonical morphism

colim B/Y ((X, f),FY ◦D) −−−→ B/Y ((X, f), colim(FY ◦D)) (1)

is an isomorphism, provided that colim(FY ◦ D) exists. Here FY denotes the functor
induced by F:

F/Y −−−→ B/Y, (V,F(V)→ Y ) 7−→ (F(V),F(V)→ Y ).
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We say that a morphism X
f
−→ Y of B is locally of finite type, or of (A,F)-finite

type, if, for any filtered inductive system D
D
−→ F/Y, the canonical morphism (1) is a

monomorphism, whenever colim(FY ◦D) exists.
It follows from these definitions that if the category B has a final object, •, then

an object X of B is of (A,F)-finite type (resp. (A,F)-finitely presentable) iff the unique
morphism X −→ • is of (A,F)-finite type (resp. (A,F)-finitely presentable).

1.11.1. Dual notions. These are the notions of a locally finitely copresentable
morphism and a morphism of locally cofinite type.

1.11.2. Proposition. Let Σ1
A (resp. Σ0

A) denote the class of all (A,F)-finitely
copresentable morphisms (resp. morphisms of (A,F)-cofinite type) of the category B.

(a) Both Σ0
A and Σ1

A are closed under compositions and contain all isomorphisms.
(b) If the morphism f in the cartesian square

X
g̃

−−−→ X

f ′
y cart

y f

Y
g

−−−→ Y

belongs to ΣiA, then f
′ belongs to ΣiA, i = 0, 1.

(c) Suppose that X
f
−→ Y and Z

h
−→W are morphisms over an object S which belong

to ΣiA. If X ×S Z and Y ×S W exist, then the morphism

X ×S Z
f×Sh
−−−→ Y ×S W

belongs to the same class ΣiA, i = 0, 1.
(d) If the composition g ◦ f of two morphisms is (A,F)-finitely presentable and the

morphism g is of (A,F)-finite type, then f is (A,F)-finitely presentable.

Proof. (a1) The class Σ1
A of (A,F)-finitely presentable morphisms contains all isomor-

phisms and is contained in the class Σ0
A of morphisms of (A,F)-finite type.

(a2) Let morphisms X
f
−→ Y and Y

g
−→ Z belong to the class ΣiA, i = 0, 1.

The claim is that their composition, X
g◦f
−−−→ Z, belongs to the same class; i.e. for

any filtered projective system D
D
−→ F/Z such that lim(FZ ◦D) exists, the canonical map

colim B/Z(FZ ◦D, (X, gf)) −−−→ B/Z(lim(FZ ◦D), (X, gf))

is injective if i = 0 and bijective if i = 1.
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(i) First, we consider the case i = 0.
Let (uν) and (u′ν) be two inductive systems of arrows FZ◦D(ν) −→ (X, gf), ν ∈ ObD,

(i.e. gfuν = gfu′ν for all ν) such that the compositions of uν and u′ν with the canonical

morphism lim(FZ ◦D)
pν
−→ FZ ◦D(ν) are equal. With more reason, (fuν)pν = (fu′ν)pν .

Since Y
g
−→ Z is of (A,F)-finite type, fuµ = fu′µ for an appropriate µ. Replacing D by

the composition, Dµ, of D with the canonical functor µ\D −→ D, we can regard (uν) and
(u′ν) as inductive systems of arrows Dµ(ν) −→ (X, f), ν ∈ Obµ\D, which equalize the
canonical morphism

lim(FZ ◦D) = lim(FZ ◦Dµ)
pν
−−−→ FZ ◦Dµ(ν).

Since X
f
−→ Y belongs to Σ0

A, there exists λ such that uλ = u′λ; i.e. the systems (uν) and
(u′ν) define the same element of colim B/Z(FZ ◦D, (X, gf)).

(ii) Suppose now that the morphisms f and g belong to the class Σ1
A.

Let D
D
−→ A/Z be a filtered projective system, and let lim(FZ ◦D)

h
−→ (X, gf) be

an arbitrary morphism. Consider the morphism lim(FZ ◦D)
fh
−−−→ (Y, g).

Since Y
g
−→ Z is from Σ1

A, there exists a unique element u of colimB/Z(FZ◦D, (Y, g))
whose image in B/Z(lim(FZ ◦D), (Y, g)) coincides with f ◦ h. Let (uν) be an inductive
system of arrows {FZ ◦ Dµ(ν) −→ (Y, g)} representing the element u; that is for some
µ ∈ ObD, there are commutative diagrams

lim(FZ ◦Dµ)
h

−−−→ (X, g ◦ f)

pν

y
y f

FZ ◦Dµ(ν)
uν
−−−→ (Y, g)

(1)

for ν ∈ Obµ\D. Here Dµ is the composition of µ\D −→ D
D
−→ F/Z.

The commutative diagrams (1) mean that there is a diagram µ\D
D̃µ
−→ F/Y such

that Dµ is the composition of D̃µ and the natural functor

F/Y
g∗
−→ F/Z, (V, ξ) 7−→ (V, g ◦ ξ).

Since the arrow X
f
−→ Y belongs to the class Σ1

A of (A,F)-finitely presentable

morphisms, there is a unique element of colim B/Y (FY ◦ D̃µ, (X, f)) whose image in
B/Y (lim(FZ ◦Dµ), (X, f)) is given by h. Here we use that limDµ = limD.
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(b) Let

X
g̃

−−−→ X

f ′
y cart

y f

Y
g

−−−→ Y

be a cartesian square. Suppose that the morphism X
f
−→ Y belongs to Σ1

A. The claim

is that the morphism X
f ′

−→ Y belongs to Σ1
A.

Let D
D
−→ F/Y be a filtered projective system, and let lim(FY ◦D) = (V, V

v
→ Y).

Fix a morphism (V, v)
h
−→ (X, f ′) in B/Y. Since f belongs to Σ1

A, the morphism

(V, gv)
g̃h
−→ (X, f) is the image of a unique element, u, of colim B/Y (g∗(FY ◦D), (X, f)).

Here g∗(FY ◦D) is the diagram D −→ B/Y obtained by composing FY ◦D with g.
Let (uν) be an inductive system of arrows {g∗(FY ◦D)(ν) −→ (X, f)} representing

the element u. Then the diagrams

(V, gv)
h

−−−→ (X, f g̃)

pν

y
y g̃

g∗D(ν)
uν
−−−→ (X, f)

commute. By the universal property of cartesian squares, there exists a unique morphism

FY ◦D(ν)
u′
ν−→ (X, f ′) such that uν = g̃u′ν .

(c)&(d) The proof of the remaining assertions follows a similar routine. We leave
detailed arguments to the reader.

1.11.3. Morphisms of locally strictly finite type. We call a morphism X
f
−→ Y

of locally strictly finite type, if there exists a commutative diagram

X
t

−−−→ X

g ց ւf

Y

in which X
g
−→ Y is a finitely presentable morphism and X

t
−→ X a strict epimorphism.

1.11.4. Proposition. Suppose that the class of strict epimorphisms of the category
B is stable under pull-backs along arbitrary morphisms. Then pull-backs of morphisms of
locally strictly finite type are morphisms of locally strictly finite type.
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Proof. Let

X̃
f̃

−−−→ Ỹy cart
y

X
f

−−−→ Y

be a cartesian with X
f
−→ Y a morphism of locally strictly finite type. The claim is that

its pull-back, X̃
f̃
−→ Ỹ is of locally strictly finite type.

In fact, let X
t
−→ X be a strict epimorphism such that the composition f ◦ t is a

locally finitely presentable morphism. By hypothesis, arbitrary pull-backs of X
t
−→ X

exist and are strict epimorphisms. In particular, there exist the diagram

X̃
t̃

−−−→ X̃
f̃

−−−→ Ỹy cart
y cart

y

X
t

−−−→ X
f

−−−→ Y

whose both squares are cartesian. Therefore, the square

X̃
f̃◦̃t
−−−→ Ỹy cart

y

X
f◦t
−−−→ Y

is cartesian. By 1.11.2, any pull-back of a locally finitely presentable morphism is a finitely
presentable morphism. Therefore, since the lower horizontal arrow, f ◦ t, is finitely pre-

sentable, the upper horizontal arrow, X̃
f̃◦̃t
−−−→ Ỹ is finitely presentable too, hence the

assertion.

2. Representability. Semi-separated and separated objects and morphisms.
Closed immersions.

2.0. Definition. Fix a functor A
F
−→ B.

Let P be a class of morphisms of the category A. We call a morphism X
f
−→ Y of the

category B representable by morphisms of P, or (P,F)-representable, if, for any morphism

F(V )
g
−→ Y , there exist a morphism F(W )

g̃
−→ X and an arrow W

v
−→ V from P such
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that

F(W )
g̃

−−−→ X

F(v)
y cart

y f

F(V )
g

−−−→ Y

is a cartesian square; in particular, it commutes.
We denote by P̂F the class of all morphisms of the category B representable by

morphisms of P.

2.1. Proposition. (a) If the class P contains all identical morphisms of the category

A, then every isomorphism in the category B belongs to the class P̂F.

(b) The class P̂F of (P,F)-representable morphisms is closed under pull-backs.

(c) If the class P is closed under composition, then P̂F has the same property.

(d) Suppose that the class P is stable under pull-backs and the functor A
F
−→ B is

full and preserves pull-backs. Then the image F(P) of the class P is contained in P̂F.

Proof. The assertions (a) and (d) are obvious.
The assertions (b) and (c) follow from the general nonsense fact that the composition

of cartesian squares is a cartesian square: if in the commutative diagram

X ′′ −−−→ X ′ −−−→ X

f ′′
y cart f ′

y cart
y f

Y ′′ −−−→ Y ′ −−−→ Y

both squares are cartesian, then the square

X ′′ −−−→ X

f ′′
y cart

y f

Y ′′ −−−→ Y

is cartesian. Details are left to the reader.

2.2. Note. Let P be a class of morphisms of the category A and P∞ the smallest
class of morphisms of A containing P and closed under composition. In other words, P∞

consists of all possible compositions of arrows from the class P.

For any functor A
F
−→ B, we have the equality (̂P∞)F = (P̂F)

∞.
This follows from the fact that the composition of cartesian squares is a cartesian

square (see the argument of 2.1).

2.3. Proposition. Let A
F
−→ B be a full functor preserving pull-backs and P a

class of morphisms of the category A closed under pull-backs. Then F(P) ⊆ P̂F.
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Proof. The argument is left to the reader.

2.4. Note. All functors A
F
−→ B in the main body of the work (and examples

1.0.1–1.0.4) to which formalism of this chapter is intended satisfy the conditions of 2.3.

2.5. Representable morphisms. If the class P coincides with the class of all
morphisms of the category A, then we call (P,F)-representable morphisms representable,

or, sometimes, affine, and denote this class by ÂF.

2.6. Semi-separated objects and morphisms.

2.6.1. Definition. An object G of the category B is semi-separated, if there exists a

product G × G and the diagonal morphism G
∆G

−−−→ G × G is representable.

2.6.2. Proposition. Let A be a category with finite limits; and let the functor

A
F
−→ B be full and preserve finite products and pull-backs. Let G be an object of B such

that there is a product G×G. The following conditions are equivalent:
(a) For every object X of A, any morphism F(X) −→ G is representable.
(b) The object G is semi-separated.

Proof. (a)⇒(b). Let X be an object of A and F(X)
f
−→ G × G an arbitrary

morphism. Taking compositions of f with the projections G×G⇉ G, we obtain a pair of

morphisms F(X)
f1
−→
−→
f2

G. Their fiber product, F(X) ×G F(X), is a part of the cartesian

square

G
∆G
−−−→ G×Gx cart

x f1 × f2

F(X)×
G
F(X) −−−→ F(X)× F(X)

The morphism F(X)
f
−→ G×G is the composition of the diagonal morphism

F(X)
∆F(X)

−−−→ F(X)× F(X)

and the morphism

F(X)× F(X)
f1×f2
−−−→ G×G.

Therefore, the cartesian square

F −−−→ Gy cart
y ∆G

F(X)
f

−−−→ G×G
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is the composition of two cartesian squares:

F −−−→ F(X)×G F(X) −−−→ Gy cart
y cart

y ∆G

F(X)
∆F(X)

−−−→ F(X)× F(X)
f1×f2
−−−→ G×G

(1)

Since the category A has finite limits, in particular products, the presheaf F(X)×F(X)
is representable: F(X)×F(X) ≃ F(X ×X). The condition (a) implies that F(X)×

G
F(X)

is representable. It follows from the left cartesian square in (1) (and the fact that A has
fibred products) that the presheaf F is representable. Therefore, the diagonal morphism

G
∆G
−−−→ G×G is representable.
(b)⇒(a). Let X, Y be objects of A and F(X) −→ G←− F(Y ) arbitrary morphisms.

Consider the cartesian square

G
∆G
−−−→ G×Gx cart

x
F(X)×G F(Y ) −−−→ F(X)× F(Y )

Since A has finite products, F(X)×F(Y ) is representable: F(X)×F(Y ) ≃ F(X×Y ).

By hypothesis (b), the diagonal morphism G
∆G
−−−→ G×G is affine. Therefore, the presheaf

F(X)×G F(Y ) is representable too; hence the assertion.

2.6.3. Proposition. Suppose that the category A has limits of diagrams δD
D
−→ A

for δD from a certain class Ξ, and the functor A
F
−→ B is full and preserves the limits

of these diagrams. Let δD
D
−→ B be a diagram with δD ∈ Ξ which maps objects of δD to

semi-separated objects. Then the limit of D (if any) is semi-separated.

Proof. LetG = limD and let G
ξb−→ D(b), b ∈ ObδD, be the universal cone. Then the

diagonal morphism G
∆G

−−−→ G×G is the limit of the diagram D
∆D

−−−→ D×D of diagonal

morphisms. Let F(X)
γ
−→ G×G be an arbitrary morphism and let F(X)

γb−→ D(b)×D(b)

denote its composition with the projections. G × G
ξb×ξb
−−−→ D(b) ×D(b), b ∈ ObδD. By

hypothesis, the diagonal morphism D(b)
∆D(b)
−−−→ D(b) × D(b) is representable. So that

there exists a cartesian square of the form

F(Xb)
F(λb)
−−−→ F(X)

γ̃b

y cart
y γb

D(b)
∆D(b)

−−−→ D(b)×D(b)
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By the universal property of cartesian squares, for every arrow a
u
−→ b of δD, there

exists a unique morphism F(Xa) −→ F(Xb) making the diagram

F(Xa) −−−→ F(Xb)

γ̃a

y
y γ̃b

D(a)
D(u)
−−−→ D(b)

commute. Since, by hypothesis, the functor F is full, the morphism F(Xa) −→ F(Xb) is

of the image of some arrow Xa
βu
−→ Xb. The correspondence

c 7−→ Xc, (a
u
→ b) 7−→ (Xa

βu
−→ Xb)

is a diagram δD
D̃
−→ A. By hypothesis, there exists a limit of the diagram D̃ and the

natural morphism F(lim D̃) −−−→ lim(F◦D̃) is an isomorphism. Thus, we have a cartesian
square

F(lim D̃) −−−→ F(X)y cart
y γ

G
∆G
−−−→ G×G

Since the functor F is full, its upper horizontal arrow is the image of a morphism of the

category A. This shows the representability of the diagonal morphism G
∆G

−−−→ G × G.

2.6.3.1. Corollary. Let A be a category with finite limits and A
F
−→ B a full

functor preserving finite limits. Then limit of any finite diagram of semi-separated objects
of B is a semi-separated object.

Proof. The assertion follows from 2.6.3.

2.6.4. Semiseparated morphisms. A morphism X
f
−→ Y of the category B

will be called semi-separated if it has a kernel pair, K2(f) = X ×Y X , and the diagonal

morphism X
∆f

−−−→ K2(f) is representable.

2.6.5. Proposition. Let A be a category with finite limits; and let the functor

A
F
−→ B be full and preserve finite products and pull-backs. Let X

f
−→ Y be a morphism

of B such that there is a kernel pair X ×Y X . The following conditions are equivalent:

(a) The morphism X
f
−→ Y is semi-separated.
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(b) Any morphism (F(Z), γ) −→ (X , f) of the category B/Y is representable for the
local data

F/Y
FY

−−−→ B/Y, (Z,F(Z)→ Y) 7−→ (F(Z),F(Z)→ Y).

Proof. The assertion follows from 2.6.2.

2.6.6. Proposition. Suppose that the category A has limits of diagrams δD
D
−→ A

for δD from a class Ξ, and the functor A
F
−→ B is full and preserves the limits of these

diagrams. Let δD
D
−→ B/Y be a diagram with δD ∈ Ξ which maps objects of δD to

semi-separated morphisms. Then the limit of D (if any) is a semi-separated morphism.

Proof. The assertion follows from 2.6.3.

2.6.7. Proposition. Pull-backs of semi-separated morphisms are semi-separated.

Proof. Let the lower horizontal arrow of a cartesian square

X
f

−−−→ Y

φ1

y cart
y φ

X
t

−−−→ Y

(1)

is a P-separated morphism. The claim is that its pull-back – the upper horizontal arrow,
is P-separated too. In fact, we can insert the cartesian square to the diagram

X
∆f

−−−→ K2(f)
f1

−−−→
−−−→

f2

X
f

−−−→ Y

φ1

y φ2

y cart φ1

y cart
y φ

X
∆t

−−−→ K2(t)
t1

−−−→
−−−→

t2

X
t

−−−→ Y

whose middle square is the morphism of kernel pairs. This diagram yields the decomposi-
tion of (1) into two commutative squares

X
∆f

−−−→ K2(f)
f◦f1
−−−→ Y

φ1

y φ2

y
y φ

X
∆t

−−−→ K2(t)
t◦t1
−−−→ Y

(2)
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It follows from the fact that the square (1) is cartesian that the left square of (2) is
cartesian.

2.7. A generalization: P-separated morphisms and P-separated objects.

Fix a local data A
F
−→ B and a class P of arrows of the category A.

2.7.1. Definitions. (a) A morphism X
f
−→ Y of the category B will be called P-

separated, if the diagonal morphism X
∆f

−−−→ K2(f) = X×YX (exists and) is representable
by morphisms of P.

(b) An object X of the category B is called P-separated, if X × X exists and the

diagonal morphism X
∆X

−−−→ X× X is representable by morphisms of P.

2.7.2. Proposition. Let U
π
−→ X be a morphism of the category B having a kernel

pair K2(π) = U×XU

p1

−−−→
−−−→
p2

U . If the object X is P-separated, then the natural embedding

K2(π) = U ×X U
jπ
−−−→ U × U

is representable by morphisms of P.

Proof. Notice that the square

K2(π)
π◦p1
−−−→ X

jπ

y cart
y ∆X

U × U
π×π
−−−→ X× X

(1)

is cartesian by definition of the kernel pair K2(π) = U ×X U .

Suppose X is P-separated; that is the diagonal morphism X
∆X

−−−→ X × X is repre-
sentable by morphisms of P. Since the class of arrows representable by morphisms of P is

stable under pull-backs and the square (1) is cartesian, the embedding K2(π)
jπ
−−−→ U×U

is representable by morphisms of P.

2.7.3. Proposition. (a) Pull-backs of P-separated morphisms are P-separated.
(b) Suppose that P is closed under composition.

(b1) If X is a P-separated object and U
π
−→ X is a P-separated morphism, then

the object U is P-separated.
(b2) The composition of P-separated morphisms is a P-separated morphism.

Proof. (a) This follows from the argument of 2.6.7.
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(b1) By 2.7.2, the fact that X is a P-separated object implies that the canonical

embedding K2(π) = U ×X U
jπ
−−−→ U × U is P-representable. By definition, the

morphism U
π
−→ X is P-semi-separated if the diagonal morphism U

∆π
−−−→ K2(π)

is P-representable. By 2.1(c), if the class P is closed under composition, then the class
of P-representable morphisms is closed under composition. In particular, the diagonal

morphism U
∆U

−−−→ U × U , being the composition of two P-representable morphisms,

U
∆π
−−−→ K2(π) and K2(π) = U ×X U

jπ
−−−→ U × U ,

is P-representable. The latter means that U is a P-separated object.

(b2) Let U
π
−→ X and X

f
−→ Y be morphisms of the category B. It follows

from definitions, that the morphism X
f
−→ Y is P-separated iff the object (X , f) of the

category B/Y is PY -separated, where PY = F−1
Y (P) – the preimage of the class P by the

forgetful functor B/Y −→ B. Therefore, if the morphism X
f
−→ Y is P-separated, then

the canonical morphism

(U , fπ)×(X ,f) (U , fπ) −−−→ (U , fπ)× (U , fπ) = (K2(fπ),K2(fπ)→ Y) (2)

is PY -representable. Notice that (U , fπ) ×(X ,f) (U , fπ) = (K2(π),K2(π) → Y) and
the morphism (2) is given by the canonical embedding K2(π) −→ K2(fπ), and PY -
representability of (2) means that the morphism K2(π) −→ K2(fπ) is P-representable.

The diagonal morphism U
∆fπ

−−−→ K2(fπ) is the composition of the P-representable mor-

phism K2(π) −→ K2(fπ) and the diagonal morphism U
∆π
−−−→ K2(π) = U ×X U . So that

if U
π
−→ X is a P-separated morphism, then the diagonal morphism U

∆fπ

−−−→ K2(fπ) is
the composition of two P-representable morphism. Since, by hypothesis, P is closed under

composition, it follows from 2.1(c), that the morphism U
∆fπ

−−−→ K2(fπ) is P-representable;

that is the composition U
fπ
−→ Y is a P-separated morphism.

2.8. Strict monomorphisms and closed immersions.

2.8.1. Strict monomorphisms. For a morphism Y
f
−→ X of a category A, let Λf

denote the class of all pairs of arrows X
u1
−→
−→
u2

V equalizing f .

A morphism Y
f
−→ X is called a strict monomorphism if any morphism Z

g
−→ X

such that Λf ⊆ Λg has a unique decomposition g = f ◦ g′. We denote the class of strict
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monomorphisms of the category A by Ms(A), or by Ms. The class Es = Es(A) of strict
epimorphisms is defined dually.

2.8.2. Lemma. (a) Any strict monomorphism is a monomorphism.
(b) Pull-backs of strict monomorphisms are strict monomorphisms.

Proof. (a) Evidently, Λ(f ◦ g) ⊆ Λ(f). If f is a strict monomorphism, then the
morphism g is uniquely determined by the composition f ◦ g. So that if f ◦ g1 = f ◦ g2,
then g1 = g2.

(b) In fact, consider the diagram

X ×Y V
p2
−−−→ V

p1

y
y g

X
f

−−−→ Y −−−→
−−−→ Z

(1)

where Y ⇉ Z is an arbitrary pair of arrows from the class Λf of arrows equalizing f .
It follows from the universal property of cartesian squares that p2 is a universal arrow
equalizing all pairs Λf ◦ g = {(u1g, u2g)| (u1, u2) ∈ Λf}.

2.8.3. Note. Suppose that a morphism X
f
−→ Y is such there exists its cokernel

pair C2(f) = Y
∐
X Y. Then f is a strict monomorphism iff it is a kernel of the cokernel

pair (that is the pair of coprojections) Y −→−→ C2(f). In particular, if the category A has
cokernel pairs, then strict monomorphisms can be defined as morphisms X −→ Y such
that the diagram X −→ Y −→−→ C2(f) is exact.

2.8.3.1. Example. Let A be the category Affk = Algopk of noncommutative affine

schemes over k. Let S
f
−→ T be a k-algebra morphism. The corresponding morphism of

affine schemes T∨ f∨

−→ S∨ is a strict monomorphism iff the diagram

T
∏

S

T = K2(f)
−−−→
−−−→ T

f
−−−→ S

is exact. The latter means that f is a strict epimorphism, that is S is the quotient of T
by the two-sided ideal Ker(f).

2.8.4. Lemma. (a) If the composition, gf , of morphisms X
f
−→ Y

g
−→ Z is a strict

monomorphism, then f is a strict monomorphism.
(b) Any retraction is a strict monomorphism.
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Proof. (a) If gf is a universal morphism with respect to the class of arrows

Λgf = {Z
u1
−→
−→
u2

V | u1gf = u2gf},

then f is universal for the class of arrows Λgf ◦ g = {(u1g, u2g)| (u1, u2) ∈ Λgf}.

(b) Let X
p
−→ Y is a retraction, i.e. there exists a morphism Y

e
−→ X such that

ep = idX . Then p is a kernel of the pair X
id
X
−→
−→
pe

X.

In fact, if Y
f
−→ X is a morphism equalizing the pair (idX , pe), then f = p ◦ (ef);

and this decomposition is unique because p is a monomorphism.

2.8.5. Closed immersions. Fix a functor A
F
−→ B.

We call a morphism of the category B a closed immersion, if it is representable by
strict monomorphisms of the category A.

2.8.6. Example. Let A be the category CAffk of commutative affine schemes over
a commutative unital ring k. Then strict monomorphisms are exactly closed immersions of
affine schemes. If X and Y are arbitrary schemes identified with the corresponding sheaves
of sets on the category CAffk, then a morphism X −→ Y is a closed immersion in the
sense of the definition 2.3 iff it is a closed immersion of schemes in the conventional sense.

2.8.7. Note. This example shows in particular that a strict monomorphism of

(pre)sheaves is not necessarily a closed immersion. For instance, if X
f
−→ Y is a scheme

morphism, the diagonal morphism X
∆f
−−−→ X×Y X is a kernel of the pair of projections

X ×Y X ⇉ X, hence it is a strict monomorphism of sheaves of sets. But, ∆f is a closed
immersion (in the sense of 2.3) only if the scheme morphism f is separated. Note that, in
general, the diagonal morphism ∆f is not representable.

2.9. Separated objects. We call an object X of the category B separated if the

product X ×X exists and the diagonal morphism X
∆X

−−−→ X ×X is a closed immersion.

2.9.1. Proposition. Let a morphism U
π
−→ X of the category B have a kernel pair

K2(π) = U ×X U

p1

−−−→
−−−→
p2

U . If X is separated, then the natural embedding

K2(π) = U ×X U
jπ
−−−→ U × U

is a closed immersion.
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Proof. The assertion is a special case of 2.7.3.

2.10. Separated morphisms. We call a morphism X
f
−→ Y separated if there

exists the kernel pair K2(f) = X ×Y X and the diagonal morphism X
∆f

−−−→ X ×Y X is
a closed immersion.

Closed immersions and separated morphisms are discussed in detail in III.2 in the
case when F is the Yoneda embedding of a category A into the category A∧ of presheaves
of sets on A.

3. Formally smooth and formally étale objects and morphisms.

Fix a category B and a class M of morphisms of B, which will be referred sometimes
as the class of infinitesimal morphisms.

3.0. Formally smooth and formally étale objects.
(i) We call an object X of the category B formally smooth, or formally M-smooth, if,

for any pair of arrows S
φ
←− T

g
−→ X with φ ∈M, there exists an arrow S

γ
−→ X such

that γ ◦ φ = g.
(ii) We call an object X of the category B formally unramified, or formally M-

unramified, if, for any pair of arrows S
φ
←− T

g
−→ X with φ ∈ M, there exists at

most one arrow S
γ
−→ X such that γ ◦ φ = g.

(iii) We call an object X of B formally étale, or formally M-étale, if it is both formally
smooth and formally unramified.

3.0.1. Note. The notion of a formally M-smooth object coincides with the notion of
M-injective object, which appeared in the context of additive categories (in homological
algebra) about a half of century ago. IfM is the class of all monomorphisms of the category
B, then formally M-smooth objects are precisely injective objects of the category B.

3.0.2. Proposition. (a) The full subcategory BM
fsm of the category B generated by

formally M-smooth objects is closed under retracts and arbitrary products (taken in B).
(b) Let I be a class of objects of the category B and MI the largest class of arrows of B

such that all objects of I are MI-formally smooth. The class MI contains all isomorphisms
and is closed under compositions and push-forwards.

Proof. The argument is left to the reader.

3.0.3. Formally smooth and formally étale affine schemes. Let A be the
category Affk = Algopk of affine noncommutative schemes over a commutative ring k (see
1.0.3), B = Aff∧

k the category of presheaves of sets on Affk, or, what is the same, the
category of functors Algk −→ Sets, and F the Yoneda embedding Affk −→ Aff∧

k .
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For every k-algebra R, we denote by R∨ the presheaf of sets Algk −→ Sets on Affk
corepresentable by the k-algebra R. In what follows, we identify the category Affk of affine
k-schemes with the full subcategory of Aff∧

k formed by the functors R∨, R ∈ ObAlgk.

3.0.3.1. Extreme example. Let the class M of infinitesimal morphisms coincide
with the class of all strict monomorphisms of affine noncommutative schemes. And let R
be the tensor algebra, Tk(M), of a k-moduleM. Then R∨ = Tk(M)∨ is formally smooth
iffM is a projective k-module.

3.0.3.2. The standard setting. Let Mn denote the class of strict monomorphisms
of affine noncommutative schemes such that the kernel of the corresponding strict epimor-
phism of algebras is a nilpotent ideal.

The formally Mn-smooth (resp. formally Mn-étale, resp. formally Mn-unramified)
objects are called formally smooth (resp. formally étale, resp. formally unramified).

3.0.3.3. Proposition. Let R be a unital associative k-algebra; and let Re denote the
k-algebra R⊗k R

o, where Ro is the algebra opposite to R.
(a) The functor R∨ is formally smooth iff the algebra R is quasi-free in the sense of

Quillen and Cuntz [CQ1]. The latter is equivalent to the condition:
(a1) The left Re-module Ω1

R|k of Kähler differentials of R (which is, by definition,

the kernel of the multiplication Re = R⊗k R
o −→ R) is projective.

(b) The presheaf R∨ is unramified iff Ω1
R|k = 0.

Proof. A standard argument shows that R∨ is formally smooth (resp. formally un-

ramified) iff for any strict k-algebra epimorphism S
φ
−→ R such that Ker(φ)2 = 0, there

exists a splitting (resp. at most one splitting), that is a k-algebra morphism R
ψ
−→ S

such that φ ◦ ψ = idR.
(a) Thus R∨ is formally smooth iff Ext2Re(R,M) = 0 for any Re-module M . Consider

the long exact sequence

... −→ ExtiRe(R,M) −→ ExtiRe(R
e,M) −→ ExtiRe(Ω

1
R|k,M) −→ Exti+1

Re (R,M) −→ ...

corresponding to the short exact sequence 0 −→ Ω1
R|k −→ Re −→ R −→ 0. Since

ExtiRe(R
e,M) = 0 for all i ≥ 1 and all Re-modules M , ExtiRe(Ω

1
R|k,M) ≃ Exti+1

Re (R,M)

for all i ≥ 1 and all Re-modules M . In particular, Ext2Re(R,M) = 0 for all M iff
Ext1Re(Ω

1
R|k,M) = 0 for all M . The latter means precisely that Ω1

R|k is a projective
Re-module.

(b) Let R
ψ
−→ S be a k-algebra morphism such that φ ◦ ψ = idR. It gives a decom-

position of S into a semidirect product of R and an R-bimodule, M , with multiplication
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defined by (r,m)(r′,m′) = (rr′, r ·m′ +m · r′). Any other splitting, R
ψ′

−→ S, is (idR, d),

where R
d
−→ M is a derivation sending k to zero. Thus, the set of splittings of φ is in

one-to-one correspondence with DerR|k(M). But DerR|k(M) ≃ HomRe(Ω
1
R|k,M). Hence

φ is unramified iff Ω1
R|k = 0.

3.0.4. Quasi-free and separable algebras. Let Assk be the category whose
objects are associative unital k-algebras and morphisms from a k-algebra R to a k-algebra
S are conjugation classes of algebra morphisms R −→ S; that is two algebra morphisms,

R
f

−→
−→
g

S, are equivalent if g(−) = tf(−)t−1 for an invertible element t of the algebra S.

We take as A the category Affk = Assopk and as B the category Aff∧k of presheaves of
sets on Affk or, what is the same, the category of functors Assk −→ Sets.

The functor A
F
−→ B is the Yoneda embedding R 7−→ R∨ = Assk(R,−).

Let M̄n consist of morphisms R∨ [ϕ]∨

−→ S∨ corresponding to the conjugacy class of a

strict algebra epimorphism S
ϕ
−→ R with a nilpotent kernel – the image in Aff∧k of the

class Mn of morphisms of Aff∧
k (see 3.0.3).

A k-algebra R is called separable if R is a projective left Re-module, Re = R ⊗k R
o.

It follows from the exact sequence of Re-modules

0 −→ Ω1
R|k −→ Re −→ R −→ 0

that if R is separable, then Ω1
R|k is a projective Re-module, i.e. R is quasi-free [CQ1].

3.0.4.1. Proposition. Let R be an associative unital k-algebra.
(a) The following conditions are equivalent:

(i) The affine scheme R∨ is formally M̄n-smooth.

(ii) The left Re-module of Kähler differentials, Ω1
R/k

def
= Ker(Re → R), is projective.

(b) The following conditions are equivalent:
(iii) R∨ is formally M̄n-étale.
(iv) R∨ is formally M̄n-unramified.
(v) the algebra R is separable.

Proof. (a) Let S
φ
−→ R be a k-algebra morphism such that there exists a k-algebra

morphism R
ψ
−→ S right inverse to φ in the category Assk. The latter means, in particular,

that φ ◦ ψ is conjugate to idR; i.e. there exists an invertible element t of R such that for
any r ∈ R, φ ◦ ψ(r) = trt−1. The composition, ψt, of ψ with the inner automorphism
r 7−→ t−1rt is a right inverse to φ in the category Algk. This shows that R is formally
M̄n-smooth iff it is formally smooth (cf. 4.2). The assertion follows from 3.0.3.3 (or [CQ1]).

(b) The implication (iii)⇒(iv) is true by definition.
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(iv)⇒(v). Let M be an Re-module, S a semidirect product of R and M , S
φ
−→ R the

canonical epimorphism. It follows from (a) that any right inverse to φ in the sense of Assk

is conjugate to a right inverse, R
ψ
−→ S to φ in the sense of Algk. The morphism ψ is of

the form r 7−→ r +D(r) for some (any) derivation R
D
−→ M which sends k to zero. If R

is M̄n-unramified, the morphism ψ is equivalent to the morphism R −→ S, r 7−→ r. This
means that there exists an invertible element u of S such that ψ(r) = uru−1 for all r ∈ R.
The element u can be written as t(1R + z), where 1R is the unit of R, t is an invertible
element of R, and z ∈M . Then

uru−1 = trt−1 + (tzt−1)(trt−1)− (trt−1)(tzt−1) (1)

In particular, φ ◦ ψ(r) = trt−1 for all r ∈ R. But φ ◦ ψ = idR, hence the element t is
central. Thus ψ(r) = r + ztr − rzt, where zt = tzt−1, i.e. D is an inner derivation. It is
known [CQ1] (and easy to prove) that R is a separable k-algebra iff any derivation of R
in any Re-module M is inner, hence the implication.

(v)⇒(iii). Let R be a separable k-algebra. Let T
φ
−→ S be a k-algebra morphism

with a nilpotent kernel and R
f
−→ S an arbitrary algebra morphism. It follows from the

argument in [CQ1] that any two liftings of f to a morphism R −→ T are conjugate by
an element t of T such that 1 − t belongs to the kernel of φ, in particular it is nilpotent.
Conversely, such a lifting property implies that R is separable.

3.1. Formally smooth morphisms. Fix a class M of morphisms of a category B.

(i) We call a morphism X
f
−→ Y of the category B formally M-smooth if any

commutative square

T
g

−−−→ X

φ
y

y f

S
g′

−−−→ Y

(1)

whose left vertical arrow belongs to M extends to a commutative diagram

T
g′

−−−→ X

φ
y րγ

y f

S
g

−−−→ Y

(2)

(ii) We call X
f
−→ Y formally M-unramified if for any commutative diagram (1) such

that φ ∈M, there exists at most one morphism S
γ
−→ X making the diagram (2) commute.
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(iii) We call X
f
−→ Y formally M-étale if it is both formally M-smooth and formally

M-unramified (that is the diagonal morphism in (2) exists and is unique).
We denote by Mfsm (resp. Mfnr, resp. Mfet) the class of all formally M-smooth

(resp. formally M-unramified, resp. formally M-étale) morphisms.

3.2. N-infinitesimal morphisms. On the other hand, given a class N of morphisms

of B, denote by Ninf the class of all morphisms T
φ
−→ S of B such that any commutative

diagram (1) such that X
f
−→ Y belongs to N extends to a commutative diagram (2).

Morphisms of Ninf will be called N-infinitesimal morphisms.

3.3. Remarks. (a) There is a natural ”duality”

M 7−→Mfsm, N 7−→ Ninf .

If follows from the definitions that M ⊆ Ninf iff N ⊆ Mfsm. In a more symmetric
way, the latter relations can be expressed as follows: any commutative diagram

T
g

−−−→ X

φ
y

y f

S
g′

−−−→ Y

such that φ ∈M and f ∈ N extends to a commutative diagram

T
g′

−−−→ X

φ
y րγ

y f

S
g

−−−→ Y

(b) The definitions of a formally smooth and a formally étale) morphism are special
cases of the corresponding definitions of formally smooth and étale objects. Namely, a

morphism X
f
−→ Y is identified with the object (X, f) of the category B/Y and the

class M of infinitesimal morphisms is replaced by its preimage, MY with respect to the
forgetful functor B/Y −→ B. There is, however, another important aspect – the base
change, which is more convenient to deal with using direct definitions above.

3.4. Proposition. Let M be a family of arrows of a category B.
(a) The class Mfsm (resp. Mfnr, resp. Mfet) of formally M-smooth (resp. for-

mally M-unramified, resp. formally M-étale) morphisms is closed under composition and
contains all isomorphisms of the category B.
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(b) Let X
f
−→ Y, Y

h
−→ Z be morphisms of B.

(i) If h ◦ f is formally M-unramified, then f is formally M-unramified.

(ii) Suppose that h is formally M-unramified. If X
h◦f
−→ Z is formally M-smooth

(resp. formally M-étale), then f is formally M-smooth (resp. formally M-étale).

(c) Let X
ξ
−→ S

ξ′

←− X ′ and Y
ν
−→ S

ν′

←− Y ′ be morphisms such that there exist

X ×S X
′ and Y ×S Y

′. Let (X, ξ)
f
−→ (Y, ν) and (X ′, ξ′)

f ′

−→ (Y ′, ν) be morphisms of
objects over S. The morphisms f, f ′ are formally M-smooth (resp. formally M-étale) iff
the morphism f ×S f

′ : X ×S X
′ −→ Y ×S Y

′ has the respective property.

(d) Let X
f
−→ S

h
←− Y be such a diagram that there exists a fiber product X ×S Y .

If f is formally M-smooth (resp. formally M-unramified, resp. formally étale), then the

canonical projection X×S Y
f ′

−→ Y is formally M-smooth (resp. formally M-unramified,
resp. formally M-étale).

Proof. (a) Let X
f
−→ Y, and Y

h
−→ Z be formally M-smooth morphisms and

T
g

−−−→ X

φ
y

y h ◦ f

S
g′

−−−→ Z

be a commutative diagram with φ ∈ M. Since the morphism Y
h
−→ Z is formally

M-smooth, there exists a morphism S
β
−→ Y such that the diagram

T
f◦g′

−−−→ Y

φ
y րβ

y h

S
g

−−−→ Z

commutes. Since X
f
−→ Y is formally M-smooth, there exists a morphism S

γ
−→ X

such that the diagram

T
g′

−−−→ X

φ
y րγ

y f

S
β

−−−→ Y
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commutes. Therefore, the diagram

T
g′

−−−→ X

φ
y րγ

y h ◦ f

S
g′

−−−→ Y

commutes. This shows that the class Mfsm of formally M-smooth morphisms is closed
under composition.

(a1) Suppose that X
f
−→ Y and Y

h
−→ Z are formally M-unramified morphisms;

and let

T
g′

−−−→ X

φ
y րγ

y h ◦ f

S
g

−−−→ Z

(1)

be a commutative diagram with the left vertical arrow from the class M. Since the mor-

phism Y
h
−→ Z is formally M-unramified, the arrow S

f◦γ
−−−→ Y is uniquely determined

by the commutativity of the diagram

T
f◦g′

−−−→ Y

φ
y f◦γ ր

y h

S
g

−−−→ Z

and the morphism S
γ
−→ X is uniquely determined by the commutativity of the diagram

T
g′

−−−→ X

φ
y րγ

y f

S
f◦γ
−−−→ Y

because the morphism X
f
−→ Y is formally M-unramified. Therefore, the morphism

S
γ
−→ X is uniquely determined by the commutativity of the diagram (1).

(a2) Since the classMfsm morphism and the classMfnr are closed under composition,
their intersection, Mfet, of Mfsm and Mfnr is closed under composition.

(b) Let

T
g′

−−−→ X

φ
y րγ

y f

S
g

−−−→ Y

(2)
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be a commutative diagram. In particular,

T
g

−−−→ X

φ
y րγ

y h ◦ f

S
h◦g′

−−−→ Z

(3)

It h ◦ f is unramified, then the morphism S
γ
−→ X is uniquely determined by the com-

mutativity of the diagram (3). Therefore, γ is uniquely determined by the commutativity

of the diagram (2). All together means that the morphism X
f
−→ Y is unramified.

(c) Let (X, ξ)
f
−→ (Y, ν) and (X ′, ξ′)

f ′

−→ (Y ′, ν) be morphisms of the category
B/S. The commutativity of a diagram

T
g′

−−−→ X ×S X
′

φ
y րγ

y f ×S f
′

V
g

−−−→ Y ×S Y
′

(4)

is equivalent to the commutativity of two diagrams

T
g′1
−−−→ X T

g′2
−−−→ X ′

φ
y րγ1

y f and φ
y րγ2

y f ′

V
g1
−−−→ Y V

g2
−−−→ Y ′

(5)

where (g′1, g
′
2) and (g1, g2) are determined by the the morphisms respectively g′ and g in

the diagram (4). Therefore, the morphisms f, f ′ are formally M-smooth (resp. formally
M-étale) iff the morphism f ×S f

′ : X ×S X
′ −→ Y ×S Y

′ has the respective property.
(d) Consider a commutative diagram

T
g

−−−→ X
h̃

−−−→ X

φ
y

y f ′ cart
y f

V
g′

−−−→ Y
h

−−−→ S

(6)

whose right square is cartesian. Suppose that the morphism X
f
−→ S is formally M-

smooth and T
φ
−→ V belongs to M. Then there exists an arrow V

γ
−→ X such that the
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diagram

T
h̃◦g
−−−→ X

φ
y րγ

y f

V
h◦g′

−−−→ Y

commutes. The commutativity of the square

V
γ

−−−→ X

g′
y

y f

Y
g′

−−−→ S

and the fact that the right square of the diagram (6) is cartesian, implies that there exists

a unique morphism V
λ
−→ X such that h̃ ◦ λ = γ and f ′ ◦ λ = g′.

It follows that

h̃ ◦ (λ ◦ φ) = γ ◦ φ = h̃ ◦ g and f ′ ◦ (λ ◦ φ) = (f ′ ◦ λ) ◦ φ = g′ ◦ φ = f ′ ◦ g.

Since the right square of (6) is cartesian, the equalities h̃ ◦ (λ ◦ φ) = h̃ ◦ g and
f ′ ◦ (λ ◦ φ) = f ′ ◦ g imply that λ ◦ φ = g. All together shows that the diagram

T
g

−−−→ X

φ
y րλ

y f ′

V
g′

−−−→ Y

(7)

commutes. Therefore, the pull-back X
f ′

−→ Y of the morphism X
f
−→ S is formally

M-smooth. If the morphism X
f
−→ S is formally M-étale, then the morphism γ in the

argument above is uniquely defined, which implies that λ is uniquely determined by the

commutativity of (7). So that the morphism X
f ′

−→ Y is formally M-étale.

Finally, the morphisms V
γ
−→ X and V

λ
−→ X exist simultaneously. Therefore, if

X
f
−→ S is formally M-unramified, then X

f ′

−→ Y is formally M-unramified.

3.4.1. Corollary. Let X
f
−→ Y, Y

h
−→ Z be morphisms of B. Suppose that h is

formally M-étale. Then h ◦ f is formally M-smooth (resp. formally M-unramified, resp.
formally M-étale) iff f belongs to the same class.
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Proof. It follows from 3.4(b) that the morphism f is formally M-smooth (resp.
formally M-unramified) if h ◦ f is formally M-smooth (resp. formally M-unramified).
Conversely, since the morphism h is formally M-étale, the composition of h with a for-
mally M-smooth (resp. formally M-unramified) is formally M-smooth (resp. formally
M-unramified).

3.5. Proposition. Let N be a family of arrows of B.
(a) Any split monomorphism (in particular, any isomorphism) belongs to Ninf .
(b) The class Ninf of N-infinitesimal morphisms is closed under composition.

(c) Let T
φ
←− U

ψ
−→ S be morphisms such that there exists T

∐

U

S. If φ belongs to

Ninf , then the coprojection S −→ T
∐

U

S belongs to Ninf .

Proof. (a) Obvious.

(b) Let T
φ
−→ U and U

ψ
−→ V be N-infinitesimal morphisms; and let

T
g′

−−−→ X

ψ ◦ φ
y

y f

V
g

−−−→ Y

be a commutative square whose right vertical arrow, X
f
−→ Y, belongs to N. Since

T
φ
−→ U is N-infinitesimal, there exists an arrow U

γ
−→ X such that the diagram

T
g′

−−−→ X

φ
y րγ

y f

U
g◦ψ
−−−→ Y

commutes. Since U
ψ
−→ V is N-infinitesimal, there exists an arrow V

λ
−→ X such that

the diagram

U
γ

−−−→ X

ψ
y րλ

y f

V
g

−−−→ Y

commutes. Therefore, the diagram

T
g′

−−−→ X

ψ ◦ φ
y րλ

y f

V
g

−−−→ Y
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commutes.
(c) Consider the commutative diagram

T
t

−−−→ T
g

−−−→ X

φ
y cocart

y φ̃
y f

V
t′

−−−→ V
g′

−−−→ Y

(8)

whose left square is cocartesian, the left vertical arrow is N-infinitesimal and the right

vertical arrow belongs to N. So that there exists an arrow V
γ
−→ X such that the

diagram

T
g◦t
−−−→ X

φ
y րγ

y f

V
g′◦t′

−−−→ Y

commutes. Since the left square of the diagram (8) is cocartesian, there exists a unique

arrow V
λ
−→ X such that the diagram

T
g

−−−→ X

φ̃
y րγ

y f

V
g′

−−−→ Y

commutes (see the argument of 3.4(d)).

3.6. Formally smooth and formally étale morphisms of noncommutative
affine schemes.

3.6.1. Proposition. Let R, S be associative unital k-algebras, and let R
φ
−→ S be

a k-algebra morphism.

(a) The morphism S∨ φ∨

−→ R∨ is formally unramified iff the morphism

S ⊗R S
o −→ S, s⊗ t 7−→ st,

is an isomorphism, or, equivalently, Ω1
S|R

def
= Ker(S ⊗R S

o −→ S) = 0.

(b) Suppose that the k-algebra R is separable. Then the morphism S∨ φ∨

−→ R∨

is formally smooth iff the left Se-module of relative differential forms Ω1
S|R = Ωφ is

projective.
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Proof. A standard argument shows that the morphism S∨ φ∨

−→ R∨ is formally
smooth (resp. formally unramified) iff for any R-ring epimorphism T

α
−→ S such that

Ker(α)2 = 0, there exists an R-ring morphism (resp. at most one R-ring morphism)

S
β
−→ T such that α ◦ β = idS .

(a) Let T
α
−→ S be an R-ring epimorphism such that Ker(α)2 = 0; and let S

β
−→ T

be a right inverse to α; that is α ◦ β = idS . The morphism β gives a decomposition of
the algebra T into a semidirect product of S and an Se-module, M , with multiplication
defined by (s,m)(s′,m′) = (ss′, s ·m′ +m · s′). Any other right inverse to α, is of the form

(idS , D), where S
D
−→ M is a derivation sending R to zero. The latter means precisely

that D is an Re-module morphism, Re = R ⊗k R
o. Thus, the set of splittings of α is in

one-to-one correspondence with the set DerS|R(M) of derivations S
D
−→M which are Re-

module morphisms. But DerS|R(M) is naturally isomorphic to HomSe(Ω
1
S|R,M). Hence

φ is unramified iff Ω1
S|R = 0.

(b) Suppose the k-algebra R is separable, i.e. R is a projective Re-module. Then the
Se-module S ⊗R S

o is projective.
In fact, for any Se-moduleM , there is a functorial isomorphismHomSe(S⊗RS

o,M) ≃
HomRe(R, φ∗(M)). Here φ∗ is the pull-back functor Se −mod −→ Re −mod induced by
the morphism φ. Since R is a projective Re-module and the functor φ∗ is exact, the functor
M 7−→ HomRe(R, φ∗(M)) is exact. Therefore the functor M 7−→ HomSe(S ⊗R S

o,M) is
exact, i.e. S ⊗R S

o is a projective Se-module.
By 3.0.4.1, the algebra R is separable iff the corresponding affine scheme R∨ is M̄n-

étale. The latter means that the morphism R∨ −→ k∨ is formally M̄n-étale. If follows

from 3.4(ii) that the morphism S∨ φ̄∨

−→ R∨ is formally M̄n-smooth iff the composition of

S∨ φ̄∨

−→ R∨ and R∨ −→ k∨ is formally M̄n-smooth, i.e. the affine scheme S∨ is formally
M̄n-smooth. By 3.0.4.1, the affine k-scheme S∨ is formally M̄n-smooth iff it is formally
smooth. On the other hand, S∨ is formally smooth iff Ext2Se(S,M) = 0 for any Se-module
M . Consider the long exact sequence

... −→ ExtiSe(S,M) −→ ExtiSe(S ⊗R S
o,M) −→ ExtiSe(Ω

1
S|R,M)y

Exti+1
Se (S,M) −→ ...

(1)

corresponding to the short exact sequence

0 −→ Ω1
S|R −→ S ⊗R S

o −→ S −→ 0.

Since Se = S ⊗R S
o is a projective Se-module, ExtiSe(S ⊗R S

o,M) = 0 for all i ≥ 1
and all Se-modules M . Therefore ExtiSe(Ω

1
S|R,M) ≃ Exti+1

Se (S,M) for all i ≥ 1 and all
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Se-modules M . In particular, Ext2Se(S,M) = 0 for all M iff Ext1Se(Ω
1
S|R,M) = 0 for all

M . The latter means precisely that Ω1
S|R is a projective Se-module.

3.6.1.1. Corollary. Let R
ϕ
−→ S be a k-algebra morphism. Suppose R is a separable

k-algebra. Then the morphism S∨ ϕ∨

−→ R∨ is formally unramified iff it is formally étale.

Proof. By 3.6.1(a), the morphism S∨ ϕ∨

−→ R∨ is unramified iff Ω1
S|R = 0. By

3.6.1(b), S∨ ϕ∨

−→ R∨ is formally smooth iff the Se-module Ω1
S|R is projective. In particular,

S∨ ϕ∨

−→ R∨ is formally smooth (hence étale), if Ω1
S|R = 0.

3.6.2. Proposition. Let R, S be associative unital k-algebras and R
ϕ
−→ S a

k-algebra morphism. The following conditions are equivalent:

(i) The morphism S∨ ϕ∨

−→ R∨ is formally unramified and flat.

(ii) R
ϕ
−→ S is a flat monomorphism.

(iii) The functor R−mod
ϕ∗

−→ S −mod is an exact localization.

(iv) If the conditions above hold, then S∨ ϕ∨

−→ R∨ is formally étale.

Proof. (ii)⇒(i), because every monomorphism is formally unramified.
(i)⇒(iii). By 3.6.1(a), the canonical morphism S ⊗R S

o −→ S, s ⊗ t 7−→ st, is an
isomorphism. Since ϕ∗ϕ∗ ≃ (S ⊗R So) ⊗S − and IdS−mod ≃ S ⊗S −, this means
precisely that the adjunction morphism ϕ∗ϕ∗ −→ IdS−mod is an isomorphism. The latter
is equivalent to the full faithfulness of the direct image functor ϕ∗. By [GZ], Proposition
I.1.3, ϕ∗ is a localization.

(iii)⇒(ii) follows from the fact that any morphisms R
ϕ
−→ S such that its inverse

image functor, ϕ∗, is a localization, is an algebra epimorphism.

In fact, let S
f1
−→
−→
f2

T be a pair of algebra morphisms such that f1 ◦ψ = f2 ◦ϕ, i.e. we

have the diagram of algebra morphisms over R:

S

f1

−−−→
−−−→
f2

T

ϕ տ րγ

R

(1)

Here γ = f1 ◦ϕ. Applying to (1) first scalar restriction functor and then the functor ϕ∗ϕ
∗,

we obtain the diagram ϕ∗ϕ
∗(R) −→ ϕ∗ϕ

∗ϕ∗(S) −→−→ ϕ∗ϕ
∗γ∗(T ) which is isomorphic to

the diagram

ϕ∗ϕ
∗(R) −−−→ ϕ∗(S)

−−−→
−−−→γ∗(T ), (2)
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because, due to the fact that ϕ∗ is a localization, ϕ∗ is a fully faithful functor, or, equiv-
alently, ϕ∗ϕ∗ ≃ IdS−mod. Notice that the morphism ϕ∗ϕ

∗(R) −→ ϕ∗(S) in (2) is an
isomorphism. Since it equalizes the pair ϕ∗(S) −→−→γ∗(T ), this pair is trivial. Hence the
initial pair of morphisms is trivial: f1 = f2.

{(iii),(i)} ⇒(iv). It suffices to show that if R
ϕ
−→ S is an exact localization, then ϕ is

formally smooth. A standard argument shows that a morphism R
ϕ
−→ S is smooth iff any

R-ring strict epimorphism (i.e. a surjection) T
g
−→ S such that the square of the kernel of

g is zero, has right inverse. Denote the kernel of g by J . Thus we have an exact sequence
of R-bimodules

0 −→ J −→ T −→ S −→ 0. (3)

Denote by Φ∗ the functor

Re −mod −−−→ Se −mod, M 7−→ S ⊗RM ⊗R S.

Notice that this functor is an exact localization having a (necessarily fully faithful) right
adjoint, Φ∗. In particular, it maps the exact sequence (3) into exact sequence. Applying
the functor Φ∗ to the diagram

0 −−−→ J −−−→ T −−−→ S −−−→ 0
տ ր
R

(4)

we obtain the diagram

0 −−−→ Φ∗(J) −−−→ Φ∗(T ) −−−→ Φ∗(S) −−−→ 0
տ ր
Φ∗(R)

(5)

Since Φ∗ is a localization, the natural morphism S −→ Φ∗Φ
∗(S) is an isomorphism,

Φ∗(R) = S ⊗R So ≃ S, and the k-algebra morphism Φ∗(ϕ) : Φ∗(R) −→ Φ∗(S) is an
isomorphism.

Note that J is an S-bimodule. This implies that Φ∗Φ
∗(J) ≃ J . Thus we have a

commutative diagram

0 −−−→ J −−−→ T −−−→ S −−−→ 0y
y

y
0 −−−→ Φ∗Φ

∗(J) −−−→ Φ∗Φ
∗(T ) −−−→ Φ∗Φ

∗(S) −−−→ 0
տ ր

S

(6)
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whose left and right vertical arrows are isomorphisms. Since both rows are exact sequences,
it follows that the adjunction morphism T −→ Φ∗Φ

∗(T ) is an isomorphism too, hence the
assertion.

3.7. Formally M̄n-unramified and formally M̄n-étale morphisms. The follow-
ing assertion is a relative version of 3.0.4.1.

3.7.1. Proposition. Let R, S be associative k-algebras, and let R
φ
−→ S be a

k-algebra morphism.

1) The following conditions are equivalent:

(i) The morphism S∨ φ̄∨

−→ R∨ is formally M̄n-unramified.

(ii) Any derivation S
D
−→M which is an Re-module morphism is inner.

(iii) The canonical Se-module epimorphism S ⊗R S
o −→ S has a right inverse.

2) Suppose that the k-algebra R is separable. Then

(a) The morphism R
φ
−→ S is formally M̄n-smooth iff Ω1

S|R is a projective Se-
module.

(b) The following conditions are equivalent:

(iv) The morphism S∨ φ̄∨

−→ R∨ is formally M̄n-unramified.

(v) S∨ φ̄∨

−→ R∨ is formally M̄n-étale.

(vi) S is a separable k-algebra (i.e. S is a projective Se-module).

Proof. 1) (i)⇔(ii). Let T be a semidirect product of S and an Se-bimoduleM , and let

T
α
−→ S the natural projection, (s, z) 7−→ s. Any k-algebra morphism S −→ T which is

right inverse to α in category Assk is conjugate to a k-algebra morphism, S
β
−→ T , which

is right inverse to α in Algk. Any such morphism β is of the form s 7−→ (s,D(s), where

S
D
−→M is an S|R-derivation. If R

φ
−→ S is M̄n-unramified, β is of the form s 7−→ usu−1.

The argument of 3.0.4.1 shows that this (together with the equality α ◦ β = idS) implies
that D is an inner derivation.

Conversely, if the morphism S
β
−→ T is given by s 7−→ (s,D(s)), where D is an inner

derivation, i.e. D(s) = s·z−z ·s for some element z ofM and all s ∈ S, then β(s) = usu−1,
where u = 1S − z.

(ii)⇒(iii). The functor DerS|R : Se − mod −→ Sets, M 7−→ DerS|R(M), is repre-
sentable by the Se-module Ω1

S|R = Ker(S ⊗R S
o −→ S). The canonical monomorphism

Ω1
S|R

iφ
−→ S ⊗R S

o induces a map

HomSe(S ⊗R S
o,M) −−−→ HomSe(Ω

1
S|R,M) (1)
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Notice that HomSe(S ⊗R So,M) ≃ HomRe(R, φ∗(M)), and HomRe(R, φ∗(M)) is
naturally isomorphic to the center, z(φ∗(M)) = {v ∈M | r · v = v · r for all r ∈ R}, of the
Re-module φ∗(M). The composition of the bijection z(φ∗(M)) −→ HomSe(S ⊗R S

o,M)
and the map (1) assigns to each central element, z, of φ∗(M) the corresponding inner
derivation, s 7−→ s · z − z · s. Thus, each derivation of DerS|R(M) is inner iff the map (1)
is surjective. In the case M = Ω1

S|R, this implies the existence of an Se-module morphism

S ⊗R So
p
−→ Ω1

S|R such that p ◦ iφ = id. Or, equivalently, the canonical Se-module
morphism S ⊗R S

o −→ S has a right inverse.
The implication (iii)⇒(ii) follows from the argument above.

2) (a) The morphism S∨ φ̄∨

−→ R∨ is formally M̄n-smooth iff it is formally smooth.

By 3.6.1, if R is a separable k-algebra, then S∨ φ̄∨

−→ R∨ is formally smooth iff Ω1
S|R is a

projective Se-module.
(b) By the argument of 3.6.1, if R is a separable k-algebra, then the Se-module

S ⊗R S
o is projective. By 1), the morphism S∨ φ̄∨

−→ R∨ is M̄n-unramified iff the Se-
module morphism S ⊗R S

o −→ S has a right inverse. Since the Se-module S ⊗R S
o

is projective, the latter implies that S is a projective Se-module, hence (equivalently)

Ω1
S|R is a projective Se-module, i.e. the morphism S∨ φ̄∨

−→ R∨ is formally M̄n-smooth.

This proves the implications (iv)⇒(v)⇒(vi)⇒(v). The implication (v)⇒(iv) is true by
definition.

3.7.2. Corollary. The following conditions on a k-algebra morphism R
φ
−→ S are

equivalent:

(a) The morphism S∨ φ̄∨

−→ R∨ is formally M̄n-étale.

(b) The adjunction morphism φ∗φ∗
ǫφ
−→ IdS−mod has a right inverse.

Proof. (a)⇒(b). By 3.7.1, the canonical Se-module epimorphism S ⊗R S
o µ
−→ S has

a right inverse, S
tau′

−→ S ⊗R S
o. The morphism τ ′ defines a morphism, IdS−mod

τ
−→ φ∗φ∗.

The equality µ ◦ τ = idS implies that the composition of τ with the adjunction morphism,

φ∗φ∗
ǫφ
−→ IdS−mod is the identity morphism.

(b)⇒(a). Conversely, any morphism, IdS−mod
τ ′

−→ φ∗φ∗, is induced by an Se-module

morphism, S
τ
−→ S⊗RS

o. The morphism τ ′ is a right inverse to the adjunction morphism

φ∗φ∗
ǫφ
−→ IdS−mod iff the composition of the bimodule morphism τ with the canonical

morphism S ⊗R S
o −→ S equals to idS .

3.8. Other choices of infinitesimal morphisms. The most important are the class
MJ of radical closed immersions and its subclassMc

J of complete radical closed immersions.
They are defined below.
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3.8.1. Radical closed immersions. We denote by MJ the class of strict monomor-
phisms of Affk such that the kernel of the corresponding algebra morphism is contained
in the Jacobson radical. Since Mn ⊂MJ, the class of formally MJ-smooth (resp. formally
MJ-étale, resp. formally MJ-unramified) morphisms is contained in the class of formally
smooth (resp. formally étale, resp. formally unramified) morphisms.

3.8.2. Complete radical closed immersions. We denote by Mc
J the class of strict

monomorphisms S∨ ϕ∨

−→ T∨ of the categoryAffk such that the kernel of the corresponding
algebra morphism is contained in the Jacobson radical and the natural algebra morphism
T −→ limn≥1 T/(Ker(ϕ)

n) is an isomorphism. Since Mn ⊂ Mc
J ⊆ MJ, the class of

formally MJ-smooth (resp. formally MJ-étale, resp. formally MJ-unramified) morphisms
is contained in the class of Mc

J-formally smooth (resp. Mc
J-formally étale, resp. Mc

J-
formally unramified) morphisms, and the latter class is contained in the class of formally
smooth (resp. formally étale, resp. formally unramified) morphisms.

3.9. Example: separated, universally closed, and proper morphisms of
schemes. Let A be the category CAlgk of commutative k-algebras. Let M′

v be the family
of canonical injections of valuation rings to their fields of fractions; and let Mv denote the
image of M′

v in the category A∨ of functors A −→ Sets.

3.9.1. Proposition. Let X
f
−→ Y be a quasi-separated scheme morphism. Then

(a) The morphism f is separated iff it is formally Mv-unramified.
(b) The morphism f is universally closed iff it is formally Mv-smooth.
(c) The morphism f is proper iff it is formally Mv-étale.

Proof. The assertions (a) and (c) are equivalent resp. to the Grothendieck’s criterion
of separateness and properness (see EGA, Ch.II, 7.2.3 and 7.2.8). A proof of the assertion
(b) can be extracted from the argument of Theorem 7.2.8, EGA, Ch.II.

Standard properties of separated and proper morphisms become special cases of as-
sertions on formally M-unramified and formally M-étale morphisms (cf. 3.4):

3.9.2. Corollary. (a) Any monomorphism is a separated morphism.
(b) A composition of two separated (resp. proper) morphisms is separated (resp.

proper).
(c) Separated (resp. proper) morphisms are stable under base change.

(d) If X
f
−→ Y and Y

g
−→ Z are two morphisms such that g ◦ f is separated, then f

is separated.

(e) If X
f
−→ Y and Y

g
−→ Z are two morphisms such that g is separated and g ◦ f is

proper, then f is proper.
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(f) If X
f
−→ Y and X ′ f ′

−→ Y ′ are separated (resp. proper) morphisms over S, then
their product, f ×S f

′ : X ×S X
′ −→ Y ×S Y

′, is also separated (resp. proper).

3.9.3. Remarks. (a) One can introduce the notions of formally separated and for-
mally proper morphisms by omitting the condition that the morphism in question is quasi-
compact. In terms of the family Mv, a morphism is formally separated (resp. formally
proper) iff they are formally Mv-unramified (resp. formally Mv-étale). It follows that the
assertions obtained from 3.9.1 and 3.9.2 by dropping the quasi-compactness condition and
inserting ’formally’ at appropriate places, are corollaries of 3.4.

(b) The notions of a (formally) proper morphism and a (formally) separated morphism
make sense for morphisms of arbitrary presheaves of sets on the category Aop, not only
for scheme morphisms, because the notions of a (formally) M-smooth and (formally) M-
unramified morphisms make sense for morphisms of presheaves of sets on Aop.

(c) At the moment, it is not clear what might be an adequate noncommutative version
of the family Mv.

4. Smooth, unramified, and étale morphisms. Open immersions.

4.1. Smooth, unramified, and étale morphisms. Fix a functor A
F
−→ B and

a family M of morphisms of B. We say that a morphism X
f
−→ Y of the category B

is M-smooth (resp. M-étale, resp. M-unramified) if it is (A,F)-finitely presentable and
formally M-smooth (resp. formally M-unramified, resp. formally M-étale).

4.1.1. Notations. We denote by Msm (resp. Mnr, resp. Met) the family of all
M-smooth (resp. M-unramified, resp. M-étale) morphisms.

4.1.2. Open immersions. We call M-smooth monomorphisms M-open immersions
and denote the class of M-open immersions by Mzar.

4.2. Proposition. (a) Each monomorphism is M-unramified and each isomorphism
is M-open immersion.

(b) Composition of M-smooth (resp. M-unramified, resp. M-étale) morphisms is
M-smooth (resp. M-unramified, resp. M-étale).

(c) Let X
f
−→ Y, Y

h
−→ Z be morphisms of B.

(i) If g◦f is formally M-unramified and g is of M-finite type, then f is M-unramified.

(ii) Suppose g is M-unramified. If X
g◦f
−→ Z is M-smooth (resp. M-étale), then f is

M-smooth (resp. M-étale).

(d) Let X
ξ
−→ S

ξ′

←− X ′ and Y
ν
−→ S

ν′

←− Y ′ be morphisms such that there exist

X ×S X
′ and Y ×S Y

′. Let (X, ξ)
f
−→ (Y, ν) and (X ′, ξ′)

f ′

−→ (Y ′, ν) be morphisms of
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objects over S. The morphisms f, f ′ are M-smooth (resp. M-unramified, resp. M-étale)
iff the morphism f ×S f

′ : X ×S X
′ −−−→ Y ×S Y

′ has the respective property.

(e) Let X
f
−→ S

h
←− Y be such a diagram that there exists a fiber product X ×S Y .

If f is M-smooth (resp. M-unramified, resp. étale), then the projection X ×S Y
f ′

−→ Y is
M-smooth (resp. M-unramified, resp. M-étale).

Proof. The assertion follows from 1.11.2.2 and 1.11.2.

4.3. Note. In the known examples, the class of morphisms M is the image of a class

of morphisms M̃ of the category A.

4.4. Standard examples.

4.4.1. Let A be the category CAffk of commutative affine k-schemes, which is, by
definition, the category CAlgopk opposite to the category of commutative unital k-algebras,
and let B be the category Esp of spaces in the sense of Grothendieck (and [DG]). That is B
is the category of sheaves of sets on A for the flat (fpqc) topology. In other words, objects
of B are functors CAlgk −→ Sets which preserve finite products, and for any faithfully
flat k-algebra morphism R −→ T , the diagram

X(R) −−−→ X(T ) −−−→−−−→ X(T ⊗R T ) (1)

is exact. The functor A
F
−→ B is (induced by) the Yoneda embedding, which maps every

object R of A to the functor A(−, R) = CAlgk(R,−) represented by R (here we identify
objects of A with the corresponding objects of CAlgk).

Then (A,F)-finitely presentable morphisms (resp. morphisms of (A,F)-finite type) are
precisely locally finitely presentable morphisms (resp. morphisms of locally finite type) in
the conventional sense. We take as M the (image of the) family of all morphisms of A
such that the corresponding k-algebra morphism is a strict epimorphism with a nilpotent
kernel. The formally M-smooth (resp. formally M-unramified, resp. formally M-étale)
morphisms are formally smooth (resp. formally unramified, resp. formally étale) in the
usual sense. Therefore, M-smooth, M-unramified, M-étale morphisms are resp. smooth,
unramified and étale. In particular, M-open immersions are precisely open immersions in
the usual sense.

4.4.2. Let A = Affk = Algopk and B the category of presheaves of sets on A, i.e.
functors Algk −→ Sets, which are local in the following sense: they preserve finite products,
and for any faithfully flat k-algebra morphism R −→ T , the diagram

X(R) −−−→ X(T ) −−−→−−−→ X(T ⋆
R
T ) (1)
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is exact. Here ⋆
R

denote the ’star’-product of k-algebras over R (which is a traditional
name for a push-forward of associative k-algebras). We denote this category by NEspk

and call its objects ’noncommutative spaces’, or simply ’spaces’. The functor A
F
−→ B

is the Yoneda embedding, R 7−→ A(−, R∨) = Algk(R,−) (here R∨ is the affine scheme
corresponding to the k-algebra R).

We call (A,F)-finitely presentable morphisms (resp. morphisms of (A,F)-finite type)
simply locally finitely presentable morphisms (resp. morphisms of locally finite type).

We take as M the family of all morphisms of A such that the corresponding k-algebra
morphism is a strict epimorphism with a nilpotent kernel. Then formally M-smooth (resp.
formally M-unramified, resp. formally M-étale) morphisms are called formally smooth
(resp. formally unramified, resp. formally étale) morphisms.

5. Pretopologies and classes of morphisms.

5.1. Preliminaries on pretopologies and right exact structures. By a pre-
topology on a category B, we understand the usual notion of Grothendieck pretopology
formed by a collection of covers {Ui

ui−→ X | i ∈ J} such that

(a) every {isomorphism} is a cover;

(b) if {Ui
ui−→ X | i ∈ J} is a cover of X and {Uij

uij
−→ Ui | j ∈ Ji} is a cover for every

i ∈ J , then their composition, {Uij
ui◦uij
−−−→ X | i ∈ J, j ∈ Ji}, is a cover of X;

(c) if {Ui
ui−→ X | i ∈ J} is a cover and Y −→ X an arbitrary morphism, then all

pull-backs Ui ×X Y −→ Y of arrows Ui
ui−→ X along Y −→ X exist and form a cover.

A category equipped with a pretopology is called a presite.

5.1.1. Subcanonical and canonical pretopologies.
(a) Recall that a pretopology τ on a category B is called subcanonical if every repre-

sentable presheaf of sets on B is a sheaf on the presite (B, τ).

(a1) Equivalently, every cover {Ui
ui−→ X | i ∈ J} is a strictly epimorphic family.

The latter means that if {Ui
vi−→ Y | i ∈ J} a set of morphisms such that, for every i ∈ J ,

the morphism Ui
vi−→ Y equalizes all pairs of arrows Z −→−→ Ui equalized by Ui

ui−→ Y,

then there exists a unique morphism X
λ
−→ Y such that vi = λ ◦ ui.

(b) The canonical pretopology on B is the finest subcanonical pretopology.

5.1.2. Right exact structures. By definition, right exact structures are subcanon-
ical pretopologies with all covers consisting of one arrow. The requirement that the pre-
topology is subcanonical means precisely that all the arrows forming covers are strict
epimorphisms: they are cokernels of their kernel pairs.

Thus, a right exact structure on a category B is a class E of strict epimorphisms
containing all isomorphisms and stable under arbitrary pull-backs and composition.
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5.1.3. The canonical right exact structure. Right exact structures on a category
B form a filtered family: if {Ei | i ∈ I} is a set of right exact structures, then all possible
compositions of arrows from Ei, i ∈ I, form a right exact structure which we denote by
sup
i∈I

Ei. This is the coarsest common refinement of all right exact structures Ei, i ∈ I.

In particular, it follows that the union of all right exact structures on the category B
is a right exact structure, which we call canonical and denote by Ec

B.
The canonical right exact structure can be described directly as follows.

5.1.4. Proposition. The canonical right exact structure Ec
B on the category B

consists of universally strict epimorphisms; that is morphisms whose arbitrary pull-backs
(in particular, themselves) are strict epimorphisms.

Proof. (i) Let L1
t1−→ L2 and L2

t2−→ L3 be strict epimorphisms whose pull-backs

along strict epimorphisms are strict epimorphisms. Then their composition, L1

j2◦j1
−−−→ L3,

is a strict epimorphism.

The kernel pair of the composition L1

t2◦t1
−−−→ L3 is naturally decomposed into the

diagram

K2(t2 ◦ t1)
t′′1
−−−→ K12

t′′2
−−−→ L1

p̃1

y cart p1

y cart
y t1

K12

t′1
−−−→ K2(t2)

t′2
−−−→ L2

p̃2

y cart π2

y cart
y t2

L1

t1
−−−→ L2

t2
−−−→ L3

(1)

whose all squares are cartesian.

For any morphism M
f
−→ N , let Λo(f) denote the class of all pairs of arrows

V −→−→ M which are equalized by the morphism f.

Let L1
ξ
−→ V be a morphism such that Λo(t2 ◦ t1) ⊆ Λo(ξ). In particular, Λo(t1) ⊆

Λo(ξ). The latter implies that ξ = ξ1 ◦ t1 for a uniquely defined morphism L1
ξ1
−→ V. The

inclusion Λo(t2 ◦ t1) ⊆ Λo(ξ) = Λo(ξ1 ◦ t1) implies (actually, means) that

ξ1 ◦ t1 ◦ (p̃2 ◦ p̃1) = ξ1 ◦ t1 ◦ (t
′′
2 ◦ t

′′
1).

It follows from the commutativity of the diagram (1) that

ξ1 ◦ t1 ◦ (p̃2 ◦ p̃1) = (ξ1 ◦ p2) ◦ (p1 ◦ t
′′
1) and

ξ1 ◦ t1 ◦ (t
′′
2 ◦ t

′′
1) = (ξ1 ◦ t

′
2) ◦ (p1 ◦ t

′′
1).
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So that

(ξ1 ◦ p2) ◦ (p1 ◦ t
′′
1) = (ξ1 ◦ t

′
2) ◦ (p1 ◦ t

′′
1). (2)

Since p1 and t′′1 are (strict) epimorphisms, their composition p1 ◦ t
′′
1 is an epimorphism.

Therefore, it follows from the equality (2) that ξ1 ◦p2 = ξ1 ◦ t
′
2. By hypothesis, t2 is a strict

epimorphism, that is the cokernel of the pair of arrows K2(t2)
t′
2
−→
−→
p2

L2 (see the lower right

square of the diagram (1)). Therefore, ξ1 = ξ2 ◦ t2 for a unique morphism L2
ξ2
−→ V.

(ii) Since a pull-back of a composition of morphisms having pull-backs is the composi-
tion of pull-backs, it follows from (i) that the composition of universal strict epimorphisms
is a strict epimorphism.

5.2. Expanding a class of arrows via a pretopology. Let (A, τ) be a presite;
and let P be a class of arrows of the category A. We denote by Pτ the class of all arrows

X
f
−→ Y of the category A for which there exists a cover {Ui

ui−→ X | i ∈ I} such that
f ◦ ui ∈ P for all i ∈ I.

5.2.1. Proposition. Let (A, τ) be a presite and P a class of arrows of A.
(a) P ⊆ Pτ and (Pτ )τ = Pτ .

(b) If P is stable under pull-backs, then the class Pτ is closed under pull-backs.

(c) Suppose that the class P is closed under composition and pull-backs along the
elements of covers of τ . Then the class Pτ is closed under composition.

Proof. (a) Obviously, P ⊆ Pτ . In particular, (P)τ ⊆ (Pτ )τ . The inverse inclusion
follows from the fact that the composition of covers is a cover.

(b) Let X
f
−→ Y be a morphism from Pτ and

X̃
f̃

−−−→ Ỹ

ξ′
y cart

y ξ

Y
f

−−−→ Y

a cartesian square. Let {Ui
ui−→ X | i ∈ I} be a cover of X such that f ◦ ui ∈ P for all

i ∈ I. We have a family of diagrams

Ũi
ũi
−−−→ X̃

f̃
−−−→ Ỹ

ξi

y cart
y ξ′ cart

y ξ

Ui
ui
−−−→ X

f
−−−→ Y i ∈ I,

(2)
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with cartesian squares. So that we have a cover {Ũi
ũi−→ X̃ | i ∈ I} of the object X̃ such

that each of the compositions f̃ ◦ ũi is a pull-back of the composition f ◦ ui; and the latter,
by hypothesis, belongs to the class P. Therefore, f̃ ◦ ũi ∈ P for all i ∈ I, which means that
the pull-back f̃ of the morphism f belongs to Pτ .

(c) Let X
f
−→ Y and Y

g
−→ Z be morphisms of Pτ . Let {Ui

ui−→ X | i ∈ I} and

{Vj
vj
−→ Y | i ∈ J} be covers such that f ◦ ui ∈ P for all i ∈ I and g ◦ vj ∈ P for all j ∈ J .

Consider the diagrams

Uij
uij
−−−→ Ṽj

fj
−−−→ Vj

vij

y cart
y ṽj cart

y vj

Ui
ui
−−−→ X

f
−−−→ Y

g
−−−→ Z, j ∈ J,

(1)

with cartesian squares. The family of arrows {Uij
uivij
−−−→ X | (i, j) ∈ I × J} is the

composition of covers, hence a cover of the object X . It follows from the commutativity
of the diagram (1) that

(g ◦ f) ◦ (ui ◦ vij) = (g ◦ vj) ◦ (fi ◦ uij).

By hypothesis, g ◦ vj ∈ P for all j ∈ J . Since the composition of cartesian squares is
a cartesian square, the morphism fi ◦ uij is a pull-back of the morphism f ◦ ui along the

morphism Vj
vj
−→ Y. By hypothesis, f ◦ ui ∈ P for all i ∈ I and the class P is stable under

pull-backs along the elements of covers of the pretopology τ . Therefore, fi ◦ uij ∈ P for all

i ∈ I and j ∈ J . This shows that the composition X
g◦f
−→ Z belongs to Pτ .

5.2.2. Corollary. Let (A, τ) be a presite. Suppose that a class P of morphisms of the
category A contains all isomorphisms of A and is closed under composition and pull-backs.
Then the class Pτ has the same properties.

Proof. It follows from 5.2.1(b) and 5.2.1(c) that the class Pτ is closed under pull-
backs and composition. By 5.2.1(a), P ⊆ Pτ . So that if P contains all isomorphisms of
the category A, same holds for Pτ .

5.3. Some special cases. Fix a functor A
F
−→ B (– a local data) and a pretopology

τ on the category B.

5.3.1. Locally finitely presentable morphisms. By 1.11.2, the class Σ1
A of

(A,F)-finitely presentable morphisms of the category B has all the required properties:
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it is closed under compositions and pull-backs and contains all isomorphisms. We define
locally (A,F)-finitely presentable morphisms as morphisms of the class (Σ1

A)
τ .

5.3.2. Locally representable morphisms. Let P be the class of representable
morphisms of the category B. By 2.1, the class P contains all isomorphisms and is stable
under composition and pull-backs. The class Pτ consists of locally affine morphisms.

5.3.3. Formally (M, τ)-smooth and (M, τ)-étale morphisms. Let M a class of
arrows of the category B. Taking as P the class Mfsm of formally M-smooth morphisms,
we obtain the class Mτ

fsm of locally (with respect to the pretopology τ) formally M-smooth
morphisms. We call them formally (M, τ)-smooth morphisms.

Taking as P the class Mfet of formally M-étale morphisms, we construct the class
Mτ
fet of formally (M, τ)-étale morphisms.

5.3.4. (M, τ)-smooth and (M, τ)-étale morphisms. Let M a class of arrows of

the category B. Starting from the class Mfsm
def
= Mfsm

⋂
Σ1

A of M-smooth morphisms
of A, we get the class Mτ

sm of (M, τ)-smooth morphisms.

Similarly, we obtain the class Mτ
et of (M, τ)-étale morphisms.

5.4. The classes Pτ and the sheafification.

5.4.1. Notations. Let (A, τ) be a presite. We denote by A∧ the category of
presheaves of sets on A and by (A, τ)∧ the category of sheaves of sets on the presite (A, τ).

Let A∧ q∗

−→ (A, τ)∧ be the sheafification functor and q∗ its right adjoint. For every
X ∈ ObA∧, we denote q∗q

∗(X ) by X a and the adjunction morphism X −→ X a by ηX .

5.4.2. Proposition. Fix a class P of arrows of the category A. Let X
f
−→ Y be a

morphism of presheaves of sets on A.

(a) Suppose that the sheafification X a fa

−→ Ya of the morphism X
f
−→ Y belongs

to the class Pτ . If the square

X
f

−−−→ Y

ηX

y
y ηY

X a
fa

−−−→ Ya

is cartesian, then X
f
−→ Y belongs to Pτ too.

(b) Suppose that every τ -cover has a refinement whose arrows belong to Pτ .

Then the morphism X
f
−→ Y belongs to the class Pτ iff X a fa

−→ Ya belongs to Pτ .
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Proof. (a) Consider the decomposition

X
φ

−−−→ X
f̃

−−−→ Y X
f

−−−→ Y

γf

y cart
y ηY of the square ηX

y
y ηY

X a
fa

−−−→ Ya X a
fa

−−−→ Ya

(1)

into a cartesian square and a uniquely defined morphism X
φ
−→ X.

If X
φ
−→ X is an isomorphism and X a fa

−→ Ya belongs to Pτ , then it follows from

5.2.1(b) that the morphism X
f
−→ Y belongs to Pτ .

(b) Let X a fa

−→ Ya belong to Pτ and the condition of (b) hold. Then there is a cover

{Ui
ui−→ X | i ∈ I} such that ui ∈ Pτ and factors through X

φ
−→ X for all i ∈ I.

On the other hand, the morphism X
f̃
−→ Y, being a pull-back of the arrow X a fa

−→ Ya

from Pτ , belongs to Pτ as well. So that there exists a cover {Vj
vj
−→ X | j ∈ J} such

that f̃ ◦ vj ∈ Pt for all j ∈ J . Then we have the cartesian squares

Uij
vij
−−−→ Vj

uij

y cart
y vj

Ui
ui
−−−→ X i ∈ I, j ∈ J,

describing the smallest common refinement {Uij
ui◦uij
−−−→ X | (i, j ∈ I×J} of the two covers.

This refinement is a composition of a cover {Uij
ũij
−−−→ X | (i, j ∈ I × J} of X and the

morphism X
φ
−→ X, because the cover {Ui

ui−→ X | i ∈ I} has this property.
For every (i, j) ∈ I × J, we have:

f ◦ ũij = (̃f ◦ φ) ◦ ũij = f̃ ◦ (ui ◦ uij) = (̃f ◦ vj) ◦ vij

By hypothesis, f̃ ◦ vj ∈ Pτ ; and, by 5.2.1(b), vij ∈ Pτ , because vij is a pull-back of
the morphism ui, which belongs to Pτ for all i ∈ I. Since, by 5.2.1(c), the class Pτ is
closed under composition, this shows that f ◦ ũij ∈ Pτ for all (i, j) ∈ I × J . The latter

means that the morphism X
f
−→ Y belongs to (Pτ )τ = Pτ (see 5.2.1(a)).

(b1) Suppose now that X
f
−→ Y is a morphism from Pτ . Then the morphism

X a fa

−→ Ya belong to Pτ .
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There is a cover {Ui
ui−→ Y| i ∈ I} such that ηY ◦ ui ∈ Pτ for all i ∈ I. We associate

with this data commutative diagrams

Vi
φi
−−−→ Ũi

fi
−−−→ Ui

ṽi

y cart vi

y cart
y ui

X
φ

−−−→ X
f̃

−−−→ Y

γf

y cart
y ηY

X a
fa

−−−→ Ya i ∈ I,

(2)

with cartesian squares (which is derived from the diagram (1)). Since X
f
−→ Y is, by

hypothesis, a morphism from Pτ and f = f̃ ◦ φ, the composition Vi
fi◦φi
−−−→ Ui of the

upper horizontal arrows – a pull-back of X
f
−→ Y, belongs to Pτ . It follows from the

commutativity of the diagram (2) that

fa ◦ (ηX ◦ ṽi) = fa ◦ (γf ◦ φ ◦ ṽi) = (ηY ◦ ui) ◦ (fi ◦ φi) (3)

for all i ∈ I. Since both ηY ◦ ui and fi ◦ φi are morphisms from Pτ , by 5.2.1(c), their
composition is a morphism fromPτ . Therefore, by (3), fa◦(ηX ◦ṽi) ∈ Pτ for all i ∈ I. Since

{Vi
η
X
◦̃vi

−−−→ X a | i ∈ I} is a cover of X a, the latter means that the morphism X a fa

−→ Ya

belongs to (Pτ )τ and, by 5.2.1(a), (Pτ )τ = Pτ .

6. Locally affine spaces and schemes.

6.1. Classes of morphisms and pretopologies. Let τ be a pretopology on a
category B and P a class of morphisms of B. We denote by τP the family of all covers of
the pretopology τ formed by arrows from P. If the class P contains all isomorphisms and
is closed under pull-backs and compositions, then τP is a pretopology.

6.1.1. Note. For any class of arrows P in the category B which contains all isomor-
phisms and is stable under pull-backs and composition and any pretopology τ on B, the
pretopologies τP and τP

τ

are equivalent.
In fact, τP ⊆ τP

τ

, because P ⊆ Pτ . On the other hand, it follows from the definition
of the class Pτ that every cover {Ui −→ X | i ∈ J} in the pretopology τP

τ

has a
refinement (– a composition with τ -covers of each object Ui), which is a cover in τP .

6.2. Canonical choices of a pretopology. In what follows, we take as τ
– either the canonical right exact structure Ec

B on B,



102 Chapter 2

– or the canonical pretopology, τc,

– or associated with τc quasi-compact subpretopology, τc,f.

Recall that a quasi-compact pretopology τf (where f stands for ’finite’) associated with
a pretopology τ is formed by all covers of τ which have a finite subcover.

6.3. Étale, Zariski and smooth pretopologies. Fix a functor A
F
−→ B and a

class M of morphisms of the category B.

6.3.1. Étale pretopology. We define the étale pretopology, τMet , on B as the
pretopology τPc , where P is the class Met of M-étale morphisms. In other words, the
covers of the pretopology τMet are strictly epimorphic families of M-étale morphisms.

6.3.2. Zariski pretopology. Zariski pretopology, τMZ , on the category B is defined

in a similar way, as the pretopology τPc . Only this time, P is the class Mzar of M-open
immersions.

6.3.3. Smooth pretopology. We define the smooth pretopology, τMsm, on B as the
pretopology τPc , where P is the class of M-smooth morphisms.

6.4. Semiseparated pretopologies. Fix a functor A
F
−→ B. We call a pretopology

τ on the category B semi-separated if the class Στ of elements of covers of the pretopology
τ consists of (A,F)-representable morphisms.

In other words, τ = τP , where P is the class of all (A,F)-representable morphisms.

6.4.1. Canonical semi-separated pretopology. Taking the canonical pretopol-
ogy τc on B, we obtain a pretopology τA,Fc which we call the canonical semi-separated
pretopology. Its covers are strictly epimorphic families of representable morphisms.

6.4.2. Semiseparated étale, Zariski and smooth pretopologies. They are
defined by taking semi-separated version of each of the pretopologies. That is covers of
the semi-separated étale (resp. Zariski, resp. smooth) pretopology are strictly epimorphic
families of M-étale (resp. M-open immersions, resp. M-smooth) representable morphisms.

6.5. Noncommutative locally affine spaces, algebraic spaces and schemes.

Fix a functor A
F
−→ B and a class of morphisms M of the category B.

6.5.1. Algebraic spaces. We call an object X of B an algebraic space if there is a

cover in M-étale pretopology of the form {F(Ui)
ui−→ X | i ∈ J}.

6.5.2. Schemes. We call an object X of B a scheme if there is a cover in M-Zariski

pretopology of the form {F(Ui)
ui−→ X | i ∈ J}.
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6.5.3. Locally affine spaces. Similarly, a locally affine space is defined as an object

X of the category B which has a strictly epimorphic family {F(Ui)
ui−→ X | i ∈ J} formed

by M-smooth morphisms.

6.6. Semi-separated locally affine spaces and schemes.

6.6.1. Semi-separated algebraic spaces. We call an object X of B a semi-

separated algebraic space if there is a cover in M-étale pretopology of the form {F(Ui)
ui−→

X | i ∈ J} formed by representable morphisms.

6.6.2. Semi-separated schemes. We call an object X ofB a semi-separated scheme

if there is a cover in M-Zariski pretopology of the form {F(Ui)
ui−→ X | i ∈ J} formed by

representable morphisms.

6.6.3. Semi-separated locally affine spaces. Similarly, a semi-separated locally
affine space is defined as an object X of the category B which has a strictly epimorphic

family {F(Ui)
ui−→ X | i ∈ J} formed by M-smooth, representable morphisms.

6.6.4. Semi-separated objects and semi-separated locally affine spaces. Re-
call that an object G of the category B is semi-separated, if there exists a product G × G

and the diagonal morphism G
∆G
−→ G × G is representable.

6.6.4.1. Proposition. Let the category A have finite limits and the functor A
F
−→ B

preserves products and pull-backs. If G is an object of B such that the diagonal morphism

G
∆G
−−−→ G × G is representable, then all structures of a locally affine space on X (if

any) are semi-separated.

Proof. The assertion follows from definitions and 2.6.2.

6.6.5. Proposition. Suppose that the functor A
F
−→ B is full and the category B

has pull-backs. Let

X̃ −−−→ Xy cart
y

Y −−−→ Z

(1)

be a cartesian square in the category B. If X , Y, Z are semi-separated schemes (resp.

algebraic spaces, resp. locally affine spaces), then X̃ is a semi-separated scheme (resp. a
semi-separated algebraic space, resp. a semi-separated locally affine space).

Proof. (a) Let X , Y and Z be semi-separated locally affine spaces. Fix affine covers

{F(Vα)
vα−→ Z | α ∈ JZ}, {F(Ui)

ui−→ X | i ∈ JX }, {F(Wj)
wj
−→ Y | j ∈ JY} of the
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objects Z, X and Y formed by smooth representable morphisms. With these covers and
the cartesian square (1), we associate a commutative diagram

F(Ui) ←−−− F(Ui,α)y cart
y

X̃ −−−→ X ←−−− Ṽαy cart
y cart

y
F(Wj) −−−→ Y −−−→ Z ←−−− F(Vα)x cart

x cart
x

F(Wj,α) −−−→ V ′′
α −−−→ F(Vα)

(2)

built of cartesian squares. Since pull-backs of representable and smooth morphisms are
representable and smooth, all left and right horizontal arrows and all upper and lower
vertical arrows of the diagram (2) are representable and smooth. Since representable and
smooth morphisms are closed under composition, it follows from the right upper and left
lower cartesian squares, that

{F(Ui,α) −→ X | i ∈ JX , α ∈ JZ} and {F(Wj,α) −→ Y | j ∈ JY , α ∈ JZ}

are covers of the corresponding objects formed by smooth representable morphisms.

By the universal property of cartesian squares, we have a morphism of the cartesian
square

F(U ji,α) −−−→ F(Ui,α)y cart
y

F(Wj,α) −−−→ F(Vα)

(3)

to the cartesian square (1), which is uniquely determined by the commutative diagram

F(Ui,α) −−−→ F(Vα) ←−−− F(Wj,α)y
y

y
X −−−→ Z ←−−− Y

whose vertical arrows are representable and smooth. The claim is that the unique arrow
F(U ji,α) −→ X̃ completing the morphism of squares is also representable and smooth.

In order to see this, we continue to expand the diagram (2) by adding cartesian squares
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until we get the diagram

F(U ji,α) −−−→ ? −−−→ ? −−−→ F(Ui,α)y cart
y cart

y cart
y

? −−−→ ? −−−→ ? −−−→ F(Ui) ←−−− F(Ui,α)y cart
y cart

y cart
y cart

y
? −−−→ ? −−−→ X̃ −−−→ X ←−−− Ṽαy cart

y cart
y cart

y cart
y

F(Wj,α) −−−→ F(Wj) −−−→ Y −−−→ Z ←−−− F(Vα)x cart
x cart

x
F(Wj,α) −−−→ V ′′

α −−−→ F(Vα)

(4)

which is a decomposition of the cartesian square (3) into smaller cartesian squares. Here
we use the fact that a square built of cartesian squares is cartesian. The diagram (4)
contains also a decomposition of the morphism of the cartesian square (3) to the cartesian
square (1). All arrows of the diagram (4), except for horizontal arrows over and under
horizontal arrows of the square (1) and the vertical arrows in the same row as the vertical
arrows of (1), are smooth and representable. In particular, the morphism from F(U ji,α) to

X̃ is the composition of arrows which are smooth and representable, hence it is smooth
and representable. In other words, each morphism F(U ji,α) −→ X̃ is an element of a cover

of the object X̃ in the smooth semi-separated pretopology. The set of all these morphisms,
{F(U ji,α) −→ X̃ | (i, j, α) ∈ JX × JY × JZ}, is a cover of X̃ in the smooth semi-separated
pretopology. This follows from the construction, which consisted of several pull-backs of
covers along morphisms and refinements.

(b) If the covers we started with, {F(Vα)
vα−→ Z | α ∈ JZ}, {F(Ui)

ui−→ X | i ∈

JX }, {F(Wj)
wj
−→ Y | j ∈ JY}, belong to some subpretopology of the smooth semi-

separated pretopology, then it follows from the argument above that the final result, the
cover {F(U ji,α) −→ X̃ | (i, j, α) ∈ JX × JY × JZ}, belongs to this pretopology too.

In particular, if the initial covers are formed by étale morphisms (resp. open immer-

sions), then the cover {F(U ji,α) −→ X̃ | (i, j, α) ∈ JX × JY × JZ} of the object X̃ consists
of étale morphisms (resp. open immersions).

This shows that the full subcategory AlgssF,M of the category B formed by semi-
separated algebraic spaces is closed under pull-backs and same holds for the full subcate-
gory SchssF,M of the category B formed by semi-separated schemes.

6.6.5.1. Note. The argument of 6.6.5 becomes shorter, if Z is a semi-separated
scheme covered by representable open immersions, because in this case, thanks to the fact
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that each F(Vα) −→ Z is a monomorphism, it is immediate that the square

F(U ji,α) −−−→ F(Ui,α)y cart
y

F(Wj,α) −−−→ Z

is cartesian.

6.7. Remark about general case. The main reason why we considered semi-
separated locally affine spaces is that all our examples belong to this class. But, of course,
there exist non-semi-separated schemes. For them, the invariance under cartesian squares
holds under additional conditions on the initial data.

6.7.1. Proposition. Suppose that the functor A
F
−→ B is full, the category B has

pull-backs, and, for any open immersion U −→ F(V), the object U is a scheme. Let

X̃ −−−→ Xy cart
y

Y −−−→ Z

(1)

be a cartesian square in the category B. If X , Y, Z are schemes, then X̃ is a scheme.

Proof. The argument follows the same steps (– uses the same diagrams) as the argu-
ment of 6.6.5. Only the object in the upper left corner of the diagram 6.6.5(4) is not affine
in general. But, it follows from the hypothesis that it has an affine cover, which is enough.
Details are left to the reader.

6.8. Relative locally affine spaces and schemes. Fix a functor A
F
−→ B and a

class of morphisms M of the category B.

6.8.1. Relative locally affine spaces. We call a morphism X
f
−→ Y of

the category B a locally affine space over Y, if there exists a strictly epimorphic fam-

ily {F(Ui)
ui−→ X | i ∈ J} formed by smooth morphisms such that each composition

F(Ui)
f◦ui
−−−→ Y is a representable morphism.

6.8.2. Relative schemes and algebraic spaces. We call a morphism X
f
−→ Y

of the category B a scheme (resp. an algebraic space) over Y if there exists a strictly

epimorphic family {F(Ui)
ui−→ X | i ∈ J} formed by open immersions (resp. by étale)

morphisms such that each composition F(Ui)
f◦ui
−−−→ Y is a representable morphism.
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6.9. Relative semi-separated schemes and locally affine spaces. A morphism

X
f
−→ Y of the category B is called a semi-separated locally affine space (resp. a semi-

separated algebraic space, resp. a semi-separated scheme) over Y), if there exists a strictly

epimorphic family {F(Ui)
ui−→ X | i ∈ J} formed by M-smooth (resp. M-étale, resp.

M-open immersions) representable morphisms such that each composition F(Ui)
f◦ui
−−−→ Y

is a representable morphism.

6.9.1. Proposition. Let S be an object of the category B; and let

X̃ −−−→ Xy cart
y

Y −−−→ Z

(1)

be a cartesian square in the category B/S. If X , Y, Z are semi-separated schemes (resp.

algebraic spaces, resp. locally affine spaces) over S, then X̃ is a semi-separated scheme
(resp. a semi-separated algebraic space, resp. a semi-separated locally affine space) over
S.

Proof. The assertion follows from (the argument of) 6.6.5. Indeed, the forgetful func-
tor B/S −→ B preserves limits (in particular, it preserves pull-backs) and the argument
of 6.6.5 is valid in the relative case. Details are left to the reader.

7. Quasi-topologies, quasi-pretopologies and gluing.

Quasi-topologies (in particular, topologies) and (quasi-)pretopologies play different
role in our story. Quasi-topologies and topologies serve to define the categories of sheaves,
while (quasi-)pretopologies serve for gluing spaces and studying their local structure.

7.0. Quasi-topologies and topologies.

7.0.1. Quasi-topologies. A quasi-topology τ on a category A is determined by
the category (A, τ)∧ of sheaves on the quasi-site (A, τ). The map (A, τ) 7−→ (A, τ)∧

is a bijective correspondence between quasi-topologies on A and strictly full reflective
subcategories of the category A∧ of presheaves of sets on A whose objects are sheaves on
the quasi-site (A, τ).

7.0.1.1. Topologies. A quasi-topology τ on a category A is a topology iff the
sheafification functor A∧ −→ (A, τ)∧ is exact.

7.0.1.2. Subcanonical quasi-topologies. A quasi-topology τ is called subcanonical
if every representable presheaf is a sheaf.
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7.0.1.3. Quasi-topologies and topologies. For every quasi-topology τ̃ on a cat-
egory A, there exists the finest topology among the topologies which are coarser than τ .
The topology τ̃ is formed by all refinements R →֒ X̂ , X ∈ ObA, of the quasi-topology τ
whose pull-backs are refinements for the quasi-topology τ .

7.0.1.4. The decomposition of the sheafification functor. The sheafification
functor A∧ −→ (A, τ)∧ is the composition of the sheafification functor A∧ −→ (A, τ̃)∧

and a continuous localization (A, τ̃)∧ −→ (A, τ)∧. The localization (A, τ̃)∧ −→ (A, τ)∧

is the sheafification functor for a quasi-topology τ ′ on the category (A, τ̃)∧, which is not a
refinement of any non-trivial topology.

7.0.2. Quasi-topology associated with a local data. Fix a functor A
F
−→ B

regarded as a ’local data’. Suppose that the category B has colimits of small diagrams.
Then the functor

B
F∗

−−−→ A∧, X 7−→ B(F(−),X ),

has a left adjoint, A∧ F∗

−→ B whose composition with the Yoneda embedding A
hA−→ A∧

coincides with the functor A
F
−→ B.

The functor F∗ is the composition of the continuous (that is having a right adjoint)

localization A∧
q∗
F
−→ BF and a continuous conservative functor BF

F∗
c−→ B.

One can see that the a right adjoint to the localization q∗F induces an equivalence

between the category BF and the smallest reflective strictly full subcategory B̃F of the
category A∧ containing the family of presheaves B(F(−),X ), X ∈ ObB.

Notice that the category B̃F is well defined independently on the condition that the

category B has colimits. A left adjoint to the embedding B̃F is a localization functor

A∧
q̃∗
F
−→ B̃F which is the sheafification functor for a uniquely defined conservative quasi-

topology τF on the category A. The subcategory B̃F coincides with the category (A, τF)
∧

of sheaves of sets on the quasi-site (A, τF).

7.1. Quasi-pretopologies. Fix a functor A
F
−→ B. We assume that the category B

is endowed with a quasi-pretopology, τ . The latter is a function which assigns to each object
X of B a family, τX , of covers of X. An element of τX is set of arrows {Ui

ui→ X | i ∈ J}.
We assume that any isomorphism forms a cover, and the composition of covers is a cover.

A cover of the form {F(Ui)
ui→ X | i ∈ J} of an object X is called a (A, τ)-cover, or

simply A-cover, if τ is fixed.
An object X of B is called locally (A, τ)-affine (or locally (A,F)-affine, if no ambiguity

arises) if it has an (A, τ)-cover.
We denote by SpA,τ the full subcategory of the category B whose objects are locally

(A, τ)-affine.
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7.1.1. Quasi-finite locally (A,F)-affine objects. Given a quasi-pretopology τ on
B, let τf denote the quasi-pretopology formed by all finite covers of τ . We call an object
X of B quasi-finite locally (A, τ)-affine if it is locally (A, τf)-affine.

7.1.2. 2-(A,F)-covers and 2-locally (A,F)-affine objects. Let X be an object of

B. We call an (A, τ)-cover {F(Ui)
ui→ X | i ∈ J} a 2-(A, τ)-cover (or 2-A-cover), if for any

i, j ∈ J , there exists a set of morphisms (Ui, ui)←− (Uνij , u
ν
ij) −→ (Uj , uj), ν ∈ Jij in the

category F/X such that the corresponding set of morphisms

{F(Uνij) −→ F(Ui)×X F(Uj) | ν ∈ Jij}

is a cover for any i, j ∈ J . We call the diagram

(Ui, ui)←− (Uνij , u
ν
ij) −→ (Uj , uj), ν ∈ Jij , i, j ∈ J, (1)

(in the category F/X) a diagram of relations of the 2-cover U = {F(Ui)
ui→ X | i ∈ J}.

We call an object X of B 2-locally (A,F)-affine if it has a 2-locally (A,F)-affine cover.

7.1.3. Weakly semi-separated covers. We call an A-cover {F(Ui)
ui→ X | i ∈ J}

weakly semi-separated if, for any i, j ∈ J , there exists a diagram

(Ui, ui)←− (Uij , uij) −→ (Uj , uj)

in F/X such that the square

F(Uij) −−−→ F(Uj)y cart
y

F(Ui) −−−→ X

is cartesian. In particular, the object F(Ui) ×X F(Uj) is isomorphic to an object of the
form F(Uij). It follows that any weakly semi-separated A-cover is a 2-A-cover.

We say that an object X of B is A-weakly semi-separated if it has a weakly semi-
separated A-cover.

7.2. (A,F)-Representable morphisms and covers. If E is a subcategory of
B such that ObE = ObB, we denote by τE the quasi-pretopology on B formed by all
covers {Ui

ui→ X | i ∈ J} in τ such that all morphisms ui belong to E . Given a functor

A
F
−→ B, we have a natural choice of the subcategory E , which is the subcategory of

(A,F)-representable morphisms described below.

7.2.2. Representable covers. We call a cover {Ui
ui−→ X | i ∈ J} (A,F)-

representable if each morphism ui of the cover is (A,F)-representable. We denote by
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τA the function which assigns to each object X of the category B the set, τAX , of (A,F)-
representable covers of X.

7.2.2.1. Lemma. The function τA is a quasi-pretopology on B. If τ is a pretopology,
then τA is a pretopology.

Proof. The assertion is a corollary of 2.1.

7.2.3. Locally (A,F)-representable objects. Evidently, every representable (A,F)-
cover is weakly semi-separated (cf. 7.1.3.). In particular, it is a 2-(A,F)-cover.

We say that an object X of B is locally (A,F)-representable if it has a representable
(A,F)-cover. Thus, every locally (A,F)-representable object is locally (A,F)-affine.

7.3. Coinduced pretopology. Let A
F
−→ B be a functor, and let T be a quasi-

pretopology on A. The coinduced quasi-pretopology, TF, on B is defined as follows: a

set of arrows {Ui
ui−→ X | i ∈ J} is a cover of X iff for any morphism F(V )

g
−→ X,

there exists a cover {Vj
vj
−→ V | j ∈ I} ∈ TV such that for every j ∈ I, the morphism

g ◦ F(vj) : F(Vj) −→ X factors through ui for some i ∈ J .

7.3.1. Proposition. Suppose B is a category with fiber products. Then the coinduced
quasi-pretopology TF on B is a pretopology.

Proof. Let {Ui
ui−→ X | i ∈ J} be a cover in TF and Y

g
−→ X an arbitrary morphism.

The claim (equivalent to the proposition) is that the set of arrows {Ui×X Y
ūi−→ Y | i ∈ J}

is a cover in TF.
In fact, let F(V )

v
−→ Y be an arbitrary morphism. Since {Ui

ui−→ X | i ∈ J} is a

cover, there exists a cover {Vj
vi−→ V | j ∈ I} in T such that for any j ∈ I, there exists

ij ∈ J and a morphism F(Vj)
v̄j
−→ Uij which make the diagram

F(Vj)
v̄j
−−−→ Uij

F(vj)
y

y uij

F(V )
g◦v
−−−→ X

(1)

commute. The commutativity of (1) implies the existence if a unique morphism

F(Vj)
v′j
−−−→ Uij ×X Y

such that the diagram

F(Vj)
v̄′j
−−−→ Uij ×X Y

F(vj)
y

y uij

F(V )
v

−−−→ Y

(2)
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commutes and the morphism F(Vj)
v̄j
−→ Uij is the composition of F(Vj)

v′j
−→ Uij ×X Y and

the canonical projection Uij ×X Y −→ Uij . This shows that {Ui ×X Y
ūi−→ Y | i ∈ J} is a

cover in TF.

7.3.2. Note. Let A be a category with fiber products and T a quasi-pretopology on
A. Taking F = IdA, we obtain the coinduced pretopology, Tg, on B = A. The pretopology
Tg is the finest pretopology among those pretopologies on A which are coarser than T.

7.4. Standard commutative examples.

7.4.1. Geometric spaces and schemes. Let B be the category of locally ringed
topological spaces which we call otherwise geometric spaces, A the category opposite to the
category CAlgk of commutative unital k-algebras, F the functor A −→ B which assigns to
every commutative k-algebra its spectrum. The pretopology on B is the standard Zariski
pretopology given by families of open immersions covering the underlying space: a set

{(Ui,OUi)
ui→ (X,OX) | i ∈ J} of open immersions is a cover iff

⋃

i∈J

Ui = X.

Then locally (A,F)-affine objects of B are arbitrary schemes over k.

7.4.1.1. Semi-separated schemes. Locally (A,F)-representable objects of B are
precisely semi-separated schemes. Recall that a scheme X = (X,O) is called semi-separated

if it has an affine cover {Ui
ui→ X | i ∈ J} such that each morphism Ui

ui→ X is representable.
Clearly, every semi-separated scheme is weakly separated.

7.4.2. Quasi-finite (A,F)-objects. Let A, B, and A
F
−→ B are same as in 7.4.1.

Then quasi-finite (A,F)-objects (i.e. locally (A, τ
Zf
)-affine objects, where τ

Zf
is the sub-

pretopology of τ
Z
formed by finite covers, cf. 7.1.1) are exactly quasi-compact schemes.

Notice that 2-locally (A, τ
Zf
)-affine objects are quasi-compact quasi-separated schemes.

7.4.3. Spaces as sheaves of sets. Let A be the category CAlgopk , as in 2.1. Let B

be category Esp of sheaves of sets on CAlgopk for the fpqc topology, and let A
F
−→ B be

the Yoneda embedding: R 7−→ CAlgk(R,−).
Zariski covers in CAlgopk = A are given by sets of morphisms {R −→ Ri | i ∈ J}

such that Ri is a localization of R at an element of R (that is at the multiplicative set

generated by this element), and
⋃

i∈J

Spec(Ri) = Spec(R). Zariski covers form a (Zariski)

pretopology, TZ. We define Zariski pretopology on B = Esp as the pretopology coinduced
by TZ (cf. 7.3).

Locally affine (A,F)-objects in this setting are schemes in the sense of [DG], that
is schemes realized as functors CAlgk −→ Sets. The functor S which assigns to each
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geometric space X = (X,O) the functor R 7−→ Hom((SpecR,OR),X) establishes an
equivalence between geometric schemes and functorial schemes.

Representable morphisms in B are corepresentable functors CAlgk −→ Sets. The
functor S induces an equivalence of the category of semi-separated schemes (cf. 7.4.1.1)
and the category of locally (A,F)-representable objects of B.

Replacing the Zariski pretopology TZ by its finite version, TZf
, we obtain a full sub-

category of the category of locally A-affine objects formed by quasi-finite locally A-affine
objects. The functor S induces an equivalence of this category and the category of quasi-
compact geometric schemes. The functor S induces an equivalence of the category of
2-locally (A,TZf

)-affine objects and the category of quasi-compact, quasi-separated geo-
metric schemes.

7.5. Standard noncommutative examples. We take as A the category Affk =
Algopk opposite to the category of associative unital k-algebras, together with one of the
canonical quasi-pretopologies defined below.

7.5.1. The fpqc quasi-pretopology on Affk = Algopk . We call the image in Affk
of a set of k-algebra morphisms {R −→ Ri | i ∈ J} an fpqc cover if all morphisms R −→ Ri
are flat (i.e. Ri is a flat right R-module), and there is a finite subset I of J such that the
family of functors {Ri ⊗R | i ∈ I} is conservative. The composition of fpqc covers is
an fpqc cover, and any faithfully flat k-algebra morphism R −→ S forms an fpqc cover.
Thus, fpqc covers form a quasi-pretopology which we denote by τ

fpqc
.

7.5.1.1. The lqc pretopology. We call an fpqc cover {R∨
i −→ R∨ | i ∈ J} an lqc

cover if the corresponding k-algebra morphisms R −→ Ri are localizations, or, equivalently,
the corresponding ’restriction of scalars’ functors Ri −mod −→ R −mod are full (hence
fully faithful). It follows from [R4, 2.6.3.1] that lqc covers form pretopology on Affk which
we denote by τ

lqc
.

7.5.2. The fppf quasi-pretopology and Zariski pretopology. We call an fpqc
cover {R −→ Ri | i ∈ J} an fppf cover if it consists of finitely presentable morphisms. We
denote the fppf quasi-pretopology by τfppf .

A set of algebra morphisms {R −→ Ri | i ∈ J} defines a Zariski cover if it consists of
finitely presentable localizations and the family of functors {Ri⊗R | i ∈ J} is conservative.
Zariski covers form a pretopology which we denote by τZ and call it the Zariski pretopology.

7.5.3. Noncommutative schemes as presheaves of sets. Let B be the category
NEspk of sheaves of sets on Affk for fpqc quasi-pretopology. In other words, objects of
B are functors Algk −→ Sets which preserve finite products, and for any faithfully flat
k-algebra morphism R −→ T , the diagram

X(R) −−−→ X(T ) −−−→−−−→ X(T ⋆
R
T ) (1)
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is exact. The functor A
F
−→ B is the Yoneda embedding, R 7−→ Algk(R,−).

Let τo
Z
denote the pretopology on B coinduced by the Zariski pretopology τ

Z
via the

functor F. We define schemes as locally (A, τo
Z
)-affine objects of B.

7.5.4. A remark on fpqc-locally affine spaces. Let the category B and the

functor A
F
−→ B be the same as in 7.5.3. But, we take the fpqc quasi-pretopology on

A = Affk instead of the Zariski pretopology. Let τo
fpqc

denote the pretopology coinduced
on B by the fpqc quasi-pretopology on A = Aop. Applying the formalism of 7.1, we obtain
locally (A, τo

fpqc
)-affine spaces. This approach, however, is less satisfactory in the case of

general fpqc covers, than in the case of Zariski covers. The reason is that fpqc covers do
not form a pretopology; hence the operation of coinduction decimates the original quasi-
pretopology on Affk. Fortunately, this inconvenience is easily avoided by defining fpqc
quasi-pretopology directly on the category B.

8. Locally affine ’spaces’ and schemes.

8.1. Flat quasi-pretopologies in |Cat|o. Let B = |Cat|o. We call a set of

morphisms {Ui
ui→ X | i ∈ J} in |Cat|o a weakly flat cover if all ui are weakly flat and the

set of their inverse image functors, {u∗i | i ∈ J}, is conservative. This defines a weakly flat
quasi-pretopology, τw, on the category |Cat|o.

8.1.1. Naive finiteness conditions. We call a weakly flat cover an fpqc cover, if
it contains a finite subcover. We denote the corresponding quasi-pretopology by τ

fpqc
.

Let E be a set of types of diagrams. We denote by τE
fpqc

the quasi-pretopology defined

as follows: {Ui
ui−→ X | i ∈ J} belongs to τE

fpqc
iff it is a weakly flat fpqc cover such that

all direct image functors, ui∗ preserve colimits from E.
We denote by τaf

fpqc
the quasi-pretopology formed by weakly flat fpqc covers which

consist of affine morphisms. We denote by τw1 the quasi-pretopology generated by weakly
flat covers which consist of one morphism.

Finally, we denote by τaf1 the quasi-pretopology generated by weakly flat covers which
consist of one affine morphism.

8.1.2. Semi-separated covers. A weakly flat cover {Ui
ui→ X | i ∈ J} is called

semi-separated if all morphisms Ui
ui→ X are affine. We denote the corresponding quasi-

pretopology by τaf .

8.1.3. Proposition. Let U = {Ui
ui→ X | i ∈ J} be a weakly flat cover and

U =
∐

i∈J

Ui
u
−→ X the canonical morphism corresponding to the cover U.

(a) If the category CX has products of J objects, then the morphism U
u
−→ X is weakly

flat and conservative.
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(b) If the category CX is additive and the cover U is finite and semi-separated (i.e.

every morphism ui is affine), then the morphism U
u
−→ X is affine.

Proof. The family of inverse image functors U = {CX
u∗
i−→ CUi | i ∈ J} is conservative

iff the corresponding functor

CX
u∗

−−−→
∏

i∈J

CUi = CU , x 7−→ (u∗i (x)|i ∈ J),

is conservative. Similarly, the functors u∗i preserve kernels of coreflexive pairs of arrows for
all i ∈ J iff the functor u∗ has the same property.

(a) Suppose the category CX has products of J objects. Then the functor

∏

i∈J

CUi = CU

u∗

−−−→ CX , (ai|i ∈ J) 7−→
∏

i∈J

ui∗(ai),

is a right adjoint to the functor u∗.
(b) If every direct image functor ui∗ is conservative, then the functor u∗ is conservative.

If the category CX is additive and the cover U = {CX
u∗
i−→ CUi | i ∈ J} is finite, then

u∗(ai|i ∈ J) =
∐

i∈J

ui∗(ai) for any object (ai|i ∈ J) of the category CU , and for any object

x of the category CX , we have:

CX
(
u∗(ai|i ∈ J), x

)
= CX

(∐

i∈J

ui∗(ai), x
)
≃

∏

i∈J

CX
(
ui∗(ai), x

)
≃

∏

i∈J

CX(ai, u
!
i(x)) = CU

(
(ai|i ∈ J), (u

!
i(x)|i ∈ J)

)
.

Here u!i is a right adjoint to the direct image functor ui∗. This shows that the functor

CX
u!

−−−→ CU , x 7−→ (u!i(x)|i ∈ J),

is a right adjoint to the functor u∗.

8.2. Locally affine morphisms. Relative schemes. Fix a ’space’ S, and consider
the category B = |Cat|oS . Recall that |Cat|oS is a full subcategory of |Cat|o/S whose

objects are pairs (X, f), where X
f
−→ S is a continuous morphism.
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8.2.0. The choices of ’local’ objects. We assume that the category CS has
cokernels of reflexive pairs of arrows. There are two extreme choices of the category
of ’local’ (or ’affine’) objects A. The largest (in a certain sense) choice is the category
A = AffwS of weakly affine morphisms to S. The other extremity is the category AffS of
affine morphisms to S (as in 8.9.3).

8.2.0.1. Generic intermediate choices. These are categories AffS
S , where S is

a set of types of diagrams: objects of AffS
S are pairs (X, f), where f is a weakly affine

morphism X −→ S such that f∗ is preserves colimits of diagrams of S.

In each of these cases, the functor A
F
−→ B is the inclusion functor.

8.2.0.2. Important special case. We assume that the category CS has cokernels of
reflexive pairs of arrows and countable coproducts and ’local’ objects are pair (X, f), where
f is a weakly affine morphism X −→ S such that f∗ is preserves countable coproducts.

8.2.1. Canonical flat quasi-pretopologies. Any quasi-pretopology on |Cat|o

induces a quasi–pretopology on |Cat|o/S. In particular, each of the canonical quasi-
pretopologies on |Cat|o induces a canonical quasi-pretopology on the category B = |Cat|oS .
Thus, we have the quasi-pretopology τ

fpqc
given by finite weakly flat covers and its ver-

sions, τE
fpqc

and τaf
fpqc

(cf. 8.1.1). Taking covers formed by F-finitely presentable morphism,

we obtain the quasi-pretopologies respectively τ
fppf

, τE
fppf

and τaf
fppf

.

8.2.2. Flat Zariski covers. We call a conservative set {Ui
ui−→ X | i ∈ J} of

morphisms of |Cat|oS a flat Zariski cover, if all morphisms ui are locally finitely presentable
exact localizations. Zariski covers form a quasi-pretopology, τZ.

8.2.3. Locally affine S-’spaces’. In this subsection, A = AffS .

We call an object (X,X
f
→ S) of the category B = |Cat|oS a locally affine S-’space’,

if it is a locally A-affine object of |Cat|oS for the quasi-pretopology τ
fppf

.

An object (X,X
f
→ S) of |Cat|oS is called a semi-separated locally affine S-’space’, if

it is a locally A-affine object of |Cat|oS with respect to the quasi-pretopology τaf
fppf

.

In other words, the S-’space’ (X,X
f
→ S) has a finite weakly flat Aff

S
-affine fppf

cover, which consists of affine morphisms.

8.2.4. Relative schemes. We call an object (X,X
f
→ S) of the category |Cat|oS an

S-scheme, if it is a locally A-affine object of |Cat|oS with respect to the quasi-pretopology
τZ and A = AffS .

8.2.5. Special cases. Taking Zariski covers which are covers in resp. τE
fppf

and τaf
fppf

,

we obtain the corresponding versions of Zariski quasi-pretopology resp. τEZ and τafZ .
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We call an object (X,X
f
→ S) of |Cat|o/S a semi-separated S-scheme, if it is a locally

A-affine object of |Cat|o/S with respect to the quasi-pretopology τaf
Z

and A = AffS . In

other words, (X,X
f
→ S) has a weakly flat AffS-affine Zariski cover which consists of

finitely presentably affine localizations.

8.3. Locally S-affine ’spaces’ and schemes. Fix an object S of the category
B = |Cat|o. One can take as A the category AffS , AffwS , or AffS

S for some set S of types

of diagrams. This time, A
F
−→ B is the natural functor which maps an object (X,X → S)

of the category A to X. We call an object X of B S-locally affine ’space’ if it is a locally
(A,F)-affine object with respect to the quasi-pretopology τ

fppf
.

We call a conservative set {F(Ui)
ui−→ X | i ∈ J} of morphisms of |Cat|oS a Zariski

cover, if all morphisms ui are (A,F)-finitely presentable localizations. Zariski covers form
a quasi-pretopology which we denote by τZ, as in the relative case sketched in 8.2.4.

We call an object (X,X
f
→ S) of the category |Cat|oS an S-scheme, if it is a locally

A-affine object of |Cat|oS with respect to the quasi-pretopology τZ and A = AffS .

8.3.1. Locally affine Z-spaces and Z-schemes. Let S = SpZ (i.e. CS is the
category of abelian groups). We call an object X of B locally affine Z-space (resp. a Z-
scheme) if it is a locally A-affine object with respect to the quasi-pretopology τ

fpqc
(resp.

the Zariski quasi-pretopology τZ).

8.3.2. Note. Let A be the category Affk = Algopk , and let F be the functor Sp which
assigns to each associative unital k-algebra its categoric spectrum. Then the category of
locally (A,F)-affine ’spaces’ is isomorphic to the category of locally affine Z-’spaces’ defined
in 8.3.1. Similarly, the category of (A,F)-schemes (defined in an obvious way) is isomorphic
to the category of Z-schemes.

8.4. The structure of locally affine ’spaces’. Fix a ’space’ S. Let A be the
category AffS of affine morphisms to S, or the category AffS

S for some set of diagram

types S, and let A
F
−→ B = |Cat|o be the forgetful functor (X,X → S) 7−→ X.

Suppose that CS has finite products and cokernels of reflexive pairs of arrows. Let

{F(Ui, ūi) = Ui
ui−→ X | i ∈ J} be a finite A-cover of X, and let U =

∐

i∈J

Ui
u
−→ X be the

corresponding morphism. If CX has finite products, then u is a continuous morphism (see
8.1.3), hence u is weakly flat and conservative. By Beck’s theorem, X is isomorphic to
Spo(U\Gu); i.e. the category CX is equivalent to the category of (U\Gu)-comodules.

8.5. Examples: NC schemes associated with a semi-simple Lie algebra. Let
g be a semi-simple Lie algebra over a field k of zero characteristic and Uq(g) the quantized
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enveloping algebra of g. Let G denote the lattice of integral weights of g andR the G-graded

algebra of ”functions” on quantum base affine ’space’: R =
⊕

λ∈G+

Rλ (see I.1.7).

8.5.1. The quantum base affine ’space’. The quantum base affine ’space’,
Cone(R+), is a noncommutative scheme over k. Its canonical affine cover

Sp(S−1
w R) −−−→ Cone(R+), w ∈W, (1)

is described in I.1.7.1.

8.5.2. The natural D-scheme over the base affine ’space’. Let Ũq(g) denote
the extended quantized enveloping algebra of the Lie algebra g defined by

Ũq(g)
def
= Uq(g)⊗k Uq(h),

where Uq(h) is the quantized enveloping algebra of the Cartan subalgebra h of g. There

is a natural Hopf action of Ũq(g) on each simple Uq(g)-module Rλ, which defines a Hopf

action of the algebra R+. So that we have the crossed product R+#Ũq(g) and the associ-

ated quasi-affine ’space’ Cone(R+#Ũq(g)). The natural embedding R+ −→ R+#Ũq(g)
induces an affine morphism of ’spaces’

Cone(R+#Ũq(g)) −−−→ Cone(R+). (2)

The Hopf action of Ũq(g) on the algebra R+ is compatible with localizations at the

Ore sets Sw, w ∈W, which means that S−1
w (R+#Ũq(g)) ≃ S

−1
w R+#Ũq(g) for all w ∈W.

Therefore, the cover 8.5.1(1) induces an affine cover

Sp(S−1
w R#Ũq(g)) −−−→ Cone(R+#Ũq(g)), w ∈W, (3)

such that the diagrams

Sp(S−1
w R#Ũq(g)) −−−→ Cone(R+#Ũq(g))y

y
Sp(S−1

w R) −−−→ Cone(R+) w ∈W,

(4)

commute for all w ∈W.

8.5.3. The quantum flag variety and the associated D-scheme. The cover
8.5.1(1) induces a canonical affine cover of the quantum flag variety ProjG(R) of g turning
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it into a noncommutative scheme. The same cover induces also an affine cover of the
associated quantum D-scheme ProjG(R#Uq(g)), where R#Uq(g) is the crossed product
corresponding to the natural Hopf action of the quantized enveloping algebra Uq(g) on the
G-graded algebra R. All together is expressed by the diagram (4) and the commutative
diagram

Sp(S−1
w R#Ũq(g)) −−−→ Sp((S−1

w R)0#Ũq(g))y
y

Cone(R+#Ũq(g)) −−−→ ProjG(R#Uq(g)) −−−→ Sp((S−1
w R)0#Ũq(g))y

y
y

Cone(R+) −−−→ ProjG(R) −−−→ Sp((S−1
w R)0)x

x
Sp(S−1

w R) −−−→ Sp((S−1
w R)0) w ∈W,

(5)

whose all vertical arrows are affine morphisms.



Chapter III

Geometry of Presheaves of Sets.

The first three sections outline the generalities, which start with specialization of the
notions and facts of Chapter II to the case of the categories of (pre)sheaves of sets on an
arbitrary category followed by a more detailed study of their properties. In Section 1, we
discuss representable morphisms of (pre)sheaves of sets (interpreted as affine morphisms).
In Section 2, we specialize to presheaves of sets the notions of closed immersions and
semi-separated and separated morphisms introduced in Chapter II and study the invariance
properties of these classes under sheafification functors. Section 3 is dedicated to (formally)
smooth and étale morphisms and open immersions of presheaves and sheaves of sets.

In Section 4, we look at locally affine presheaves of sets on the category of noncom-
mutative affine schemes. Namely, we apply the formalism of Section 3 to three natural
pretopologies, whose covers are strictly epimorphic families of respectively smooth mor-
phisms, étale morphisms, and open immersions. As a result, we obtain the notions of
noncommutative schemes and algebraic spaces in this context.

The remaining sections are devoted to several important examples which illustrate
and motivate general notions. In Section 5, we introduce several important affine (that
is representable) constructions – vector fibers, inner homs, isomorphisms, which serve as
building blocks for the locally affine ’spaces’ considered here. In Section 6, we introduce
and study the noncommutative Grassmannian, which is one of important examples of a
noncommutative locally affine space. In Section 7, we introduce noncommutative flag vari-
eties. In Section 8, we follow with the generic Grassmannians associated to modules. The
generic Grassmannians are noncommutative versions of the Grothendieck’s Quot schemes.
Section 9 gives an introduction to generic flags. In Section 10, we apply some results on
generic flags to the ’usual’ noncommutative flag varieties – those introduced in Section 7.

In connection with generic flags, we discuss, in Section 11, Stiefel schemes and observe
that they coincide with the canonical affine cover of generic flags of certain type.

In Section 12, ”Remarks and observations”, we start with a short summary of common
properties of all our examples – generic and non-generic flag varieties and (as their special
cases) Grassmannians and then continue with functorial properties of the canonical covers
of these varieties and the action of GL. We conclude the Chapter with passing from the
”toy” noncommutative Grassmannian and flag varieties to the ”real” ones; that is we pass
from the presheaves described in the previous sections to their associated sheaves for a
relevant topology. Apparently, the most relevant topology for the examples of this chapter
is the smooth topology.
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1. Representable and semi-separated morphisms of (pre)sheaves.

Here we discuss in greater detail the notions introduced at the end of Section II.2 in
the case when the ”local data” is the Yoneda embedding of a category A into the category
A∧ of presheaves of sets on A. For readers’ convenience, some notions are reformulated
directly in this setting.

1.1. Representable morphisms. Let P be a class of morphisms of the category
A closed under arbitrary pull-backs. A morphism F −→ G of presheaves of sets on A is
called representable by morphisms of P, if for any X̂ −→ G, the projection F ×G X̂ −→ X̂
is of the form û for a morphism u ∈ P. In particular, the presheaf F ×G X̂ is representable.

We denote by P∧ the class of all morphisms of A∧ representable by morphisms of P.
Clearly, a morphism X̂ −→ Ŷ belongs to P∧ iff it is of the form ŵ for w ∈ P.

1.1.1. Proposition. (i) The class P∧ is invariant under the base change: if a
morphism F −→ G belongs to P∧ and H −→ G is an arbitrary morphism, then the
projection H ×G F −→ H belongs to P∧.

(ii) If P is closed under composition, then P∧ has the same property.

Proof. The assertion is a special case of II.2.1.

1.1.2. Standard examples. 1) The class M = M(A) of all monomorphisms of the
category A is closed under pull-backs and composition.

2) Same holds for the class Eu = Eu(A) of universal epimorphisms. Recall that a

morphism X
f
−→ Y is called a universal epimorphism if for any morphism V −→ Y ,

there exists a fiber product X ×Y V and the canonical projection X ×Y V −→ V is an
epimorphism.

1.2. Representable morphisms of presheaves of sets. Let A be a category
with pull-backs, and let P be the class of all morphisms of A. In this case, we call
P-representable morphisms of presheaves simply representable, or, sometimes, affine. It
follows that a presheaf morphism F −→ G is representable iff for any object X of A and
for any morphism X̂ −→ G, the presheaf F ×G X̂ is representable.

1.2.1. Lemma. Let A be a category with finite limits, and let G be a presheaf of sets
on a category A. The following conditions are equivalent:

(a) For every object X of A, any morphism X̂ −→ G is representable.
(b) The diagonal morphism

G
∆G
−−−→ G×G

is representable.
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Proof. The assertion is a special case of II.2.6.2.

1.2.2. Semiseparated presheaves and morphisms of presheaves. Specializing
the notions of II.2.6.1 and II.2.6.3, we obtain the following:

(a) A presheaf of sets G on a category A is semi-separated, if the diagonal morphism

G
∆G
−−−→ G×G

is representable.

(b) A presheaf morphism G
f
−→ F is semi-separated, if the diagonal morphism

G
∆f

−−−→ K2(f) = G ×F G

is representable.

Let • denote the constant presheaf Aop −→ Sets with values in a one point set –
the final object of the category A∧ of presheaves of sets on A. It follows that a presheaf
of sets G is semi-separated iff the (unique) morphism G −→ • is semi-separated.

1.3. Proposition. Let U
π
−→ X be a presheaf morphism and

R = U ×X U

p1

−−−→
−−−→
p2

U

its kernel pair. Consider the following conditions:
(a) the morphism U

π
−→ X is representable;

(b) the morphisms p1, p2 are representable;
(c) one of the morphisms p1, p2 is representable.

(d) the induced epimorphism U
π1−→ X1 onto the image of π is representable.

There are implications (a)⇒ (b)⇒ (c)⇒ (d)⇒ (b).

Proof. The implication (b)⇒(c) is true by a trivial reason. The implication (a)⇒(b)
holds because representable morphisms are stable under pull-backs.

(d)⇒(b). The morphism U
π
−→ X is the composition of U

π1−→ X1 and a monomor-

phism X1
j
−→ X . Therefore, the kernel pair of π1 is the same as the kernel pair of π. So

that the implication (d)⇒(b) follows from the implication (a)⇒(b).
(c)⇒(d). Let

Ṽ
ξ′

−−−→ U

π̃
y cart

y π1

V
ξ

−−−→ X1

(1)
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be a cartesian square with V representable. Suppose that R
p1
−→ U is representable. Since

U
π1−→ X1 is an epimorphism and V, being a representable, is a projective object of the

category of presheaves of sets, there exists a morphism V
γ
−→ U such that π1 ◦ γ = ξ.

Therefore, the cartesian square (1) can be decomposed into

Ṽ
ξ′′

−−−→ R
p2
−−−→ U

π̃
y cart p1

y cart
y π1

V
γ

−−−→ U
π1

−−−→ X1

with both squares cartesian (the right square is cartesian by the observation in the argu-
ment of (d)⇒ (b) above: the kernel pair of π1 is isomorphic to the kernel pair of π).

By hypothesis, the projection R
p1
−→ U is a representable morphism. Therefore, the

morphism Ṽ
π̃
−→ V, being a pull-back of p1, is representable.

1.3.1. Corollary. Let U
π
−→ X be a presheaf epimorphism and

R = U ×X U

p1

−−−→
−−−→
p2

U

its kernel pair. The following conditions are equivalent:
(a) the morphism U

π
−→ X is representable;

(b) the morphisms p1, p2 are representable;
(c) one of the morphisms p1, p2 is representable.

Proof. The assertion follows from 1.3.

1.3.2. Corollary. Let U
π
−→ X be a presheaf epimorphism with representable U .

Then π is representable iff the object of relations R = U ×X U is representable.

Proof. By 1.3.1, a presheaf epimorphism U
π
−→ X is representable iff the projections

R = U ×X U

p1

−−−→
−−−→
p2

U

are representable. If U is representable, then the projections p1, p2 are representable iff
R = U ×X U is representable.

1.3.3. Note. In 1.3, ’representable’ can be replaced by ’P-representable’, where
P is any class of morphisms of the category CX stable under pull-backs along arbitrary
morphisms. For instance, one can take as P the class of formally M-smooth, or the class
of formally M-étale morphisms for some class of morphisms M.
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1.4. Representable morphisms of presheaves and their associated sheaves.

1.4.0. Right exact structures. Recall that a right exact structure on a category A
is a class EA of strict epimorphisms which contains all isomorphisms and is stable under
compositions and arbitrary pull-backs. In other words, morphisms of EA are covers of a
subcanonical pretopology on A. The elements of EA are called deflations.

1.4.1. Proposition. Let (A,EA) be a right exact category.

1) Suppose that every pair M
t1
−→
−→
t2

N of deflations has a cokernel. Let U
π
−→ X be

an epimorphism of sheaves of sets on (A,EA) and

U
π1−→ X1

j
−→ X

its natural decomposition into an epimorphism and a monomorphism of presheaves. The
following conditions are equivalent:

(a) the morphism U
π
−→ X is representable;

(b) the morphisms R = U ×X U
p1
−→
−→
p2

U are representable;

(c) one of the morphisms p1, p2 is representable.

(d) the presheaf epimorphism U
π1−→ X1 onto the image of π is representable.

2) The sheafification functor maps representable morphisms of presheaves of sets to
representable morphisms of sheaves.

Proof. 1) The equivalence of the conditions (b), (c) and (d) and the fact that (a)
implies them are established in 1.3. It remains to show that

(d)⇒(a). Let N̂ = A(−,N ) for an object N of A and N̂
ξ
−→ X an arbitrary sheaf

morphism. The claim is that, if the presheaf epimorphism U
π1−→ X1 is representable,

then the pull-back of the sheaf epimorphism U
π
−→ X along ξ is representable.

Consider the decomposition of this pull-back into two cartesian squares:

N
π̃1

−−−→ N1

j̃
−−−→ N̂

ξ′′
y cart

y ξ′ cart
y ξ

U
π1

−−−→ X1

j
−−−→ X

The sheafification functor, q∗, maps j to isomorphism, which implies, thanks to the

exactness of q∗, that it maps j̃ to an isomorphism. The latter means that N1
j̃
−→ N̂ is

a refinement of N̂ . Therefore, there exists a deflation M
t
−→ N such that M̂

t̂
−→ N̂
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factors through N1
j̃
−→ N̂ . In other words, there is a morphism M̂

u
−→ N1 whose

composition with N1
j̃
−→ N̂ coincides with M̂

t̂
−→ N̂ . We have a diagram

M
π2

−−−→ M̂
id
−−−→ M̂

u′
y cart

y u
y t̂

N
π̃1

−−−→ N1

j̃
−−−→ N̂

ξ′′
y cart

y ξ′ cart
y ξ

U
π1

−−−→ X1

j
−−−→ X

(1)

whose lower squares and the left upper square are cartesian.

Notice that the kernel pair K2(u) = M̂×N1 M̂
−→
−→ M̂ of the morphism M̂

u
−→ N1

is isomorphic to the kernel pair K2(̂t) = M̂×N̂
M̂ −→
−→ M̂ of the morphism M̂

t̂
−→ N̂ .

The latter can be identified with the image of the kernel pair K2(t)
t1
−→
−→
t2

M of the

morphism M
t
−→ N . Thus, we have a commutative diagram

K2(u
′)

û1

−−−→
−−−→

û2

M
u′

−−−→ N
ξ′′

−−−→ U

K2(p
′
1)

y cart π2

y cart π̃1

y cart
y π1

K2(û)

t̂1

−−−→
−−−→

t̂2

M̂
u

−−−→ N1

ξ′

−−−→ X1

id
y id

y j̃
y

y j

K2(̂t)

t̂1

−−−→
−−−→

t̂2

M̂
t̂

−−−→ N̂
ξ

−−−→ X

(2)

with four cartesian squares. The left upper cartesian square means that the squares

K2(u
′)

K2(π
′
1)

−−−→ K2(̂t)

ûi

y cart
y t̂i

M
π2

−−−→ M̂
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are cartesian, i = 1, 2.

Suppose now that the condition (d) holds; that is the morphism U
π1−→ X1 is repre-

sentable. Then all horizontal arrows of the diagram (2) above U
π1−→ X1 are representable.

Since M̂ and K2(̂t) = K̂2(t) are representable presheaves, this implies that the presheaves

M and K2(u
′) are representable. That is we can set M = M̂1 and K2(u

′) = K̂ for some ob-
jectsM1, K of the category A; and the upper left cartesian double square of the diagram
(2) is the image of the double cartesian square

K −−−→ K2(t)

u2

y
y u1 cart t2

y
yt1

M1 −−−→ M

(3)

of the category A. Notice that the vertical arrows u1, u2 are deflations, because they are
pull-backs of deflations respectively t1 and t2. Therefore, by hypothesis, the pair of arrows

K
u1
−→
−→
u2

M1 in the diagram (3) has a cokernel, M1
v
−→ N1. So, we have a commutative

diagram

K̂

û1

−−−→
−−−→

û2

M̂1

v̂
−−−→ N̂1

y cart
y

y

K̂2(t)

t̂1

−−−→
−−−→

t̂2

M̂
t̂

−−−→ N̂

of representable sheaves whose rows are exact diagrams. In particular, there exists a unique

morphism N̂1
j1−→ N such that its composition with M = M̂1

v̂
−→ N̂1 coincides with

the morphism M
u′

−→ N in the upper row of the diagram (2). The sheafification functor is

exact. In particular, it maps the canonical morphism N̂1
j1−→ N to an isomorphism. Since

the pretopology EA is subcanonical, every representable presheaf is a sheaf. The presheafN
is a sheaf, because it is a pull-back of a sheaf morphism along a sheaf morphism. Therefore,
j1 is an isomorphism; i.e. N is a representable sheaf.

2) Let X
f
−→ Y be a representable morphisms of presheaves of sets and Xa fa

−→ Ya

the corresponding morphism of associated sheaves. The claim is that the pull-back of

Xa fa

−→ Ya along an arbitrary morphism N̂ = A(−,N )
ξ
−→ Ya is representable.
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Consider the commutative diagram

M̃
K2(π

′
1)

−−−→ Ker(ût1, ût2)
j

−−−→ K2(̂t)
id
−−−→ K2(̂t)

ṽ2

y
y ṽ1 cart t̂2 ◦ j

y
y t̂1 ◦ j t̂2

y
ŷt1 t̂2

y
y t̂1

M
f

−−−→ M̂
id
−−−→ M̂

id
−−−→ M̂

v
y cart

y u
y t′

y t̂

X̃
f̃

−−−→ Ỹ
η̃e
−−−→ Y1

η̃m
−−−→ N̂y cart

y cart
y cart

y ξ

X
f

−−−→ Y
ηe
−−−→ Y1

ηm
−−−→ Ya

(4)

Here Y
ηe
−→ Y1

ηm
−→ Ya is the presentation of the adjunction morphism Y

ηaY
−→ Ya as

the composition of a presheaf epimorphism, ηe, and a presheaf monomorphism, ηm. The

arrow M
t
−→ N is a deflation which factors through the monomorphism Y1

ηm
−→ Ya

(its existence argued in 1) above). The arrow M̂
u
−→ Ỹ is due to the fact that M̂ is a

projective object in the category of presheaves of sets and Ỹ
η̃e
−→ Y1 is an isomorphism.

Finally, Ker(ût1, ût2)
j

−−−→ K2(̂t) is the canonical monomorphism.

By hypothesis, the morphism X
f
−→ Y is representable; so that all horizontal arrows

above f in the diagram (4) are representable. In particular, the presheafM is representable.
The sheafification functor maps the horizontal arrows of the central and right parts

of the diagram (4), in particular, Ker(ût1, ût2)
j

−−−→ K2(̂t), to isomorphisms. So that
the sheaf Ker(ût1, ût2)

a is representable. Since the sheafification functor is exact, in

particular it preserves cartesian squares, the sheaf M̃a is representable too.
Thus, the image of the diagram (4) by the sheafification functor is equivalent to the

diagram

M̃a

v̂1

−−−→
−−−→

v̂2

M
v̂

−−−→ X̃a −−−→ Xa

y cart
y cart

y cart
y fa

K̂2(t)

t̂1

−−−→
−−−→

t̂2

M̂
t̂

−−−→ N̂
ξ

−−−→ Ya

with cartesian squares. Therefore, the sheaf Ỹa is representable.
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1.4.2. Remarks. (i) If EA is a trivial right exact structure, that is all deflations are
isomorphisms, then the category of sheaves of sets on (A,EA) coincides with the category
of presheaves of sets on A. In this case, the first assertion of 1.4.1 coincides with 1.3.1.

(ii) In 1.4.1, a right exact structure can be replaced by a subcanonical pretopology
τ on the category A with the condition (in the first assertion) that colimits of (certain)
diagrams formed by arrows of covers exist in A. The argument follows the same lines.

1.5. Proposition. Let τ be a subcanonical (pre)topology on a category A. If a

morphism X
f
−→ Y of presheaves of sets on A is representable and Y is a sheaf on

(A, τ), then X is a sheaf on (A, τ) too.

Proof. (a) Let Xa denote the sheaf associated with the presheaf X and X
ηaX
−−−→ Xa

the adjunction morphism. Let

X̃
f̃

−−−→ Ỹ

ξ′
y cart

y ξ

X
f

−−−→ Y

(1)

be a cartesian square. If the morphism f and the presheaf Ỹ are representable, then the
presheaf X̃ is representable. By hypothesis, the (pre)topology τ is subcanonical, that is
representable presheaves are sheaves. Therefore, the sheafification functor maps (1) to a
cartesian square, which is isomorphic to

X̃
f̃

−−−→ Ŷ

ηaX ◦ ξ
′
y cart

y ηaY ◦ ξ

Xa
fa

−−−→ Ya

(2)

That is the pull-back of X
f
−→ Y along Ỹ

ξ
−→ Y coincides with the pull-back of the

associated sheaf morphism Xa fa

−→ Ya along the composition ηaY ◦ ξ.

(b) Let M̂ = A(−,M) for some M ∈ ObA, and let M̂
γ
−→ Xa be an arbitrary

(pre)sheaf morphism. Consider the diagram

M̂
jγ
−−−→ X̃

f̃
−−−→ M̂

γ′′
y cart

y fa ◦ γ

Xa
fa

−−−→ Ya

(3)



128 Chapter 3

with cartesian square, where M̂
jγ
−→ X̃ is a unique morphism satisfying the equalities

γ′′ ◦ jγ = γ and f̃ ◦ jγ = id
M̂
.

Suppose that Y is a sheaf and the morphism X
f
−→ Y of presheaves of sets is

representable. Then, identifying Y with Ya, we have, by the argument (a) above, a
commutative diagram

M̂
jγ
−−−→ X̃

f̃
−−−→ M̂

γ
y uγ

y cart
y fa ◦ γ

Xa
ηaX
←−−− X

f
−−−→ Y

(4)

with cartesian right square. The diagram (4) shows that the (arbitrarily chosen) mor-

phism M̂
γ
−→ Xa factors through the adjunction morphism X

ηaX−→ Xa. This factor-
ization is unique. Since every presheaf of sets is the colimit of (the canonical diagram

of) representable presheaves, this shows that the adjunction morphism X
ηaX−→ Xa is an

isomorphism.

1.6. Proposition. Let τ be a subcanonical (pre)topology on a category A. If a

morphism X
f
−→ Y of presheaves of sets on A is representable, then the square

X
ηaX
−−−→ Xa

f
y

y fa

Y
ηaY
−−−→ Ya

(1)

is cartesian.

Proof. (a) For an arbitrary morphism N̂ = A(−,N )
ξ
−→ Y, consider the diagram

X̃
ξ̃

−−−→ X
ηaX
−−−→ Xa

f1

y cart f
y

y fa

N̂
ξ

−−−→ Y
ηaY
−−−→ Ya

(2)

of presheaf morphisms with a cartesian left square.
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If the morphism X
f
−→ Y is representable, then the square

X̃
ηaX◦ξ̃
−−−→ Xa

f1

y
y fa

N̂
ηaY◦ξ

−−−→ Ya

(3)

is cartesian. In fact, since the left square in (2) is cartesian and the morphism X
f
−→ Y

is representable, the presheaf X̃ is representable, hence it is a sheaf. The sheafification
functor maps cartesian squares to cartesian squares; and it maps the left square of the
diagram (1) to the square isomorphic to (2).

(b) Let

X1

γ1
−−−→ X

f̃
y

y f

Y1
γ

−−−→ Y

(4)

be a diagram of presheaves of sets such that the composition of (3) with every cartesian
square

X2

ψ1

−−−→ X1

f′
y cart

y f̃

N̂
ψ

−−−→ Y1

(where N̂ = A(−,N )) is a cartesian square. Then the square (4) is cartesian.

(b1) Since every presheaf of sets is the colimit of a canonical diagram of representable
presheaves, it suffices to show that for any commutative square

N̂
λ

−−−→ X

ψ
y

y f

Y1
γ

−−−→ Y

(5)

with a representable presheaf in the left upper corner, there exist a unique morphism

N̂
ξ
−→ X1 such that f̃ ◦ ξ = ψ and γ1 ◦ ξ = λ.

(b2) We start with the existence of such morphism N̂
ξ
−→ X1.
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By hypothesis, the composition of the squares

X2

ψ1

−−−→ X1

γ1
−−−→ X

f′
y cart

y f̃
y f

N̂
ψ

−−−→ Y1
γ

−−−→ Y

(6)

is a cartesian square. Therefore, it follows from the commutativity of the square (5) that

there exists a unique morphism N̂
j
−→ X2 such that

f′ ◦ j = id
N̂

and (γ1 ◦ ψ1) ◦ j = λ.

So that

f̃ ◦ (ψ1 ◦ j) = λ and f̃ ◦ (ψ1 ◦ j) = (̃f ◦ ψ1) ◦ j = (ψ ◦ f′) ◦ j = ψ ◦ (f′ ◦ j) = ψ,

which shows that ξ = ψ1 ◦ j satisfies the required conditions.

(b3) It remains to show that a morphism N̂
ξ
−→ X1 satisfying the equalities f̃◦ξ = ψ

and γ1 ◦ ξ = λ is unique.
In fact, the equality f̃ ◦ ξ = ψ applied to the left, cartesian, square of the diagram

(8) implies the there exists a unique morphism N̂
jξ
−→ X2 such that ξ = ψ1 ◦ jξ and

f′ ◦ jξ = id
N̂
. So that we have the equalities:

λ = γ1 ◦ ξ = (γ1 ◦ ψ1) ◦ jξ and f′ ◦ jξ = id
N̂
.

since, by hypothesis, the composition

X2

γ1◦ψ1

−−−→ X

f′
y cart

y f

N̂
γ◦ψ
−−−→ Y

(7)

of the squares (6) is cartesian, the morphism N̂
jξ
−→ X2 is uniquely determined by the

arrows of the square (7).

(c) It follows from (a) and (b) that if a morphism X
f
−→ Y of presheaves of sets is a

representable, then the square (1) is cartesian.

1.6.1. Corollary. Let τ be a subcanonical (pre)topology on a category A. The

following conditions on a morphism X
f
−→ Y of presheaves of sets on A are equivalent:
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(a) The morphism X
f
−→ Y is representable.

(b) The associated sheaf morphism, Xa fa

−→ Ya, is representable and the square

X
ηaX
−−−→ Xa

f
y

y fa

Y
ηaY
−−−→ Ya

(1)

is cartesian.

Proof. (a)⇒(b). If X
f
−→ Y is a representable morphism, then, by 1.4.1 2), the

associated sheaf morphism Xa fa

−→ Ya, is representable, and, by 1.6, the square (1) is
cartesian.

(b)⇒(a). The implication follows from the fact that the class of representable mor-
phisms is stable under pull-backs: if the right vertical arrow of the square (1) is repre-
sentable and the square is cartesian, then the left vertical arrow of the square (1) is also
representable.

2. Closed immersions and separated morphisms

2.1. Closed immersions of presheaves of sets. Let F, G be presheaves of sets
on A. We call a morphism F −→ G a closed immersion, if it belongs to M∧

s , i.e. if it is

representable by strict monomorphisms. In particular, a closed immersion X̂ −→ Ŷ of
representable presheaves is of the form û, where u is a strict monomorphism.

2.2. Separated morphisms and separated presheaves. Let X, Y be presheaves

of sets on a category A. A morphism X
f
−→ Y is called separated if the natural morphism

X
∆f
−→ X×Y X is a closed immersion. A presheaf of setsX on A is separated if the diagonal

morphism X −→ X ×X is a closed immersion.
It follows that a presheaf of sets X is separated iff the (unique) morphism X to the

final object • is separated (see 1.2.2).

2.3. Proposition. Let U
π
−→ X be a presheaf morphism and

K2(π) = U ×X U

p1

−−−→
−−−→
p2

U

its kernel pair.
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(a) If X is separated, then the natural embedding

K2(π) = U ×X U
jπ
−−−→ U × U

is a closed immersion.

(b) If U
π
−→ X is an epimorphism, then the converse is true.

Proof. (a) The assertion is a special case of II.2.7.2.

(b) Suppose now that U
π
−→ X is an epimorphism and K2(π)

jπ
−−−→ U×U is a closed

immersion. The claim is that X is separated, i.e. X
∆X

−−−→ X× X is a closed immersion.

In fact, let Z be a representable presheaf and Z
ξ
−→ X × X a presheaf morphism.

Since Z is a projective object of the category of presheaves and, by hypothesis, U
π
−→ X

is a presheaf epimorphism, the morphism Z
ξ
−→ X × X factors through the epimorphism

U×U
π×π
−−−→ X×X; that is ξ = (π×π)◦ ξ̃. So that the pull-back of the diagonal morphism

X
∆X

−−−→ X×X along Z
ξ
−→ X×X is the left vertical arrow in the commutative diagram

Z̃ −−−→ K2(π)
π◦p1
−−−→ Xy cart jπ

y cart
y ∆X

Z
ξ̃

−−−→ U × U
π×π
−−−→ X× X

(3)

whose both squares are cartesian. Since, by hypothesis, K2(π)
jπ
−−−→ U × U is a closed

immersion and the left square of (3) is cartesian, the left vertical arrow of (3) is a closed
immersion of representable presheaves.

2.4. Proposition. Let (A, τ) be a right exact category. Suppose that every monomor-
phism of the category A has a cokernel pair. Then the sheafification functor maps closed
immersions to closed immersions and separated morphisms to separated morphisms.

In particular, if X is a separated presheaf of sets on A, then its associated sheaf X a

is separated.

Proof. (a) Let X
f
−→ Y be a closed immersion of presheaves and X a fa

−→ Ya the

corresponding morphism of associated sheaves. By 1.4.1, the morphism X a fa

−→ Ya is
representable. The claim is that it is representable by strict monomorphisms.
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For any morphism N̂
ξ
−→ Ya, we have a commutative diagram

K2(v̂)

v̂1

−−−→
−−−→

v̂2

M̂
v̂

−−−→ N̂
ξ′

−−−→ X a

f̂3

y cart f̂2

y cart
y f̂1 cart

y fa

K2(̂t)

t̂1

−−−→
−−−→

t̂2

M̂
t̂

−−−→ N̂
ξ

−−−→ Ya

(4)

with cartesian squares. Here M
t
−→ N is a deflation such that ξ ◦ t̂ factors through the

adjunction morphism Y
ηaY
−−−→ Ya, and M̂

ξ′◦̂v
−−−→ X a factors through the adjunction

morphism X
ηaX
−−−→ X a. The existence of such diagram follows from the proof of the

assertion 2) in 1.4.1. Moreover, it follows from the diagram 1.4.1(3) and the surrounding it

argument that the morphisms f̂2 and f̂3 in the diagram (4) are pull-backs of the morphism

X
f
−→ Y. Since, by hypothesis, X

f
−→ Y is a closed immersion, the morphisms M

f2−→M

and K2(v)
f3−→ K2(t) are strict monomorphisms. Thus, we have a diagram

K2(v)

v1

−−−→
−−−→

v2

M
v

−−−→ N

f3

y cart f2

y cart
y f1

K2(t)

t1

−−−→
−−−→

t2

M
t

−−−→ N

(5)

with cartesian squares whose horizontal arrows are deflations and two vertical arrows,
f2 and f3, are strict monomorphisms. The claim is that the remaining vertical arrow,

N
f1−→ N , is a strict monomorphism too.

(a1) Notice that N
f1−→ N is a monomorphism. In fact, let V

g1
−→
−→
g2

N be a pair of

arrows equalized by N
f1−→ N . Then we have a commutative diagram

Ṽ
γ1

−−−→
−−−→
γ2

M
f2
−−−→ M

ṽ
y cart v

y cart
y t

V
g1

−−−→
−−−→
g2

N
f1
−−−→ N

(6)
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with cartesian squares. In particular, all vertical arrows of the diagram are deflations,

hence epimorphisms. The morphism M
f2−→ M equalizes the pair of arrows Ṽ

γ1
−→
−→
γ2

M.

Therefore, since f2 is a monomorphism, γ1 = γ2. By the commutativity of the left (double)
square of (6), g1 ◦ ṽ = g2 ◦ ṽ. Since ṽ is an epimorphism, this implies that g1 = g2.

(a2) By hypothesis, monomorphisms of the category A have cokernel pairs. So that
we the diagram

K2(v)

v1

−−−→
−−−→

v2

M
v

−−−→ N

f3

y cart f2

y cart
y f1

K2(t)

t1

−−−→
−−−→

t2

M
t

−−−→ N
y
y

y
y

y
y

C2(f3)
−−−→
−−−→ C2(f2) −−−→ C2(f1)

(7)

obtained by adjoining to (5) the cokernel pairs of vertical arrows and canonical morphisms
between them. Notice that the lower squares of the diagram (7) are cartesian.

Let V
γ1
−→ N be a morphism equalizing the pair N −→−→ C2(f1). Then we have a

diagram

K2(s)

s1

−−−→
−−−→

s2

W
s

−−−→ V

γ3

y cart γ2

y cart
y γ1

K2(t)

t1

−−−→
−−−→

t2

M
t

−−−→ N
y
y cart

y
y cart

y
y

C2(f3)
−−−→
−−−→ C2(f2) −−−→ C2(f1)

(8)

formed by cartesian squares. Since the right squares of (8) are cartesian and the arrow

V
γ1
−→ N equalizes the pair N −→−→ C2(f1), the morphism W

γ2
−→ M equalizes the

pair M −→
−→ C2(f2). By a similar reason, the morphism K2(s)

γ3
−→ K2(t) equalizes the

pair K2(t) −→−→ C2(f3). Since f2 and f3 are strict monomorphisms, they are kernels of
respectively the pair M −→

−→ C2(f2) and K2(t) −→−→ C2(f3). Therefore, the morphism γ2

factors through f2 and γ3 factors through f3. Since the diagram K2(s)
s1
−→
−→
s2

W
s
−→ V is

exact, this implies that V
γ1
−→ N factors through N

f1−→ N .
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(b) Let X
f
−→ Y be a separated morphism of presheaves. By definition, this means

that the diagonal morphism X
∆f

−−−→ X ×Y X is a closed immersion. Since the sheafifi-

cation functor is left exact, it maps ∆f to the diagonal morphism X a
∆fa

−−−→ X a ×Ya X a

corresponding to X a fa

−→ Ya. Therefore, by (a), the fact that ∆f is a closed immersion

implies that X a
∆fa

−−−→ X a ×Ya X a is a closed immersion. So that X a fa

−→ Ya is a
separated morphism.

2.5. Universally strict monomorphisms. A morphism L
j
−→M of a category

A is called universally strict, if there exists a push-forward of L
j
−→M along any arrow

L
f
−→ N , and this push-forward a strict monomorphism. We denote by Mst(A) the

class of all universally strict monomorphisms the category A.
We denote by Msm(A) the class of all strict monomorphisms such that their push-

forward along any strict monomorphism exists and is a strict monomorphism.

2.5.1. Note. It follows from the definition of Msm(A) that every morphism

L
j
−→ M from Msm(A), in particular every universally strict monomorphism, has a

cokernel pair, M−→−→ C(j) and, therefore, is isomorphic to the kernel of its cokernel pair.

2.5.2. Proposition. (a) The class Msm(A) contains all isomorphisms of A and is
closed under push-forwards along strict monomorphisms and composition.

(b) The class Mst(A) of the universally strict monomorphisms contains all isomor-
phisms of A and is closed under push-forwards and composition.

Proof. The argument is the dualization of the argument of II.4.1.4.

2.5.3. Example. Let A = Affk = Algopk . So that strict monomorphisms of the
category A correspond to strict epimorphisms of k-algebras. The latter are stable under
pull-backs, which means that the class Ms(A) of strict monomorphisms coincides, in this
case, with the class Mst(A) of universally strict monomorphisms.

3. Smooth and étale morphisms. Open immersions.

3.0. The setting and the notions. Here we consider as ”local data” the canonical
embedding of a category A into the category (A, τ)∧ of sheaves of set on a presite (A, τ)
for a subcanonical pretopology τ . We identify the category A with the full subcategory of
(A, τ)∧ generated by representable presheaves. For every object L of the category A, we

denote by L̂ the presheaf A(−,L); and for every morphism L
φ
−→ M of the category A,

we denote by φ̂ the corresponding morphism L̂ −→ M̂.
We also fix a class M of ”inifinitesimal” morphisms of the category A.
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3.0.1. The notions. Applying to this setting the machinary of Sections II.3 and
II.4, we obtain the notions of (formally) smooth and (formally) étale morphisms and open
immersions of sheaves of sets, together with their general properties – invariance with
respect to base change, composition and fiber products and some other facts.

3.0.2. Formally smooth presheaves. In particular, we obtain the notions of open
immersions and smooth and étale morphisms of presheaves of sets on a category A. These
notions become considerably more convenient in the case of the category of presheaves.
The main reason for that is that the category of presheaves has enough projectives: every
representable presheaf is a projective. The following simple observation is one of the
illustrations of this thesis.

3.0.2.1. Proposition. Let F
f
−→ G be a presheaf epimorphism. If the presheaf F

is formally smooth, then G is formally smooth.

Proof. In fact, for every morphism L
φ
−→M, we have a commutative diagram

F(L)
F(φ)
−−−→ F(M)

f(L)
y

y f(M)

G(L)
G(φ)
−−−→ G(M)

whose vertical arrows are epimorphisms. If the morphism L
φ
−→M belongs to the classM

and the presheaf F is M-smooth, then the upper arrow of the diagram is an epimorphism.
Therefore, its lower arrow is an epimorphism too.

3.0.3. Effects of sheafification. On the other hand, the presheaves of sets on
affine schemes represented by spaces of (both commutative and noncommutative) algebraic
geometry are sheaves for a non-trivial topology. So that, in order to be able to use the
advantages of presheaves for studying noncommutative locally affine spaces and schemes,
we need to understand what happens with these classes of morphisms of presheaves when
we apply the sheafification functors. The rest of the section contains some observations in
this direction.

3.1. Proposition. Let τ be a subcanonical (pre)topology on a category A and M a

class of arrows of A. Let X
f
−→ Y be a representable morphism of presheaves of sets

on A and X a fa

−→ Ya the associated sheaf morphism. If the morphism X a fa

−→ Ya

is formally M-smooth (resp. formally M-étale, resp. formally M-unramified), then the

morphism X
f
−→ Y has the same property.
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Proof. By 1.6, if X
f
−→ Y is a representable presheaf morphism, then the canonical

square

X
ηaX
−−−→ X a

f
y

y fa

Y
ηaY
−−−→ Ya

(1)

is cartesian. The class of formally M-smooth (resp. formally M-étale, resp. formally
M-unramified) morphisms is closed under pull-backs.

3.2. Proposition. Let (A,EA) be a right exact category and M a class of arrows

of the category A, which is stable under pull-backs along deflations. Let X
f
−→ Y be a

morphism of presheaves of sets on A such that the canonical square

X
ηaX
−−−→ X a

f
y cart

y fa

Y
ηaY
−−−→ Ya

(1)

is cartesian. Then the presheaf morphism X
f
−→ Y is formally M-étale iff the morphism

X a fa

−→ Ya of associated sheaves is formally M-étale.

Proof. (a) If X a fa

−→ Ya is formally M-smooth, then the morphism X
f
−→ Y is

formally M-smooth, because, by hypothesis, the square (1) is cartesian, and pull-backs
of formally M-smooth morphisms are M-smooth. Same consideration works for formally
M-unramified and, therefore, for formally M-étale morphisms.

(b) Suppose now that the morphism X
f
−→ Y is formally M-étale. Let

N̂
g′

−−−→ X a

φ̂
y

y fa

N̂
g

−−−→ Ya

(2)

be a commutative diagram with φ ∈M. The claim is that there exists a unique morphism

N̂
ξ
−→ X a such that the diagram

N̂
g′

−−−→ X a

φ̂
y ξ ր

y fa

N̂
g

−−−→ Ya

(3)
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commutes.
(b1) By the argument similar to the one used in the proof of 1.4.1, there exists a

commutative diagram

M̂
t̂

−−−→ N̂

γ
y

y g

Y
ηaY
−−−→ Ya

(4)

where M
t
−→ N is a deflation.

(b2) Using the deflation M
t
−→ N from (b1) (see the diagram (4)), we extend the

commutative square (2) to the diagram

K2(û)

û1

−−−→
−−−→

û2

L̂
û

−−−→ N̂
g′

−−−→ X a

φ̂2

y cart φ̂1

y cart
y φ̂

y fa

K2(̂t)

t̂1

−−−→
−−−→

t̂2

M̂
t̂

−−−→ N̂
g

−−−→ Ya

(5)

whose central square and the left (double) square are cartesian. Since the composition

M̂
g◦̂t
−−−→ Ya equals to the composition of the morphisms M̂

γ
−→ Y

ηaY
−→ Ya (see

the diagram (4) above) and the square (1) is cartesian, there exists a unique morphism

M
γ̃
−→ X such that the diagram

L̂
û

−−−→ N̂

γ̃
y

y g′

X
ηaX
−−−→ X a

(6)

commutes. Therefore, we can associate with (5) the commutative diagram

K2(û)

û1

−−−→
−−−→

û2

L̂
γ̃

−−−→ X
ηaX
−−−→ X a

φ̂2

y cart φ̂1

y
y f

y fa

K2(̂t)

t̂1

−−−→
−−−→

t̂2

M̂
γ

−−−→ Y
ηaY
−−−→ Ya

(7)
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(b3) By hypothesis, the class M is stable under pull-backs along deflations. Therefore,

the morphisms L
φ1
−→ M̂ and K2(u)

φ2
−→ K2(t) belong to M (see the diagram (5) above).

Since, by hypothesis, the morphism X
f
−→ Y is formally M-smooth, there exists a

morphism M̂
λ
−→ X such that the diagram

L̂
γ̃

−−−→ X

φ̂1

y λ ր
y f

M̂
γ

−−−→ Y

(8)

commutes. The sheafification λa of λ can be identified with the composition M̂
ηaX ◦λ
−−−→ X a.

(b4) Suppose that the morphism X
f
−→ Y is étale. The morphism K2(u)

φ2
−→ K2(t),

being a pull-back of L̂
φ1
−→ M̂, belongs to the class M. Since there is only one morphism

K2(̂t)
β
−→ X which makes the diagram

K2(û)
γ̃

−−−→ X

φ̂2

y β ր
y f

K2(̂t)
γ

−−−→ Y

commute, λ ◦ t̂1 = λ ◦ t2. Therefore, λa ◦ t̂1 = ηaX ◦ λ ◦ t̂1 = ηaX ◦ λ ◦ t̂2 = λa ◦ t2.

Since K2(̂t)

t̂1

−−−→
−−−→

t̂2

M̂
t̂

−−−→ N̂ is an exact diagram and the sheafification functor

is exact, there exists a unique morphism N̂
ξ
−→ X a such that λa = ξ ◦ t̂.

3.3. Proposition. Let (A,EA) be a right exact category and M a class of arrows of
the category A, which is stable under pull-backs along deflations. A representable morphism

X
f
−→ Y of presheaves of sets on A is formally M-étale iff the morphism X a fa

−→ Ya of
associated sheaves is formally M-étale.

Proof. By 1.6, if X
f
−→ Y is a representable morphism, then the canonical square

X
ηaX
−−−→ X a

f
y cart

y fa

Y
ηaY
−−−→ Ya
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is cartesian. The assertion follows from 3.2.

4. Locally affine spaces represented by (pre)sheaves of sets.

4.1. Local data. The ’local data’ is the canonical full embedding of the category
A into the category B = (A,T)∧ of sheaves on (A,T), where T is a subcanonical quasi-
topology. We fix a class of arrows M of the category A.

4.2. Pretopologies. We endow the category B = (A,T)∧ with the smooth pretopol-
ogy τMsm. We shall also consider étale pretopology τMet and Zariski topology τMZ .

4.3. Locally affine spaces, schemes and algebraic spaces.

4.3.1. Algebraic spaces. An object X of the category B = (A,T)∧ is an algebraic

space if there is a cover in M-étale pretopology of the form {Ûi
ui−→ X | i ∈ J}.

4.3.2. Schemes. An object X of B is a scheme if there is a cover in Zariski

pretopology of the form {Ûi
ui−→ X | i ∈ J}.

4.3.3. Locally affine spaces for the smooth pretopology. A locally affine space
for the smooth pretopology is an object X of the categoryBwhich has a strictly epimorphic

family {Ûi
ui−→ X | i ∈ J} formed by M-smooth morphisms.

4.4. Note. All examples of locally affine spaces which fill the rest of this Chapter
and Chapter V are semi-separated, or even separated object of B. In particular, all covers
will be semi-separated, that is formed by representable morphisms.

5. Vector fibers, inner homs, isomorphisms.

Fix an associative unital k-algebra R. Let A be the category R\Algk of associative
k-algebras over R (i.e. pairs (S,R → S), where S is a k-algebra and R → S a k-algebra
morphism) which we call for convenience R-rings. We denote by Ro the k-algebra opposite
to R and by Re the k-algebra R ⊗k R

o. We shall identify (via a natural category iso-
morphism) the category (R\Algk)

op with the category Affk/R
∨ of affine k-schemes over

R∨ = Algk(R,−).

5.1. Vector fiber associated with a bimodule. Let M be a left Re-module.
We denote by V

R
(M) the affine k-scheme T

R
(M)∨ represented by the tensor algebra

T
R
(M) =

⊕

n≥0

M
⊗n

of the Re-moduleM. Here M
⊗0

= R and M
⊗(n+1)

=M⊗RM
⊗n

for n ≥ 0. We call V
R
(M) the vector fiber of the Re-module M and identify it with

the object (V
R
(M),V

R
(M) → R∨) of the category Affk/R

∨, where the morphism
V
R
(M) −→ R∨ corresponds to the natural embedding R −→ T

R
(M).
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5.1.1. Proposition. For any unital ring morphism R
s
−→ S, there is a natural

isomorphism

(S, s)∨
∏

R∨

V
R
(M) ∼−→ V

S
(ϕ̄∗(M))

over S∨. Here ϕ̄∗(M)) = S ⊗RM⊗R S.

Proof. Consider arbitrary commutative square

(A, g)∨ −−−→ V
R
(M)y
y

(S, s)∨ −−−→ R∨

,

or, the corresponding commutative square of k-algebra morphisms

T
R
(M) −−−→ Ax

x
R

s
−−−→ S

(1)

The algebra morphism T
R
(M) −→ A is uniquely determined by an Re-module mor-

phism M −→ A. The commutativity of the diagram (1) implies that the pair of mor-
phisms M −→ A ←− S defines an Se-module morphism s̄∗(M) = Se ⊗Re M −→ A
which, in turn, uniquely determines a k-algebra morphism T

S
(s̄∗(M)) −→ A. Therefore

T
S
(s̄∗(M)) ≃ T

R
(M) ⋆

R
S as algebras over S; hence the assertion.

5.2. Proposition. Let M be a left Re-module. The space VR(M) is locally of
cofinite type (resp. locally finitely copresentable) over R iff the Re-module M is of finite
type (resp. locally finitely presentable).

Proof. Let A = R\Algk, and let D
D
−→ A be a filtered inductive system. Then we

have a commutative diagram of canonical morphisms

colim HomA(TR(M),D)
λ

−−−→ HomA(TR(M), colim D)

≀
y

y≀

colim HomRe(M,ΦRD)
λ̃

−−−→ HomRe(M,ΦR(colim D))

(2)

Here A
ΦR−→ Re − mod is the functor which maps any R-ring (S,R −→ S) to the left

Re-module S. The functor ΦR is a right adjoint to the functor

Re −mod
T
R−→ A, M 7−→ (T

R
(M), R→ T

R
(M).
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The functor ΦR preserves colimits of filtered inductive systems, i.e. the canonical morphism
colim ΦRD −→ ΦR(colim D) is an isomorphism. Thus, the map λ̃ in (2) is the composition
of a canonical map

colim HomRe(M,ΦRD)
λ̂

−−−→ HomRe(M, colim ΦRD)

and an isomorphism HomRe(M, colim ΦRD)
∼

−−−→ HomRe(M,ΦR(colimD)). Together

with the commutativity of (2), this means that λ is injective (resp. bijective) iff λ̂ is
injective (resp. bijective). Therefore, the morphism VR(M) −→ R∨ is locally of finite
type (resp. locally finitely presentable) if the Re-moduleM is of finite type (resp. locally
finitely presentable).

Let now D̃
D̃
−→ Re −mod be an inductive (that is filtered) system. Let ExR denote

the functor Re − mod −→ A = R\Algk which assigns to every left Re-module L the
pair (LR, R→ LR), where LR is the extension R by L. Then for every Re-module L, the

composition ΦR ◦ExR transfers L into R⊕L. Taking in (2) D = ExR ◦ D̃, we obtain (from
the following (2) discussion) a commutative diagram

colim HomA(TR(M),D)
λ

−−−→ HomA(TR(M), colim D)

≀
y

y≀

colim HomRe(M,ΦRD)
λ̂

−−−→ HomRe(M, colim ΦRD)

(3)

If VR(M) is locally of finite type (resp. locally finitely presentable) over R, then the

map λ in (3) is injective (resp. bijective). And λ is injective (resp. bijective) iff λ̂ has the
same property. Since there are natural isomorphisms

colim HomRe(M,ΦRD) ≃ colim HomRe(M, R⊕ D̃)

≃ HomRe(M, R)⊕ colim HomRe(M, D̃)

and
HomRe(M, colim ΦRD) ≃ HomRe(M, colim (R⊕ D̃)

≃ HomRe(M, R)⊕HomRe(M, colim D̃)

compatible with the map λ̂ in (3), λ̂ is injective (resp. bijective) iff the canonical map

colim HomRe(M, D̃) −−−→ HomRe(M, colim D̃) is injective (resp. bijective). This
shows that if VR(M) is locally of finite type (resp. locally finitely presentable) over R,
then the Re-moduleM is of finite type (resp. locally finitely presentable).
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5.3. Inner hom. Let M, V be left R-modules. Consider the presheaf

H
R
(M,V ) : (Affk/R

∨)op = R\Algk −−−→ Sets

which assigns to each algebra (S,R
φ
−→ S) over R the set Hom

S
(φ∗(M), φ∗(V )).

5.3.1. Proposition. Let M and V be left R-modules. For any unital ring morphism
R

s
−→ S, there is a natural isomorphism

(S, s)∨
∏

R∨

H
R
(M,V ) ∼−→ H

S
(s∗(M), s∗(V ))

over (S, s)∨ (cf. 5.2(5)).

Proof. Consider a commutative square

(A, g)∨
ξ

−−−→ H
M,V

γ
y

y
(S, s)∨

s
−−−→ R∨

The morphism ξ corresponds to an element of H
M,V

(R → A), i.e. to an A-module
morphism A ⊗R M −→ A ⊗R V . Since A ⊗R − ≃ A ⊗S (S ⊗R −), the latter mor-
phism defines an element of H

s∗(M),s∗(V )
(S → A) which uniquely determines a morphism

(A, g)∨
ξ̄
−→ H

s∗(M),s∗(V )
over (S, s)∨. This implies the assertion.

5.3.2. Proposition. If V is a projective R-module of finite type, then the presheaf
H
R
(M,V ) is representable.

Proof. In fact, for any k-algebra morphism R
φ
−→ S, we have:

Hom
S
(φ∗(M), φ∗(V ) ≃ Hom

R
(M,φ∗(V )) = Hom

R
(M,S ⊗R V ).

If V is a projective R-module of finite type, then S ⊗R V ≃ Hom
R(V ∗

R, S), where V
∗
R

is the right R-module dual to V , i.e. V ∗
R = Hom

R
(V,R); and HomR(−,−) denotes the

functor of right R-module morphisms. Thus,

Hom
R
(M,S ⊗R V ) ≃ Hom

R
(M,HomR(V ∗

R, S)) ≃ HomRe
(M ⊗k V

∗
R, S)

and
Hom

Re
(M ⊗k V

∗
R, S) ≃ R\Algk(TR(M ⊗k V

∗
R), S),
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hence the assertion.

5.3.3. Corollary. LetM be a left R-module and V a projective left R-module of finite

type. Then, for any unital algebra morphism R
ϕ
−→ S, there is a natural isomorphism

S ⋆R T
R
(M ⊗k V

∗
R)

∼−→ T
S
(ϕ∗(M)⊗k ϕ

∗(V )∗S)

over S. Here ϕ∗(V )∗S = Hom
S
(ϕ∗(V ), S) ≃ Hom

R
(V, ϕ∗(S)).

Proof. By (the argument of) 5.3.2, the presheaf HR(M,V ) is representable by the
vector fiber of the tensor algebra TR(M ⊗k V

∗
R) of the R

e-module M ⊗k V
∗
R. In particular,

the functor HS (ϕ
∗(M), ϕ∗(V )) is representable by the vector fiber of the tensor algebra of

the Se-module

ϕ∗(M)⊗k ϕ
∗(V ∗

R) = S ⊗RM ⊗k V
∗
R ⊗R S ≃ S

e ⊗
Re

(M ⊗k V
∗
R).

The assertion follows now from 5.1.1 (see also 5.2).

5.3.4. Corollary. Let M be a left R-module and V a projective left R-module of
finite type. If the R-module M is locally of finite type (resp. locally finitely presentable),
then the presheaf H

R
(M,V ) is locally of finite type (resp. locally finitely presentable) over

R. If the module V is a generator of the category R −mod, then the converse holds; i.e.
the presheaf H

R
(M,V ) is of finite type (resp. finitely presentable) over R iff the R-module

M is of finite type (resp. finitely presentable).

Proof. Since V is a projective module of finite type, by 5.3.2, the presheaf H
R
(M,V )

is representable by the tensor algebra TR(M ⊗k V
∗
R) of the Re-module M ⊗k V

∗
R, i.e.

H
R
(M,V ) ≃ VR(M⊗kV

∗
R). If the R-moduleM is of finite type (resp. finitely presentable),

then the Re-moduleM⊗kV
∗
R is of finite type (resp. finitely presentable). If V is a generator

of the category R −mod (that is HomR(V,−) is a faithful functor), then the Re-module
M ⊗k V

∗
R is of finite type (resp. finitely presentable) iff the R-module M has this property.

The assertion follows now from 5.2.

5.4. Isomorphisms. Fix left R-modulesM and N . We denote by IsoR(M,N ) the
presheaf (Affk/R

∨)op = R\Algk −→ Sets, which maps every R-ring (S, s) to the set
IsoS(s

∗(M), s∗(N )) of S-module isomorphisms s∗(M) ∼−→ s∗(N ).

5.4.1. Proposition. If M and N are projective R-modules of finite type, then the
presheaf IsoR(M,N ) is representable.
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Proof. The presheaf IsoR(M,N ) is the limit of the diagram

HR(N ,M)×HR(M,N )

m

−−−→
−−−→

pM

HR(M,M)

S
y≀

HR(M,N )×HR(N ,M)

m

−−−→
−−−→

pN

HR(N ,N )

(1)

where S is the standard symmetry, (x, y) 7−→ (y, x), m is the composition; and pM(S, s)
maps HR(N ,M) × HR(M,N )(S, s) = HomS(s

∗(N ), s∗(M)) × HomS(s
∗(M), s∗(N ))

to the identical endomorphism of s∗(M). If the R-modules M and N are of finite type,
then all presheaves in the diagram (1) are representable; hence the limit of the diagram is
representable too. The R-ring representing IsoR(M,N ) is easily read from the diagram
(1): it is the colimit of the diagram of morphisms of tensor algebras

TR(M⊗kM
∗
R)

m

−−−→
−−−→

pM

TR(N ⊗kM
∗
R ⊕M⊗k N

∗
R)

TR(σ)
y≀

TR(N ⊗k N
∗
R)

m

−−−→
−−−→

pN

TR(M⊗k N
∗
R ⊕N ⊗kM

∗
R)

(2)

dual to (1).

5.4.2. The presheaf GLV . We shall write GLV instead of IsoR(V,V). By 5.4.1,
the presheaf GLV is representable, if V is a projective R-module of finite type.

6. Grassmannians.

6.0. The Grassmannian of a pair of modules. Let M be a left R-module and
V a projective left R-module. Consider the presheaf

(Affk/R
∨)op = R\Algk

Gr
M,V

−−−→ Sets

which assigns to any R-ring (S,R
s
→ S) the set of isomorphism classes of S-module epi-

morphisms s∗(M) −→ s∗(V ) (where s∗(M) = S ⊗R M) and to any R-ring morphism

(S,R
s
→ S)

φ
−→ (T,R

t
→ T ) the map

Gr
M,V

(S, s) −−−→ Gr
M,V

(T, t)
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induced by the inverse image functor S −mod
φ∗

−→ T −mod, N 7−→ T ⊗S N .

6.1. The presheaf G
M,V

. Let

(Affk/R
∨)op = R\Algk −−−→ Sets

denote the presheaf which assigns to any R-ring (S,R
s
→ S) the set of pairs of morphisms

s∗(V )
v
−→ s∗(M)

u
−→ s∗(V ) such that u ◦ v = ids∗(V ) and acts naturally on morphisms.

Since V is a projective module, the map

π = π
M,V

: G
M,V

(S, s) −−−→ Gr
M,V

(S, s), (v, u) 7−→ [u], (1)

is a (strict) presheaf epimorphism.

6.2. Relations. Denote by R
M,V

the ”presheaf of relations” G
M,V

∏

Gr
M,V

G
M,V

. By

definition, R
M,V

is a subpresheaf of G
M,V
×G

M,V
which assigns to each R-ring, (S,R

s
→ S),

the set of all 4-tuples (u1, v1;u2, v2) ∈ GM,V
× G

M,V
such that the epimorphisms u1, u2 :

s∗(M) −→ s∗(V ) are equivalent. The latter means that there exists an isomorphism

s∗(V )
ϕ
−→ s∗(V ) such that u2 = ϕ ◦ u1, or, equivalently, ϕ

−1 ◦ u2 = u1. Since ui ◦ vi =
id, i = 1, 2, these equalities imply that

ϕ = u2 ◦ v1 and ϕ−1 = u1 ◦ v2.

Thus R
M,V

(S, s) is a subset of all (u1, v1;u2, v2) ∈ GM,V
(S, s)

∏
G
M,V

(S, s) satisfying the
following relations:

u2 = (u2 ◦ v1) ◦ u1, u1 = (u1 ◦ v2) ◦ u2 (2)

in addition to the relations describing GM,V (S, s)
∏
GM,V (S, s):

u1 ◦ v1 = idS⊗RV = u2 ◦ v2 (3)

Note that the relations (2) and (3) imply that ϕ = u2 ◦ v1 and ϕ−1 = u1 ◦ v2 are,
indeed, mutually inverse morphisms:

ϕ−1 ◦ ϕ =(u1 ◦ v2) ◦ (u2 ◦ v1) = (u1 ◦ (v2 ◦ u2)) ◦ v1 = u1 ◦ v1 = id,

ϕ ◦ ϕ−1 =(u2 ◦ v1) ◦ (u1 ◦ v2) = (u2 ◦ (v1 ◦ u1) ◦ v2 = u2 ◦ v2 = id.

Let R
M,V

p1

−−−→
−−−→
p2

G
M,V

be the canonical projections. It follows from the surjectivity

of G
M,V
−→ Gr

M,V
that the diagram

R
M,V

p1

−−−→
−−−→
p2

G
M,V

π
−−−→ Gr

M,V
(4)
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is exact.

6.3. Proposition. If both M and V are projective R-modules of a finite type, then
the presheaves G

M,V
and R

M,V
are representable.

Proof. (a) Suppose that the R-module V is projective of finite type. For any algebra

morphism R
φ
−→ S, we have the following functorial isomorphisms:

HomS(φ
∗(M), φ∗(V )) ≃ HomR(M,φ∗φ

∗(V )) = HomR(M,S ⊗R V ) ≃

HomR(M,HomR(V ∗
R, S)) ≃ HomRe(M ⊗k V

∗
R, S) ≃ R\Algk(TR(M ⊗k V

∗
R), S)

Here HomR(V ∗
R, S) is the (left) R-module of right R-module morphisms from V ∗

R to S,
Re = R⊗k R

op, and TR(M ⊗k V
∗
R) is the tensor algebra of the R-bimodule M ⊗k V

∗
R.

(b) The set GM,V (S) is the kernel of the pair of morphisms

HomS(φ
∗(M), φ∗(V ))×HomS(φ

∗(V ), φ∗(M)) −−−→−−−→ HomS(φ
∗(V ), φ∗(V )) (5)

where one arrow assigns to each pair (u, v) the composition, u ◦ v, of morphisms u and
v, and the other one maps each pair (u, v) to the identity morphism, idφ∗(V ). Since the
modules M and V are finite, we have canonical functorial isomorphisms:

HomS(φ
∗(M), φ∗(V ))×HomS(φ

∗(V ), φ∗(M)) ≃

HomRe(M ⊗k V
∗
R, S)×HomRe(V ⊗kM

∗
R, S) ≃

HomRe(M ⊗k V
∗
R ⊕ V ⊗kM

∗
R, S) ≃ R\Algk(TR(M ⊗k V

∗
R ⊕ V ⊗kM

∗
R), S)

and
HomS(φ

∗(V ), φ∗(V )) ≃ R\Algk(TR(V ⊗k V
∗
R), S)

Thus, to the diagram (1), there corresponds a diagram

TR(V ⊗k V
∗
R)
−−−→
−−−→ TR(M ⊗k V

∗
R ⊕ V ⊗kM

∗
R) (6)

of algebra morphisms. The cokernel, G
M,V

, of the pair of morphisms (6) corepresents the
kernel of the pair of morphisms (5). This proves the corepresentability of G

M,V
.

(c) A similar argument proves the representability of R
M,V

. Details are left to the
reader.

6.3.1. Proposition. If M and V are projective R-modules of a finite type, then
the presheaves G

M,V
, R

M,V
, and Gr

M,V
are locally finitely copresentable over R.
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Proof. It follows from the argument of 6.3 that G
M,V

is isomorphic to the kernel of a
pair of arrows

VR(M ⊗k V
∗
R ⊕ V ⊗kM

∗
R)
−−−→
−−−→ VR(V ⊗k V

∗
R) (7)

(see (6)). Since the R-modules M and V are projective of finite type, the Re-modules
V ⊗kV

∗
R andM⊗kV

∗
R⊕V ⊗kM

∗
R are projective of finite type; in particular, they are finitely

presentable. Therefore, by 5.2, both presheaves in (7) are locally finitely presentable over
R∨. The kernel of a pair of arrows between locally finitely presentable over R∨ presheaves
is locally finitely presentable over R∨; hence GM,V is locally finitely presentable over R∨.
By a similar reason the presheaf of relations R

M,V
is locally finitely presentable over R∨.

Since Gr
M,V

is a cokernel of a pair of arrows between locally finitely presentable over R∨

presheaves (see 6.2(4)), it is locally finitely presentable too.

6.4. Universality with respect to the base change.

6.4.1. Proposition. Let M be an R-module and V a projective R-module. For any

unital k-algebra morphism R
φ
−→ S, there is a natural isomorphism between the diagram

(S, s)∨
∏

R∨

(
R
M,V

p1

−−−→
−−−→
p2

G
M,V

π
−−−→ Gr

M,V

)
(1)

and the diagram

R
φ∗(M),φ∗(V )

p1

−−−→
−−−→
p2

G
φ∗(M),φ∗(V )

π
−−−→ Gr

φ∗(M),φ∗(V )
(2)

In particular, (S, s)∨
∏

R∨

Gr
M,V

is isomorphic to Gr
φ∗(M),φ∗(V )

.

Proof. Consider a commutative square

(A, g)∨
ξ

−−−→ Gr
M,V

γ∨
y

y

(S, s)∨
s∨

−−−→ R∨

The morphism ξ corresponds to an element of Gr
M,V

(A, g), i.e. to the equivalence class of
an A-module epimorphism g∗(M) −→ g∗(V ). Since g∗ ≃ γ∗s∗, this epimorphism defines
an element of Gr

φ∗(M),φ∗(V )
(A, γ) which corresponds to a morphism

(A, γ)∨
ξ̄

−−−→ Gr
φ∗(M),φ∗(V )
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over S∨. The latter means that the diagram

(A, γ)∨
ξ̄

−−−→ Gr
φ∗(M),φ∗(V )

γ ց ւ
S∨

commutes. This implies that (S, s)∨
∏

R∨

Gr
M,V

is isomorphic to Gr
φ∗(M),φ∗(V )

.

Similarly, one can show that (S, s)∨
∏

R∨

G
M,V

is isomorphic to G
s∗(M),s∗(V )

.

It follows from the universality of these constructions that the isomorphisms can be
chosen in such a way that the diagram

(S, s)∨
∏

R∨

G
M,V

−−−−−−−→ (S, s)∨
∏

R∨

Gr
M,V

y
y

G
s∗(M),s∗(V )

π
−−−−−−−→ Gr

φ∗(M),φ∗(V )

(3)

commutes. Notice that the functor (S, s)∨
∏

R∨

− preserves fibred products. Since

R
M,V

= G
M,V

∏

Gr
M,V

G
M,V

,

the diagram (3) induces an isomorphism

(S, s)∨
∏

R∨

R
M,V
−−−→ R

s∗(M),s∗(V )
.

Hence the assertion.

6.4.2. Note. Let M and V be projective left R-modules of finite type. By 6.3.1, the
presheaves GM,V and RM,V are representable. Let GM,V denote a k-algebra representing
the presheaf GM,V and RM,V a k-algebra representing the presheaf RM,V . Then, for any

unital k-algebra morphism R
s
−→ S, the presheaf (S, s)∨

∏

R∨

G
M,V

is represented by the

k-algebra S ⋆R GM,V . Similarly, the presheaf (S, s)∨
∏

R∨

R
M,V

is represented by the k-

algebra S ⋆R GM,V . It follows from 6.4.1 that there is a natural isomorphism between the
k-algebras

S ⋆R GM,V −−−→ Gs∗(M),s∗(V )
and S ⋆R RM,V

−−−→ R
s∗(M),s∗(V )

. (4)
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6.5. Smoothness.

6.5.0. The choice of infinitesimal morphisms. In this Section, we take as
infinitesimal morphisms the class MJ of radical closed immersions (cf. II.3.8.1), which is
the largest among reasonable candidates, and consider (formal) smoothness with respect

to this class. Recall that a morphism (S, s)∨
ϕ∨

−−−→ (T, t)∨ of the category Affk/R
∨

is called a radical closed immersion, if the corresponding algebra morphism T
ϕ
−→ S is

surjective and its kernel is contained in the Jacobson radical of the algebra T .

6.5.1. Proposition. Let M be a projective R-module and V a projective R-module
of finite type. Then all presheaves and all morphisms of the canonical diagram

R
M,V

p1

−−−→
−−−→
p2

G
M,V

π
M,V

−−−→ Gr
M,V

(1)

are formally smooth.
If M is a projective module of finite type, then the morphisms and presheaves of the

diagram (1) are smooth.

Proof. Fix strict (that is surjective) epimorphism (T, t)
ϕ
−→ (S, s) of R-rings, whose

kernel is contained in the Jacobson radical of the algebra T .

(a) The presheaf G
M,V

is formally smooth.

By Yoneda’s lemma, a morphism (S, s)∨−−−→G
M,V

is uniquely defined by an element
of G

M,V
(S, s), i.e. by a pair of S-module morphisms

S ⊗R V
g

−−−→ S ⊗RM
h

−−−→ S ⊗R V (2)

such that h ◦ g = id. Since M and V are projective R-modules and the algebra morphism

T
ϕ
−→ S is an epimorphism, the diagram (2) can be lifted to a commutative diagram

T ⊗R V
g′

−−−→ T ⊗RM
h′

−−−→ T ⊗R Vy
y

y

S ⊗R V
g

−−−→ S ⊗RM
h

−−−→ S ⊗R V

Since V is a module of finite type and the kernel of the surjective morphism T
ϕ
−→ S

is contained in the Jacobson’s radical of the algebra T , the fact that the composition h◦g
is an isomorphism implies (by Nakayama’s Lemma) that the composition h′ ◦ g′ is an
isomorphism. Set ḡ = g′ and h̄ = (h′◦g′)−1◦h′. It follows that h̄◦ ḡ = idt∗(V ) = idT⊗RV .
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Therefore, the presheaf G
M,V

is formally smooth.

(b) The presheaf GrM,V is formally smooth.

A morphism (S, s)∨ −→ Gr
M,V

is given by an element ξ of Gr
M,V

(S, s). Since the
map G

M,V
(S, s) −→ Gr

M,V
(S, s) is surjective, the element ξ is the image of an element

ξ′ of G
M,V

(S, s). By (a), the element ξ′ can be lifted to an element, ξ′T , of G
M,V

(T, t).
The image of ξ′T in Gr

M,V
(T, t) is a preimage of ξ.

(c) The presheaf R
M,V

is formally smooth.

A morphism (S, s)∨ −→ R
M,V

is given by a pair of elements, (u1, v1), (u2, v2) of the
set GM,V (S, s) satisfying the following relations:

u2 = (u2 ◦ v1) ◦ u1, u1 = (u1 ◦ v2) ◦ u2 (3)

in addition to the relations describing GM,V (S, s):

u1 ◦ v1 = id = u2 ◦ v2 (4)

(see 6.2). By (a), each of the pairs (u1, v1) and (u2, v2) can be lifted to an element resp.
(u′1, v

′
1) and (u′2, v

′
2) of G

M,V
(T, t). Set φ′ = u′2 ◦ v

′
1 : T ⊗R V −→ T ⊗R V.

It follows that u′2 = φ′ ◦ u′1. Since ϕ∗(φ′) = S ⊗T φ
′ = u2 ◦ v1 is invertible and the

kernel of the algebra morphism T
ϕ
−→ S is contained in the Jacobson radical of T , the

morphism t∗(V )
φ′

−→ t∗(V ) is invertible too. This shows that the presheaf of relations
R
M,V

is formally smooth.

(d) The presheaf morphism G
M,V

π
M,V

−−−→ Gr
M,V

is formally smooth.

Consider the commutative diagram

G
M,V

π
M,V

−−−→ Gr
M,V

g
x

x g1

(S, s)∨
ϕ∨

−−−→ (T, t)∨

(5)

whose lower horizontal arrow is a radical closed immersion; i.e. T
ϕ
−→ S is a surjective

algebra epimorphism with the kernel contained in the Jacobson radical of the algebra T .
The left vertical arrow g1 in (5) is uniquely determined by an element of Gr

M,V
(T, t),

i.e. by a T -module epimorphism T ⊗R M = t∗(M)
u
−→ t∗(V ) = T ⊗R V. By the same

Yoneda’s lemma, the left vertical arrow in (5) is uniquely determined by an element of
G
M,V

(S, s), i.e. a pair of S-module morphisms

S ⊗R V
v′
−→ S ⊗RM

u′

−→ S ⊗R V
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such that u′ ◦ v′ = id. The commutativity of the diagram (5) is equivalent to the com-
mutativity of the diagram

T ⊗R V T ⊗RM
u

−−−→ T ⊗R V

ϕV

y ϕM

y
y ϕV

S ⊗R V
v′

−−−→ S ⊗RM
u′

−−−→ S ⊗R V

(6)

in which the vertical arrows correspond to the surjective algebra epimorphism T
ϕ
−→ S,

hence they are epimorphisms. Since T ⊗R V is a projective T -module and φM is a T -
module epimorphism, there exists a T -module morphism T ⊗R V

w
−→ T ⊗RM such that

the diagram

T ⊗R V
w

−−−→ T ⊗RM
u

−−−→ T ⊗R V

ϕV

y ϕM

y
y ϕV

S ⊗R V
v′

−−−→ S ⊗RM
u′

−−−→ S ⊗R V

(6′)

commutes. Since t∗(V ) = T ⊗R V is a projective T -module of finite type and u′ ◦ v′ = id,
it follows from Nakayama’s Lemma that u ◦ w is an isomorphism. Set v = w ◦ (u ◦ w)−1.
Then u ◦ v = id and the diagram

T ⊗R V
v

−−−→ T ⊗RM
u

−−−→ T ⊗R V

ϕV

y ϕM

y
y ϕV

S ⊗R V
v′

−−−→ S ⊗RM
u′

−−−→ S ⊗R V

(6′′)

commutes. The pair of arrows

T ⊗R V
v
−→ T ⊗RM

u
−→ T ⊗R V (7)

is an element of G
M,V

(T, t) which corresponds to a morphism (T, t)∨
γ
−→ G

M,V
.

Since the pair (7) is a preimage of the element T ⊗RM
u
−→ T ⊗R V of Gr

M,V
(T, t)

corresponding to the morphism (T, t)∨
g1
−→ Gr

M,V
(by definition of the projection π

M,V
),

we have the equality: π ◦γ = g1. The commutativity of the diagram (6”) means precisely
that the diagram

GM,V
g ր տγ

(S, s)∨
ϕ∨

−−−→ (T, t)∨

commutes.



Geometry of Presheaves of Sets. 153

(e) Since the morphism π
M,V

in the cartesian square

RM,V

p1
−−−→ GM,V

p2

y cart
y π

G
M,V

π
M,V

−−−→ Gr
M,V

is formally smooth, the morphisms p1 and p2 are formally smooth (see 4.6).

(f) Suppose now that the R-module M is also of finite type. Then, by 6.3.1, all
presheaves in the diagram (1) are locally finitely presentable over R∨. It follows from
II.1.11.2(d) that all morphisms of the diagram (1) are locally finitely presentable. By the
argument above, they are formally smooth; hence they are smooth.

We need a slightly stronger version of a part of Proposition 6.5.1:

6.5.2. Proposition. Let M and V be projective left R-modules of finite type. Then
all morphisms of the canonical diagram

R
M,V

p1

−−−→
−−−→
p2

G
M,V

π
M,V

−−−→ Gr
M,V

are coverings for the smooth topology.

Proof. Let T
ξ
−→ Gr

M,V
be a morphism with affine T . Since the presheaf morphism

G
M,V

π
−→ Gr

M,V
is surjective, there exists a morphism T

ξ′

−→ Gr
M,V

such that π ◦ ξ′ = ξ.

This implies that the canonical projection T
∏

Gr
M,V

G
M,V

π′

−−−→ T has a splitting; in

particular, it is surjective. Since by 6.5.1, G
M,V

π
M,V

−−−→ Gr
M,V

is a smooth morphism,
and smooth morphisms are stable under pull-backs, the projection π′ is smooth too, hence
the assertion.

6.6. Functoriality of Grassmannians and some of its consequences.

6.6.1. Proposition. Let V be a projective R-module of finite type. Every R-module

epimorphism M ′ φ
−→M gives rise to a morphism

Gr
M,V

Gr
φ,V

−−−→ Gr
M′,V

,

which is a closed immersion.
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Proof. (a) Let R
g
−→ A be a k-algebra morphism and [ξ] an element of Gr

M,V
(A, g)

– the isomorphism class of an epimorphism g∗(M)
ξ
−→ g∗(V ) of A-modules. The map

Gr
M,V

(A, g)
Gr

φ,V
(A,g)

−−−−−−−→ Gr
M′,V

(A, g)

assigns to [ξ] the isomorphism class of the composition ξ ◦ g∗(φ). The map is well defined,
because g∗(φ) is a module epimorphism; and

Gr
φ,V

= (Gr
φ,V

(A, g) | (A, g) ∈ ObR\Algk)

is a presheaf morphism Gr
M,V

Gr
φ,V

−−−→ Gr
M′,V

.

(b) The claim is that the morphism Gr
φ,V

is a closed immersion; that is, for any
R-ring (S, s), the pull-back of Gr

φ,V
along any morphism

(S, s)∨
ζ

−−−→ Gr
M′,V

is a closed immersion (that is a strict monomorphism) of representable presheaves.
Let EpiR(M,V ) denote the presheaf (Affk/R

∨)op = R\Algk −→ Sets which maps

every R-ring (A,R
g
→ A) to the set of epimorphisms g∗(M) −→ g∗(V ).

Let EpiR(M,V )
γ
M,V

−−−→ Gr
M,V

be the natural epimorphism The R-module epimor-

phism M ′ φ
−→M gives rise to a presheaf monomorphism

EpiR(M,V )
φe

−−−→ EpiR(M
′, V )

such that the diagram

EpiR(M,V )
φe

−−−→ EpiR(M
′, V )

γ
M,V

y
y γ

M′,V

Gr
M,V

Gr
φ,V

−−−→ Gr
M′,V

(1)

commutes. Since representable presheaves are projective objects and γ
M′,V

is an epimor-

phism, the morphism (S, s)∨
ζ

−−−→ Gr
M′,V

is the composition of a morphism

(S, s)∨
ζ̃

−−−→ EpiR(M,V ) and EpiR(M,V )
γ
M′,V

−−−→ Gr
M′,V

.
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Let ζ ′ denote the composition of ζ̃ and the embedding EpiR(M
′, V ) −→ HR(M

′, V ).
The cartesian square

X −−−→ HR(M,V )

φS

y cart
y HR(φ, V )

(S, s)∨
ζ′

−−−→ HR(M
′, V )

(2)

is decomposed into the commutative diagram

X −−−→ EpiR(M,V ) −−−→ HR(M,V )

φS

y cart
y

y

(S, s)∨
ζ̃

−−−→ EpiR(M
′, V ) −−−→ HR(M

′, V )

(3)

with cartesian left square (due to the fact that the square (2) is cartesian).

Notice that the square (1) is cartesian. So that we have the diagram

X −−−→ EpiR(M,V )
γ
M,V

−−−→ Gr
M,Vy cart

y cart
y Gr

φ,V

(S, s)∨
ζ̃

−−−→ EpiR(M
′, V )

γ
M′,V

−−−→ Gr
M′,V

(4)

which consists of two cartesian squares. Therefore, their composition

X −−−→ Gr
M,V

φS

y cart
y Gr

φ,V

(S, s)∨
ζ

−−−→ Gr
M′,V

is a cartesian square. Thus, the pull-back of the morphism GrM,V

Gr
φ,V

−−−→ Gr
M′,V

along

(S, s)∨
ζ

−−−→ Gr
M′,V

coincides with the pull-back of the morphism

HR(M,V )
HR(φ,V )
−−−−−−−→ HR(M

′, V )

along (S, s)∨
ζ′

−−−→ HR(M
′, V ).
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(b1) By hypothesis, the projective module V is of finite type. Therefore, by 5.3.2,
the presheaves HR(M

′, V ) and HR(M,V ) are naturally isomorphic to vector fibers respec-
tively VR(M

′ ⊗k V
∗
R) and VR(M ⊗k V

∗
R), and the morphism HR(φ, V ) corresponds to the

morphism VR(φ⊗k V
∗
R). Since the map

φ⊗k V
∗
R :M ′ ⊗k V

∗
R −−−→M ⊗k V

∗
R

is a module epimorphism, the corresponding morphism of tensor algebras

TR(M
′ ⊗k V

∗
R) −−−→ TR(M ⊗k V

∗
R) (4)

representing VR(φ⊗k V
∗
R) is a strict epimorphism of R-rings. Therefore, VR(φ⊗k V

∗
R) is a

closed immersion, which implies that its pull-back, X
φS
−−−→ (S, s)∨, is a closed immersion.

In particular, X ≃ (A, g)∨ and the morphism φS is represented by the push-forward of the
strict epimorphism (4) of the R-rings.

6.6.2. Proposition. Let V be a projective R-module of finite type and M an R-
module of finite type. Then

(a) The presheaf Gr
M,V

is locally of strictly cofinite type.

(b) The presheaf Gr
M,V

is locally affine for the smooth pretopology. More precisely,
there exists an exact diagram

Rφ
M,V

p
φ
1

−−−→
−−−→

p
φ
2

Gφ
M,V

pφ
−−−→ GrM,V (5)

whose arrows are representable coverings for the smooth topology. The presheaves Gφ
M,V

and (therefore) Rφ
M,V

= K2(pφ) are representable and locally of strictly cofinite type.

Proof. Since M is an R-module of finite type, there exists an R-module epimorphism

L
φ
−→ M with L a projective R-module of finite type. This epimorphism φ appears as a

parameter in the diagram (5). The diagram itself is defined (uniquely up to isomorphism)
via the diagram

Rφ
M,V

p
φ
1

−−−→
−−−→

p
φ
2

Gφ
M,V

pφ
−−−→ GrM,V

y cart
y cart

y Gr
φ,V

RL,V

p1

−−−→
−−−→
p2

GL,V

π
−−−→ GrL,V

(6)
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with cartesian squares. By 6.5.1, the presheaves of the bottom of the diagram are smooth
and, by 6.5.2, all three arrows of the bottom of the diagram are coverings for the smooth
pretopology. It follows from 1.3.1 and the fact that the presheaves GL,V and RL,V

are representable that these morphisms are also representable. By 6.6.1, the right vertical
arrow of the diagram (6) is a closed immersion. Therefore, since the squares of the diagram
are cartesian, the remaining two arrows are closed immersions. Since the presheaves of the
lower row of (6) are locally finitely copresentable, this means that presheaves of the upper
row are locally of strictly cofinite type.

6.6.3. Remark. (a) One can see that the presheaf Gφ
M,V

is naturally identified with
the subpresheaf of GL,V which assigns to every R-ring (S, s) the set of all elements of

GL,V (S, s) of the form s∗(V )
v

−−−→ s∗(L)
u◦s∗(φ)
−−−→ s∗(V ). So that we have a map

Gφ
M,V

(S, s) −−−→ G
M,V

(S, s)

which assigns to every element s∗(V )
v

−−−→ s∗(L)
u◦s∗(φ)
−−−→ s∗(V ) of Gφ

M,V
(S, s) the element

s∗(V )
s∗(φ)◦v
−−−→ s∗(L)

u
−−−→ s∗(V ) of G

M,V
(S, s). This map is surjective, because s∗(V ) is

a projective S-module and s∗(L)
s∗(φ)
−−−→ s∗(M) is an epimorphism of S-modules. So that

we have a presheaf epimorphism Gφ
M,V

λφ
−−−→ G

M,V
which determines an epimorphism of

diagrams

Rφ
M,V

p
φ
1

−−−→
−−−→

p
φ
2

Gφ
M,V

pφ
−−−→ Gr

M,V

λrφ

y
y λφ

y id

R
M,V

p1

−−−→
−−−→
p2

G
M,V

π
−−−→ Gr

M,V

(7)

(b) If M is a projective R-module of finite type, then the epimorphism L
φ
−→ M

splits which gives an isomorphism between L and M ⊕Ker(φ). It is easy to see that, in
this case, Gφ

M,V
is naturally isomorphic to

G
M,V
×HR(V,Ker(φ)) ≃ GM,V

× VR(V ⊗k Ker(φ)
∨).

This shows, in particular, that λφ is an isomorphism iff φ is an isomorphism.

6.7. Affine Zariski subschemes of a Grassmannian. Noncommutative Grass-
mannians have affine Zariski subschemes (constructed below), which, being restricted to
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commutative algebras, produce a Zariski affine cover of the corresponding commutative
Grassmannian (when the latter is not empty).

Fix a projective R-module V and an R-module morphism V
φ
−→ M . For any R-

ring (S,R
s
→ S), consider the set Fφ;M,V (S, s) of equivalence classes of all morphisms

s∗(M)
v
−→ V ′ such that v ◦ s∗(φ) is an isomorphism. Here two morphisms, s∗(M)

v
−→ V ′

and s∗(M)
v′
−→ V ′′, are equivalent iff v′ = ψ◦v for some S-module isomorphism V ′ ψ

−→ V ′′.

6.7.1. Proposition. Let V
φ
−→M be an R-module morphism.

(a) The map (S, s) 7−→ Fφ;M,V (S, s) is naturally extended to a presheaf

Fφ;M,V : (Affk/R
∨)op = R\Algk −−−→ Sets,

which is a subpresheaf of the presheaf Gr
M,V

.

(b) Suppose that the R-module V is projective of finite type. Then the presheaf Fφ;M,V

and the presheaf monomorphism Fφ;M,V

jφ
−−−→ Gr

M,V
are representable.

Proof. (a) (i) Fix an object (S,R
s
→ S) of R\Algk. If s∗(M)

v
−→ V ′ belongs to

Fφ;M,V (S, s), i.e. v ◦ s∗(φ) is an isomorphism, then for any morphism (S, s)
h
−→ (T, t),

the composition h∗(v) ◦ h∗s∗(φ) is an isomorphism, and h∗s∗(φ) ≃ t∗(φ). There is a
natural morphism Fφ;M,V −→ Gr

M,V
.

(ii) Note that one can identify Fφ;M,V (S, s) with the set of all S-module epimorphisms

s∗(M)
v
−→ s∗(V ) such that v ◦ s∗(φ) = ids∗(V ).

In fact, if s∗(M)
v′
−→ V ′ is such that w = v′ ◦ s∗(φ) : s∗(V ) −→ V ′ is an isomorphism,

then v = w−1 ◦ v′ is a morphism s∗(M) −→ s∗(V ) which is equivalent to v′ and has the
required property: v ◦ s∗(φ) = ids∗(V ). Evidently, such morphism v is unique.

(iii) One of the consequences of the observation (ii) is that the canonical presheaf

morphism Fφ;M,V

jφ
−−−→ Gr

M,V
is a monomorphism.

In fact, the morphism jφ(S, s) mapping the elements u1, u2 of Fφ;M,V (S, s) to the same
element of Gr

M,V
(S, s) means that u2 = t ◦ u1 for some automorphism t of the S-module

s∗(V ). So that t = t ◦ (u1 ◦ s
∗(φ)) = (t ◦ (u1) ◦ s

∗(φ) = ids∗(V ).

(b) There are two maps,

HomS(s
∗(M), s∗(V ))

αS

−−−→
−−−→
βS

HomS(s
∗(V ), s∗(V )),
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defined by v
αS7−→ v ◦ s∗(φ), v

βS
7−→ ids∗(V ). The maps αS and βS are functorial in (S, s),

hence they define morphisms, resp. α and β, from the presheaf

(S, s) 7−→ HomS(s
∗(M), s∗(V )) ≃ HomR(M, s∗s

∗(V )) = HomR(M,S ⊗R V ) (1)

to the presheaf

(S, s) 7−→ HomS(s
∗(V ), s∗(V )) ≃ HomR(V, s∗s

∗(V )) = HomR(V, S ⊗R V ). (2)

(iv) Suppose now that V is a projective R-module of finite type. Then, by 5.3.2, the
presheaf (1) is representable by the vector fiber VR(M ⊗k V

∗
R) of the left Re-module

M ⊗k V
∗
R, and the presheaf (2) is representable by the vector fiber VR(V ⊗k V

∗
R) of the

projectiveRe-module of finite type V⊗kV
∗
R. Let α

′ and β′ be morphisms from VR(M⊗kV
∗
R)

to VR(V ⊗k V
∗
R) corresponding to resp. α and β. The presheaf Fφ;M,V is the kernel of the

pair (α, β), hence it is representable by the kernel, Fφ;M,V , of the pair (α′, β′).

(v) The presheaf morphism Fφ;M,V −→ Gr
M,V

is representable; i.e. for any R-ring

(S,R
s
→ S) and any presheaf morphism (S, s)∨ −→ Gr

M,V
, the presheaf

(Affk/R
∨)op = R\Algk −−−→ Sets, (T, t) 7−→ Fφ;M,V (T, t)

∏

Gr
M,V

(T,t)

(S, s)∨(T, t)

is representable by an affine subscheme of (S, s)∨.

In fact, by the Yoneda’s lemma, any morphism (S, s)∨ −→ Gr
M,V

is uniquely de-
termined by an element of Gr

M,V
(S, s), i.e. by the equivalence class, [v], of a locally

split epimorphism s∗(M)
v
−→ V ′. The corresponding map (S, s)∨(T, t) −→ Gr

M,V
(T, t)

sends any morphism (S, s)
f
−→ (T, t) to the equivalence class [f∗(v)]. The fiber product

Fφ;M,V (T, t)
∏

Gr
M,V

(T,t)

(S, s)∨(T, t) consists of all pairs (w, γ), where γ ∈ (S, s)∨(T, t) and

[T ⊗kM
w
−→ T ⊗k V ] are such that w ◦ (T ⊗k φ) = idT⊗kV and w = γ∗(v).

Since v and φ here are fixed, the fiber product

Fφ;M,V (T, t)
∏

Gr
M,V

(T,t)

(S, s)∨(T, t)

can be identified with the set of all morphisms (S, s)
γ
−→ (T, t) of R\Algk (i.e. k-algebra

morphisms S
γ
−→ T satisfying t = γ ◦ s) such that γ∗(v ◦ (T ⊗k φ)) = idT⊗kV . In other

words, this fiber product is identified with the kernel of the pair of morphisms

(S, s)∨(T, t)

α(T,t)

−−−→
−−−→
β(T,t)

HomT (T ⊗R V, T ⊗R V )



160 Chapter 3

defined by

β(T,t) : γ 7−→ idt∗(V ) = id
T⊗kV

, α(T,t) : γ 7−→ γ∗(v) ◦ (T ⊗k φ).

The morphisms β(T,t), α(T,t) are functorial in (T, t), and

HomT (T ⊗k V, T ⊗k V ) ≃ VR(V ⊗k V
∗
R)(T, t).

Hence the morphisms β = (β(T,t)), α = (α(T,t)) define a pair of arrows

(S, s)∨
α′

−−−→
−−−→

β′

VR(V ⊗k V
∗
R),

and the presheaf

(T, t) 7−→ Fφ;M,V (T, t)
∏

Gr
M,V

(T,t)

(S, s)∨(T, t)

is representable by the kernel of the pair (α′, β′).

6.7.2. Proposition. Let V
φ
−→ M be an R-module morphism, and let V be a

projective R-module of finite type. If M is a finitely presentable R-module (resp. an R-
module of finite type), then Fφ;M,V is locally finitely presentable (resp. locally of finite
type) over R.

Proof. By the part (iv) of the argument of 6.7.1, the presheaf Fφ;M,V is isomorphic
to the kernel of a pair of arrows VR(M ⊗k V

∗
R)
−→
−→ VR(V ⊗k V

∗
R) over R. By 5.3.4,

VR(V ⊗k V
∗
R) is locally finitely presentable over R, and VR(M ⊗k V

∗
R) is locally finitely

presentable (resp. locally of finite type), if the R-module M is finitely presentable (resp.
of finite type). The kernel of a pair of morphisms between locally finitely presentable
presheaves (resp. presheaves locally of finite type) is locally finitely presentable (resp.
locally of finite type); hence the assertion.

6.7.2.1. Corollary. Suppose M and V are projective R-modules of finite type. Then
the canonical morphism Fφ;M,V −→ Gr

M,V
is locally finitely presentable.

Proof. By 6.3.1, Gr
M,V

is locally finitely presentable, and by 6.7.2, Fφ;M,V has the
same property. By II.1.11.2(d), the morphism Fφ;M,V −→ Gr

M,V
is locally finitely

presentable.

6.7.3. Proposition. Let M be a projective R-module and V a projective R-module
of finite type. Then the presheaf Fφ;M,V is formally smooth and the canonical morphism
Fφ;M,V −→ Gr

M,V
is a formally open immersion.
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If M is a projective module of finite type, then the presheaf Fφ;M,V is smooth and the
morphism Fφ;M,V −→ Gr

M,V
is an open immersion.

Proof. (a) Let M be a projective R-module. Since by 6.5.1, GrM,V is formally
smooth and the composition of formally smooth morphisms is formally smooth, the for-
mal smoothness of Fφ;M,V is a consequence of the formal smoothness of the canonical
morphism Fφ;M,V −→ Gr

M,V
.

Fix an R-ring surjective epimorphism (T, t)
α
−→ (S, s) whose kernel is contained in

the Jacobson radical of T and which is a part of a commutative diagram

(S, s)∨ −−−→ Fφ;M,V

α
y

y
(T, t)∨ −−−→ Gr

M,V

(1)

By Yoneda’s lemma, the morphism (S, s)∨ −→ Fφ;M,V in (1) is uniquely defined by

an element of Fφ;M,V (S, s), i.e. by an S-module morphism s∗(M)
u′

−→ s∗(V ) such that
u′ ◦ s∗(φ) = ids∗(V ), and the morphism (T, t)∨ −→ Gr

M,V
is uniquely determined by an

element of Gr
M,V

(T, t). The commutativity of (1) is equivalent to the commutativity of
the diagram

T ⊗R V
t∗(φ)
−−−→ T ⊗RM

u
−−−→ T ⊗R V

αV

y αM

y
y αV

S ⊗R V
s∗(φ)
−−−→ S ⊗RM

u′

−−−→ S ⊗R V

(2)

whose vertical arrows are induced by the ring epimorphism T
α
−→ S, hence they are

epimorphisms. Since T ⊗R V is a projective T -module of finite type, and the kernel of
T

α
−→ S is contained in the Jacobson radical of T , it follows from Nakayama’s lemma that

u ◦ t∗(φ) is an isomorphism. Set ũ = (u ◦ t∗(φ))−1 ◦ u. Then ũ ◦ t∗(φ) = idt∗(V ) and the
diagram

T ⊗R V
t∗(φ)
−−−→ T ⊗RM

ũ
−−−→ T ⊗R V

αV

y αM

y
y αV

S ⊗R V
s∗(φ)
−−−→ S ⊗RM

u′

−−−→ S ⊗R V

(3)

commutes. The pair of arrows

T ⊗R V
t∗(φ)
−→ T ⊗RM

ũ
−→ T ⊗R V (4)

is an element of Fφ;M,V (T, t) which corresponds to a morphism (T, t)∨
γ
−→ Fφ;M,V . It

follows from the construction that adjoining the morphism γ to the diagram (1) makes a
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commutative diagram. This shows that the canonical monomorphism Fφ;M,V −→ Gr
M,V

is formally smooth, hence a formally open immersion.
(b) Suppose now that M is a projective R-module of a finite type. Then by 6.7.2,

the presheaf Fφ;M,V is locally finitely presentable over R, and, by 6.7.2.1, the morphism
Fφ;M,V −→ Gr

M,V
is locally finitely presentable. Therefore, the presheaf Fφ;M,V is

smooth and the presheaf morphism Fφ;M,V −→ GrM,V is an open immersion.

6.7.4. Functorialities. Let L
ϕ
−→M be an R-module epimorphism, V a projective

R-module and V
ψ
−→ M an R-module morphism. Since V is projective and L

ϕ
−→ M

is an epimorphism, there exists an R-module morphism V
φ
−→ L such that ϕ ◦ φ = ψ.

With this data, we associate a commutative diagram

Fψ;M,V

jψ
−−−→ Gr

M,V

Fϕ,V

y
y Gr

ϕ,V

Fφ;L,V
jφ
−−−→ GrL,V

(5)

6.7.4.1. Lemma. The square (5) is cartesian.

Proof. Let (S, s) be an R-ring and

(S, s)∨
ζ

−−−→ Gr
M,V

ξ
y

y Gr
ϕ,V

Fφ;L,V
jφ
−−−→ GrL,V

(6)

a commutative diagram. The upper horizontal arrow is determined by an element of

Gr
M,V

(S, s) represented by an S-module epimorphism s∗(M)
ζ̂
−→ s∗(V ) and the left

vertical arrow is determined by an element of Fφ;L,V (S, s), that is by an S-module epi-

morphism s∗(L)
ξ̂
−→ s∗(V ) such that ξ̂ ◦ s∗(φ) = ids∗(V ). The commutativity of the

diagram (6) means that the morphism s∗(L)
ξ̂
−→ s∗(V ) is isomorphic to the composition

s∗(L)
ζ̂◦s∗(ϕ)
−−−→ s∗(V ). This means that the composition

ζ̂ ◦ s∗(ϕ) ◦ s∗(φ) = ζ̂ ◦ s∗(ϕ ◦ φ) = ζ̂ ◦ s∗(ψ)

is an isomorphism. Therefore, the morphism (S, s)∨
λ
−→ Fψ;M,V determined by the

element (ζ̂ ◦s∗(ψ))−1 ◦ ζ̂ of Fψ;M,V satisfies the equations Fϕ,V ◦λ = ξ and jψ ◦λ = ζ.
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Any of these equations determines the morphism (S, s)∨
λ
−→ Fψ;M,V uniquely, because

both jψ and Fϕ,V are monomorphisms. Since every presheaf of sets is the colimit of
representable presheaves, this shows that the square (5) is cartesian.

6.7.4.2. Corollary. Let L
ϕ
−→ M be an R-module epimorphism, V a projective

R-module of finite type, V
ψ
−→ L an R-module morphism, and φ = ϕ ◦ ψ. Then the

canonical morphism of representable presheaves

Fψ;M,V

Fϕ,V
−−−→ Fφ;M,V (7)

is a closed immersion; that is Fϕ,V is the image of a strict epimorphism of algebras repre-
senting these presheaves.

Proof. By 6.6.1, the right vertical arrow of the square (5) above is a closed immersion.
By 6.7.4, the square (5) is cartesian, and closed immersions are stable under pull-backs.
Therefore, the left vertical arrow of the square (5) – the morphism (7), is a closed immer-
sion. By 6.7.1, the presheaves Fψ;M,V and Fφ;M,V are representable; and closed immersions
of representable presheaves on Affk/R

∨ are represented by strict epimorphisms of the cor-
responding R-rings.

6.7.4.3. Proposition. Let M be an R-module of finite type and V a projective

R-module of finite type. Then, for any morphism V
ψ
−→ M, the canonical embedding

Fψ;M,V
jψ
−→ GrM,V is an open immersion.

Proof. Since the R-module M is of finite type, there is an R-module epimorphism

L
ϕ
−→M with L a projective R-module of finite type. Since the R-module V is projective,

there exists an R-module morphism V
φ
−→ L such that ϕ◦φ = ψ. By 6.7.4.1, the square

Fψ;M,V

jψ
−−−→ Gr

M,V

Fϕ,V

y cart
y Gr

ϕ,V

Fφ;L,V
jφ
−−−→ GrL,V

is cartesian and, by 6.7.3, its lower horizontal arrow is an open immersion. Therefore, its

upper horizontal arrow, the morphism Fψ;M,V
jψ
−→ Gr

M,V
is an open immersion.

6.7.5. Projective completion of a vector bundle. Let M ′ = M ⊕ V, and

let V
jV
−→ M ′ be the canonical morphism. The presheaf FjV ;M ′,V is isomorphic to the

presheaf, which assigns to any R-ring (S,R
s
→ S) the set HomS(s

∗(M), s∗(V ) (see (ii)
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and (b) in the argument of 6.7.1). The latter presheaf is representable by the vector bundle
VR(M ⊗k V

∗
R). If the R-modules M and V (hence M ′) are projective of finite type, then,

by 6.7.3, we have a canonical affine open immersion VR(M ⊗k V
∗
R) −→ Gr

M′,V
.

6.7.5.1. Projective completion. In particular, if R = k, than taking V = R1 = k1

and using the fact that M ⊗k k
1 ≃M, we obtain a canonical embedding

VR(M) −−−→ PM⊕k1 . (8)

If M is a k-module of finite type, then, by 6.7.4.3, the morphism (8) is an open
immersion. The projective space PM⊕k1 can be regarded (like in the commutative case)
as the projective completion of the vector bundle Vk(M).

6.7.6. Zero section and the hyperplane at infinity. Let M be an R-module and

V a projective R-module of finite type. Set M ′ =M ⊕V , and let V
p
V←−M ⊕V

p
M−→M be

canonical projections. The projection p
V

determines a canonical section R∨ −→ GrM ′,V

which (following the commutative tradition) will be called the zero section. By 6.6.1, the

projection M ′
p
M

−−−→M induces a closed immersion

Gr
M,V
−−−→ Gr

M′,V

called the hyperplane at infinity.

6.8. Grassmannians are separated. Recall that a presheaf of sets X on a category

C is separated if the diagonal morphism X
∆X
−−−→ X×X is a closed immersion (cf. 2.2).

Here C is the category Affk/R
∨ of affine k-schemes over R∨ for an associative unital

k-algebra R. In other words, C = (R\Algk)
op.

6.8.1. Proposition. For any pair M, V of projective R-modules of finite type, the

presheaf (Affk/R
∨)op = R\Algk

Gr
M,V

−−−→ Sets is separated.

Proof. Let (S,R
s
→ S) be an R-ring, and let (S, s)∨

u1

−−−→
−−−→
u2

Gr
M,V

be a pair of

morphisms over R. The claim is that the kernel of the pair (u1, u2) is representable by a
closed immersion of affine schemes.

Let s∗(M)
ξi
−→ s∗(V ) be an epimorphism corresponding to ui, i = 1, 2. Since s∗(V )

is a projective S-module, there exists an S-module morphism s∗(V )
νi−→ s∗(M) such that

ξiνi = ids∗(V ). Set pi = νiξi. Then the diagram

s∗(M)

id

−−−→
−−−→

pi

s∗(M)
ξi
−−−→ s∗(V )
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is exact. Consider the pairs of morphisms

s∗(M)

ξ1

−−−→
−−−→
ξ1p2

s∗(V ) and s∗(M)

ξ2

−−−→
−−−→
ξ2p1

s∗(V ). (1)

There exists a universal R-ring morphism (S, s)
ψ
−→ (T, t) such that the image by ψ∗

of each of the pairs (1) belongs to the diagonal. We leave to the reader arguing that the
morphism ψ is a strict epimorphism.

7. Noncommutative flag varieties.

7.1. Definition. Let M be an R-module and V̄ = (Vi | 1 ≤ i ≤ n) projective R-

modules. For any R-ring (S, s), we denote by Fℓ
M,V̄

(S, s) the subset of
∏

1≤i≤n

Gr
M,Vi

(S, s)

formed by all n-tuples ([u1], . . . , [un], s
∗(M)

ui−→ s∗(Vi), such that Ker(uj) ⊆ Ker(ui) if
j ≥ i. This means that ui = ξi ◦ ui+1 for all 1 ≤ i ≤ n− 1.

7.2. Proposition. (a) The map (S, s) 7−→ Fℓ
M,V̄

(S, s) is a presheaf

(Affk/R
∨)op = R\Algk

Fℓ
M,V̄

−−−−−−−→ Sets,

and there is a natural presheaf monomorphism

Fℓ
M,V̄
−−−→

∏

1≤i≤n

Gr
M,Vi

(2)

(b) If the projective modules Vi, 1 ≤ i ≤ n, are of finite type, then the morphism (2)
is a closed immersion.

Proof. (a) Straightforward.
(b) The second assertion will be proven in 10.1 using some simple considerations,

which involve generic flag varieties.

7.2.1. Note. If n = 1, that is V̄ = (V ) for some projective R-module V, then the
flag variety Fℓ

M,V̄
coincides with the Grassmannian Gr

M,V
.

7.3. An alternative description and a canonical cover.

7.3.1. Lemma. Let (S, s) be an R-ring and V̄ = (Vi | 1 ≤ i ≤ n) projective
R-modules. Every element of Fℓ

M,V̄
(S, s) is represented by a chain of S-module epimor-

phisms

s∗(M)
ξn
−−−→ s∗(Vn)

ξn−1

−−−→ s∗(Vn−1)
ξn−2

−−−→ . . .
ξ1
−−−→ s∗(V1).



166 Chapter 3

It defines the same element of Fℓ
M,V̄

(S, s) as another chain of epimorphisms,

s∗(M)
ζn
−−−→ s∗(Vn)

ζn−1

−−−→ s∗(Vn−1)
ζn−2

−−−→ . . .
ζ1
−−−→ s∗(V1),

iff these chains are isomorphic.

Proof. In fact, by definition of the flag variety, these chains define the same element of

Fℓ
M,V̄

(S, s) iff there exist isomorphisms s∗(Vi)
ψi
−→ s∗(Vi), 1 ≤ i ≤ n, making diagrams

s∗(M)
ξn
−−−→ · · ·

ξm
−−−→ s∗(Vm)

ξm−1

−−−→ s∗(Vm−1)

id
y ≀

y ψm−1

s∗(M)
ζn
−−−→ · · ·

ζm
−−−→ s∗(Vm)

ζm−1

−−−→ s∗(Vm−1) 2 ≤ m ≤ n,

(1)

commute. In other words, for every 2 ≤ m ≤ n, we have the equalities

ζm ◦ · · · ◦ ζn = ψm ◦ ξm ◦ · · · ◦ ξn and

ζm−1 ◦ ζm ◦ · · · ◦ ζn = ψm−1 ◦ ξm−1 ◦ ξm ◦ · · · ◦ ξn

So that

ζm−1 ◦ ψm ◦ (ξm ◦ · · · ◦ ξn) = ψm−1 ◦ ξm−1 ◦ (ξm ◦ · · · ◦ ξn).

Since ξm ◦ · · · ◦ ξn is an epimorphism, the latter equality implies that

ζm−1 ◦ ψm = ψm−1 ◦ ξm−1.

That is the diagram

s∗(M)
ξn
−−−→ s∗(Vn)

ξn−1

−−−→ s∗(Vn−1)
ξn−2

−−−→ . . .
ξ1
−−−→ s∗(V1)

id
y ψn

y≀ ψn−1

y≀ ≀
y ψ1

s∗(M)
ζn
−−−→ s∗(Vn)

ζn−1

−−−→ s∗(Vn−1)
ζn−2

−−−→ . . .
ζ1
−−−→ s∗(V1)

commutes.

7.3.2. A canonical cover. Thus, we have a surjective map

EpiS(s
∗(M), s∗(Vn))× · · · × EpiS(s

∗(V2), s
∗(V1)) −−−→ Fℓ

M,V̄
(S, s)
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which assigns to every chain of epimorphisms its isomorphism class. This map is functorial
in (S, s). Since the S-modules s∗(Vi), 1 ≤ i ≤ n, are projective, the obvious maps

G
Vi,Vi−1

(S, s) −−−→ EpiS(s
∗(Vi), s

∗(Vi−1))

are surjective for 2 ≤ i ≤ n+ 1. Here Vn+1 =M. They are also functorial in (S, s).
Thus, we obtain an epimorphism of presheaves

∏

1≤i≤n

GVi+1,Vi

π
M,V̄

−−−→ Fℓ
M,V̄

. (2)

7.3.3. Relations. The kernel pair

RM,V̄ = Ker2(πM,V̄ )

p1
M,V̄

−−−→
−−−→
p2
M,V̄

∏

2≤i≤n+1

G
Vi,Vi−1

(3)

of the cover (2) admits the following description.
For every R-ring (S, s), the subset RM,V̄ (S, s) of

( ∏

1≤i≤n+1

G
Vi,Vi−1

(S, s)
)∏( ∏

1≤i≤n+1

G
Vi,Vi−1

(S, s)
)

is formed by the sequences of pairs of S-module morphisms

s∗(Vm)
vm−→ s∗(Vm+1)

um−→ s∗(Vm), 1 ≤ m ≤ n,

s∗(Vm)
ṽm−→ s∗(Vm+1)

ũm−→ s∗(Vm), 1 ≤ m ≤ n,

satisfying the following relations:

um ◦ vm = ids∗(Vm) = ũm ◦ ṽm

um ◦ . . . ◦ un = (um ◦ . . . ◦ un) ◦ (ṽn ◦ . . . ◦ ṽ1) ◦ (ũm ◦ . . . ◦ ũn)

ũm ◦ . . . ◦ ũn = (ũm ◦ . . . ◦ ũn) ◦ (vn ◦ . . . ◦ v1) ◦ (um ◦ . . . ◦ un)

for 1 ≤ m ≤ n.

(4)

The first line of (4) reflects the fact that (vm, um) and (ṽm, ũm) are elements of
G
Vm+1,Vm

(S, s) for 1 ≤ m ≤ n. The remaining two lines express the fact that the pair of

arrows (3) equalizes the projection (2).
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In fact, by the definition of the map

∏

1≤m≤n+1

G
Vm,Vm−1

(S, s)
π
M,V̄

−−−→ Fℓ
M,V̄

(S, s),

it sends the elements (vm, um | 1 ≤ m ≤ n) and (ṽm, ũm | 1 ≤ m ≤ n) to the same
element of Fℓ

M,V̄
(S, s) iff there exists a commutative diagram

s∗(M)
un
−−−→ s∗(Vn)

un−1

−−−→ s∗(Vn−1)
un−2

−−−→ . . .
u1

−−−→ s∗(V1)

id
y ψn

y≀ ψn−1

y≀ ≀
y ψ1

s∗(M)
ũn
−−−→ s∗(Vn)

ũn−1

−−−→ s∗(Vn−1)
ũn−2

−−−→ . . .
ũ1

−−−→ s∗(V1)

whose vertical arrows are isomorphisms. In other words, we have equalities

ũm ◦ . . . ◦ ũn = ψm ◦ (um ◦ . . . ◦ un)

um ◦ . . . ◦ un = ψ−1
m ◦ (ũm ◦ . . . ◦ ũn) for all 1 ≤ m ≤ n.

(5)

Composing both sides of the first equality with (vn ◦ . . . ◦vm) and both sides of the second
equality with (ṽn ◦ . . . ◦ ṽm), we obtain

(ũm ◦ . . . ◦ ũn) ◦ (vn ◦ . . . ◦ vm) = ψm ◦ (um ◦ . . . ◦ un) ◦ (vn ◦ . . . ◦ vm) = ψm

(um ◦ . . . ◦ un) ◦ (ṽn ◦ . . . ◦ ṽm) = ψ−1
m ◦ (ũm ◦ . . . ◦ ũn) ◦ (ṽn ◦ . . . ◦ ṽm) = ψ−1

m

for 1 ≤ m ≤ n.

(6)

Replacing ψm and ψ−1
m in (5) by the corresponding left hand side expressions in (6), we

obtain the last two equations of (4).

7.4. Proposition. Suppose that M = Vn+1 and Vm, 1 ≤ m ≤ n, are projective

R-modules of finite type. Then the presheaf
∏

1≤m≤n

G
Vm+1,Vm

and the presheaf of relations

RM,V̄ = Ker2(πM,V̄ ) are representable and locally finitely copresentable.

Proof. (a1) By 6.3, if Vm are projective R-modules of finite type for 1 ≤ m ≤ n, then

the presheaves G
Vm+1,Vm

are representable. Therefore, their product,
∏

1≤m≤n

G
Vm+1,Vm

,

is representable by the coproduct of R-rings representing the presheaves G
Vm+1,Vm

.

(a2) By 6.3.1, the presheaves G
Vm+1,Vm

are locally finitely corepresentable. Therefore,

their product,
∏

1≤m≤n

G
Vm+1,Vm

, is locally finitely corepresentable.
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(b1) Let (S, s) be an R-ring. The equations (4) describing the values RM,V̄ (S, s) of
the presheaf of relations at (S, s) can be encoded in the diagram

GM,V̄ (S, s)×GM,V̄ (S, s)

cm
M,V̄

−−−→
−−−→
c̄m
M,V̄

HomS(s
∗(M), s∗(Vm))

def
= HR(M,Vm)(S, s)

S
y≀

GM,V̄ (S, s)×GM,V̄ (S, s)

cm
M,V̄

−−−→
−−−→
c̄m
M,V̄

HomS(s
∗(M), s∗(Vm)), 1 ≤ m ≤ n,

(7)

where GM,V̄ =
∏

1≤m≤n

G
Vm+1,Vm

, the vertical arrow is the standard symmetry, the upper

horizontal arrow maps any element ((u1, v1, . . . , un, vn; ũ1, ṽ1, . . . , ũn, ṽn) of GM,V̄ ×GM,V̄

to the composition um ◦ . . . ◦ un, and the lower horizontal arrow maps this element to the
composition (um ◦ . . . ◦ un) ◦ (ṽn ◦ . . . ◦ ṽ1) ◦ (ũm ◦ . . . ◦ ũn).

The diagram (7) depends functorially on (S, s); i.e. it is the value of the diagram

GM,V̄ ×GM,V̄

cm
M,V̄

−−−→
−−−→
c̄m
M,V̄

HR(M,Vm)

S
y≀

GM,V̄ ×GM,V̄

cm
M,V̄

−−−→
−−−→
c̄m
M,V̄

HR(M,Vm), 1 ≤ m ≤ n.

(8)

It follows from the construction of the diagram (7) (hence (8)) and the equations
7.3.3(4) describing the functor of relations RM,V̄ that it is the limit of the diagram (8).

If the R-modules Vm, 1 ≤ m ≤ n, then the functors HR(M,Vm) are representable;
namely HR(M,Vm) ≃ VR(M ⊗k V

∧
m). If, in addition, the R-module M is a projective R-

module of finite type, thenM⊗kV
∧ is a projective Re-module of finite type, hence, by 5.2,

its vector fiber is locally finitely copresentable. By (a2) above, in this case, GM,V̄ is both
presentable and locally finitely copresentable. Therefore, the presheaf GM,V̄ × GM,V̄

is presentable and locally finitely copresentable. Thus the functor of relations RM,V̄ is
the limit of a finite diagram formed by representable and locally finitely corepresentable
presheaves. Therefore, RM,V̄ is also presentable and locally finitely copresentable.

7.5. Functoriality.
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7.5.1. Proposition. Let Vi, 1 ≤ i ≤ n, be projective modules of finite type. Then

any R-module epimorphism M ′ φ
−→M induces a closed immersion

Fℓ
M,V̄
−−−→ Fℓ

M′,V̄

such that the diagram

Fℓ
M,V̄

−−−→ Fℓ
M′,V̄y
y

∏

1≤i≤n

GrM,Vi −−−→
∏

1≤i≤n

Gr
M′,Vi

(3)

commutes.

Proof. By 6.6.1, each morphism Gr
M,Vi

−−−→ Gr
M′,Vi

is a closed immersion. There-
fore, their product, ∏

1≤i≤n

Gr
M,Vi

−−−→
∏

1≤i≤n

Gr
M′,Vi

,

is a closed immersion. Notice that the square (3) is cartesian. So that

Fℓ
M,V̄
−−−→ Fℓ

M′,V̄
,

being a pull-back of a closed immersion is a closed immersion.

7.6. Base change.

7.6.1. Proposition. Let M be an R-module and Vm, 1 ≤ m ≤ n projective
R-modules. For any R-ring (S, s), there is a natural isomorphism

(S, s)∨
∏

R∨

Fℓ
M,V̄

∼

−−−→ Fℓ
s∗(M),s∗(V̄ )

of presheaves of sets on Affk/S
∨.

Proof. One can see that the diagram

Fℓ
s∗(M),s∗(V̄ )

−−−→ Fℓ
M,V̄y cart
y

∏

1≤i≤n

Gr
s∗(M),s∗(Vi)

−−−→
∏

1≤i≤n

Gr
M,Vi
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is cartesian. On the other hand, the diagram

∏

1≤i≤n

Gr
s∗(M),s∗(Vi)

−−−→
∏

1≤i≤n

Gr
M,Vi

y cart
y

(S, s)∨ −−−→ R∨

is cartesian by 6.4.1. Since the composition of cartesian squares is a cartesian square, the
square

Fℓ
s∗(M),s∗(V̄ )

−−−→ Fℓ
M,V̄y cart
y

(S, s)∨ −−−→ R∨

is cartesian, hence the assertion.

7.6.2. Proposition. Let M be an R-module and Vm, 1 ≤ m ≤ n projective
R-modules. For any R-ring (S, s), there is a natural isomorphism between the diagram

(S, s)∨
∏

R∨

(
RM,V̄ = Ker2(πM,V̄ )

p1
M,V̄

−−−→
−−−→
p2
M,V̄

GM,V̄ =
∏

1≤i≤n+1

GVi,Vi−1

π
M,V̄

−−−→ Fℓ
M,V̄

)

and

Rs∗(M),s∗(V̄ )

p1
s∗(M),s∗(V̄ )

−−−→
−−−→

p2
s∗(M),s∗(V̄ )

Gs∗(M),s∗(V̄ )

π
s∗(M),s∗(V̄ )

−−−→ Fℓ
s∗(M),s∗(V̄ )

,

where s∗(V̄ ) denotes (s∗(Vm) | 1 ≤ m ≤ n).

Proof. The isomorphism (S, s)∨
∏

R∨

GM,V̄
∼−→ Gs∗(M),s∗(V̄ ) is the composition of

the obvious isomorphism

(S, s)∨
∏

R∨

GM,V̄ = (S, s)∨
∏

R∨

( ∏

1≤i≤n+1

G
Vi,Vi−1

) ∼

−−−→
∏

1≤i≤n+1

(
(S, s)∨

∏

R∨

G
Vi,Vi−1

)

and the the product of the isomorphisms

(S, s)∨
∏

R∨

G
Vi,Vi−1

∼

−−−→ G
s∗(Vi),s

∗(Vi−1)
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(see 6.4.1). One can see that the diagram

(S, s)∨
∏

R∨

GM,V̄ −−−→ (S, s)∨
∏

R∨

Fℓ
M,V̄

≀
y

y≀

Gs∗(M),s∗(V̄ )

π
s∗(M),s∗(V̄ )

−−−→ Fℓ
s∗(M),s∗(V̄ )

(1)

commutes. The remaining isomorphism,

(S, s)∨
∏

R∨

RM,V̄

∼

−−−→ Rs∗(M),s∗(V̄ ),

is induced by the commutative diagram (1), because the base change functor (S, s)∨
∏

R∨

−

preserves fibred products.

7.7. Smoothness.

7.7.1. Proposition. Let M be a projective R-module.
(a) If V̄ = (Vi | 1 ≤ i ≤ n) are projective R-modules of finite type, then all presheaves

and all morphisms in the canonical diagram

RM,V̄ = Ker2(πM,V̄ )

p1
M,V̄

−−−→
−−−→
p2
M,V̄

GM,V̄ =
∏

1≤i≤n+1

G
Vi,Vi−1

π
M,V̄

−−−→ Fℓ
M,V̄

are formally smooth. In particular, the flag variety Fℓ
M,V̄

is formally smooth.
(b) If M is a projective module of finite type, then the morphisms and presheaves of

the diagram are smooth.

Proof. (a1) Consider the canonical cover

∏

1≤i≤n+1

G
Vi,Vi−1

π
M,V̄

−−−→ Fℓ
M,V̄

. (1)

of the flag variety (see 7.3.2). If the projective R-modules Vi are of finite type for 1 ≤ i ≤ n,
then the presheaves G

Vi,Vi−1
are smooth for 2 ≤ i ≤ n and the presheaf G

Vn+1,Vn
= G

M,Vn

is formally smooth. Therefore, their product,
∏

1≤i≤n+1

G
Vi,Vi−1

is formally smooth. Since

(1) is a presheaf epimorphism, this implies the formal smoothness of Fℓ
M,V̄

.
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(a2) The morphism (1) is formally smooth.

Consider a commutative diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ζ
y

y ξ

∏

1≤i≤n+1

G
Vi,Vi−1

π
M,V̄

−−−→ Fℓ
M,V̄

(2)

Its right vertical arrow is determined by an element of Fℓ
M,V̄

(T, t) represented by a
chain

t∗(M)
ξn
−−−→ t∗(Vn)

ξn−1

−−−→ t∗(Vn−1)
ξn−2

−−−→ . . .
ξ1
−−−→ t∗(V1)

of T -module epimorphisms. The left vertical arrow of (2) is determined by an element of∏

1≤i≤n+1

G
Vi,Vi−1

(S, s), that is a set of pairs of S-module morphisms

s∗(Vi−1)
vi−→ s∗(Vi)

ui−→ s∗(Vi−1), 2 ≤ i ≤ n+ 1,

where Vn+1 =M and ui ◦ vi = idVi−1 for 2 ≤ i ≤ n.
Using the equality s = ϕ ◦ t, we choose s∗ = ϕ∗t∗. The commutativity of the diagram

(2) means that the sequence

ϕ∗(t∗(M)
ξn
−−−→ t∗(Vn)

ξn−1

−−−→ t∗(Vn−1)
ξn−2

−−−→ . . .
ξ1
−−−→ t∗(V1))

defines the same element of Fℓ
M,V̄

(S, s) as the sequence

ϕ∗t∗(M)
un
−−−→ ϕ∗t∗(Vn)

un−1

−−−→ ϕ∗t∗(Vn−1)
un−2

−−−→ . . .
u1

−−−→ ϕ∗t∗(V1).

By (a0), this means, precisely, that these two sequences are isomorphic, i.e. there is a
commutative diagram

ϕ∗t∗(M)
ϕ∗(ξn)
−−−→ ϕ∗t∗(Vn)

ϕ∗(ξn−1)

−−−→ ϕ∗t∗(Vn−1)
ϕ∗(ξn−2)

−−−→ . . .
ϕ∗(ξ1)
−−−→ ϕ∗t∗(V1)

id
y ψn

y≀ ψn−1

y≀ ≀
y ψ1

ϕ∗t∗(M)
un
−−−→ ϕ∗t∗(Vn)

un−1

−−−→ ϕ∗t∗(Vn−1)
un−2

−−−→ . . .
u1

−−−→ ϕ∗t∗(V1)

whose vertical arrows are isomorphisms of S-modules. Set

ũi = ψ−1
i ◦ ui and ṽi = vi ◦ ψi, 1 ≤ i ≤ n.
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We replace this diagram by the diagram

ϕ∗t∗(M)
ϕ∗(ξn)
−−−→ ϕ∗t∗(Vn)

ϕ∗(ξn−1)

−−−→ ϕ∗t∗(Vn−1)
ϕ∗(ξn−2)

−−−→ . . .
ϕ∗(ξ1)
−−−→ ϕ∗t∗(V1)

id
y id

y id
y

y id

ϕ∗t∗(M)
ũn
−−−→ ϕ∗t∗(Vn)

ũn−1

−−−→ ϕ∗t∗(Vn−1)
ũn−2

−−−→ . . .
ũ1

−−−→ ϕ∗t∗(V1)

whose vertical arrows are identical. The latter diagram is equivalent to the diagram

t∗(M)
ξn
−−−→ t∗(Vn)

ξn−1

−−−→ . . .
ξ1
−−−→ t∗(V1)y

y
y

ϕ∗ϕ
∗t∗(M)

ϕ∗ (̃un)
−−−→ ϕ∗ϕ

∗t∗(Vn)
ϕ∗ (̃un−1)

−−−→ . . .
ϕ∗ (̃u1)
−−−→ ϕ∗ϕ

∗t∗(V1)

whose vertical arrows are adjunction morphisms. For every 1 ≤ m ≤ n, we have a com-
mutative diagram

t∗(Vm) t∗(Vm+1)
ξm
−−−→ t∗(Vm)y

y
y

ϕ∗ϕ
∗t∗(Vm)

ϕ∗ (̃vm)
−−−→ ϕ∗ϕ

∗t∗(Vm+1)
ϕ∗ (̃um)
−−−→ ϕ∗ϕ

∗t∗(Vm)

(3)

whose vertical arrows are adjunction morphisms.

Suppose that the algebra morphism T
ϕ
−→ S is a strict epimorphism. Then the

vertical arrows in the diagram (3) are epimorphisms of T -modules. Therefore, since
t∗(Vm) is a projective T -module for every 1 ≤ m ≤ n, there exists a T -module morphism

t∗(Vm)
βn
−→ t∗(Vm+1) such that the diagram

t∗(Vm)
βm
−−−→ t∗(Vm+1)

ξm
−−−→ t∗(Vm)y

y
y

ϕ∗ϕ
∗t∗(Vm)

ϕ∗ (̃vm)
−−−→ ϕ∗ϕ

∗t∗(Vm+1)
ϕ∗ (̃um)
−−−→ ϕ∗ϕ

∗t∗(Vm)

(4)

is commutative (that is its left square commutes).
By construction the composition of the lower horizontal arrows of (4),

ϕ∗(ũm) ◦ ϕ∗(ṽm) = ϕ∗(ũm ◦ vm) = ϕ∗(idt∗(Vm)),
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is the identical isomorphism. And t∗(V ) is a projective T -module of finite type. Therefore,

if the kernel of the algebra morphism T
ϕ
−→ S is contained in the Jacobson radical of the

algebra T , then, by Nakayama Lemma, the composition ξm ◦ βm of the upper horizontal
arrows of the diagram (4), is an isomorphism. Replacing in the diagram (4) the morphism

βm by the morphism β̃m = βm ◦ (ξm ◦ βm)−1, we obtain a commutative diagram

t∗(Vm)
β̃m
−−−→ t∗(Vm+1)

ξm
−−−→ t∗(Vm)y

y
y

ϕ∗ϕ
∗t∗(Vm)

ϕ∗ (̃vm)
−−−→ ϕ∗ϕ

∗t∗(Vm+1)
ϕ∗ (̃um)
−−−→ ϕ∗ϕ

∗t∗(Vm)

(5)

such that the composition of its upper horizontal arrows, ξm ◦ β̃m, is an identical mor-
phism. The upper row of the diagram (5) is an element of G

Vm+1,Vm
(T, t) which defines a

morphism (T, t)∨
γm
−→ G

Vm+1,Vm
for every 1 ≤ m ≤ n, or, what is the same, a morphism

(T, t)∨
γ

−−−→
∏

1≤m≤n

G
Vm+1,Vm

making the diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ζ
y γ ւ

y ξ

∏

1≤m≤n

G
Vm+1,Vm

π
M,V̄

−−−→ Fℓ
M,V̄

(7)

commute.

(a3) The canonical morphisms

RM,V̄ = Ker2(πM,V̄ )

p1
M,V̄

−−−→
−−−→
p2
M,V̄

∏

1≤i≤n+1

G
Vi,Vi−1

are formally smooth, because, by (a2), the cover

GM,V̄ =
∏

1≤m≤n

G
Vm+1,Vm

π
M,V̄

−−−→ Fℓ
M,V̄

is formally smooth and pull-backs of formally smooth morphisms are formally smooth.
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(a4) Since composition of formally smooth morphisms is a formally smooth morphism,
it follows from (a1) and (a3) that the presheaves RM,V̄ , GM,V̄ , and Fℓ

M,V̄
are formally

smooth.

(b1) If the R-module M is also projective of finite type, then, by 7.4, the presheaves
GM,V̄ and RM,V̄ are locally finitely copresentable. Since the diagram

RM,V̄ = Ker2(πM,V̄ )

p1
M,V̄

−−−→
−−−→
p2
M,V̄

GM,V̄

π
M,V̄

−−−→ Fℓ
M,V̄

(8)

is exact, the presheaf Fℓ
M,V̄

is locally finitely copresentable too. By (a4), all presheaves
of the diagram (8) are formally smooth. Therefore, they are smooth.

(b2) It follows from II.1.11.2(d) that all morphisms of the diagram (8) are locally
finitely presentable. By the argument above, they are formally smooth; hence they are
smooth.

8. Generic Grassmannians.

8.1. The presheaf GrM. LetM be an R-module. For any R-ring (S,R
s
→ S), we

denote by GrM(S, s) the set of isomorphism classes of epimorphisms s∗(M) −→ V ′ of
S-modules, where V ′ runs through the class of projective S-modules of finite type.

8.1.1. Proposition. (a) The map (S, s) 7−→ GrM(S, s) naturally extends to a
presheaf

(Affk/R
∨)op = R\Algk

GrM
−−−→ Sets.

(b) For every projective R-module of finite type V , there is a presheaf monomorphism

GrM,V

ρ
V

−−−→ GrM. (1)

Proof. The argument is left to the reader.

8.2. The presheaf PrM. LetM be an R-module. For any R-ring (S, s), we denote

by PrM(S, s) the set of projectors s∗(M)
p
−→ s∗(M), p2 = p, such that p(s∗(M)) is a

projective S-module of finite type.

8.2.1. Proposition. (a) The map (S, s) 7−→ PrM(S, s) extends to a presheaf

(Affk/R
∨)op = R\Algk

PrM
−−−→ Sets. (2)
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(b) There is a natural presheaf epimorphism

PrM
πM

−−−→ GrM. (3)

Proof. (a) Straightforward.

(b) For any R-ring (S, s) the map

PrM(S, s)
πM(S,s)
−−−−−−−→ GrM(S, s)

assigns to every projector s∗(M)
p
−→ s∗(M) the isomorphism class of the natural epimor-

phism of s∗(M) onto the image of p. Evidently, the map πM(S, s) is surjective.

8.3. Relations. LetM be an R-module. There is an exact diagram of presheaves

RM = PrM
∏

GrM

PrM

p1

−−−→
−−−→

p2

PrM
πM

−−−→ GrM. (4)

By definition, RM(S, s) consists of pairs projectors (p1, p2) of s∗(M) such that the
S-module p1(s

∗(M)) is projective of finite type and the corresponding epimorphisms

s∗(M)
epi−→ pi(s

∗(M)) are isomorphic; that is there exists an S-module isomorphism

p1(s
∗(M))

φ
−→ p2(s

∗(M)) such that ep2 = φ ◦ ep1 . Taking the composition of both parts

of the latter equality with the embedding p1(s
∗(M))

jp1−→ s∗(M), we obtain the equality
φ = ep2 ◦ jp1 . Replacing φ in ep2 = φ ◦ ep1 by ep2 ◦ jp1 , we get the equality

ep2 = ep2 ◦ jp1 ◦ ep1 = ep2 ◦ p1.

Composing both parts of this equality with jp2 , gives p2 = p2 ◦ p1. Applying similar
routine to the equality φ−1 ◦ ep2 = ep1 , we obtain the symmetric equality: p1 = p1 ◦ p2.

Thus, RM(S, s) consists of pairs (p1, p2) of endomorphisms of s∗(M) satisfying the
relations

p22 = p2 = p2 ◦ p1 and p21 = p1 = p1 ◦ p2. (5)

8.4. Base change.

8.4.1. Proposition. LetM be an R-module and (S, s) an R-ring.
There is a natural isomorphism from the diagram

(S, s)∨
∏

R∨

(
RM = PrM

∏

GrM

PrM

p1

−−−→
−−−→

p2

PrM
πM

−−−→ GrM
)
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to the diagram

Rs∗(M) = Prs∗(M)

∏

Grs∗(M)

Prs∗(M)

p1

−−−→
−−−→

p2

Prs∗(M)

πs∗(M)

−−−→ Grs∗(M).

Proof. Consider a commutative square

(A, g)∨
ξ

−−−→ GrM

γ∨
y

y

(S, s)∨
s∨

−−−→ R∨

The morphism ξ corresponds to an element of GrM(A, g), i.e. to the equivalence class of
an A-module epimorphism from g∗(M) = A ⊗RM to a projective A-module of finite
type. Since g∗ ≃ γ∗s∗, this epimorphism defines an element of Grs∗(M)(A, γ) which
corresponds to a morphism

(A, γ)∨
ξ̄

−−−→ Grs∗(M)

over S∨. The latter means that the diagram

(A, γ)∨
ξ̄

−−−→ Grs∗(M)

γ ց ւ
S∨

commutes. Since every preseaf of sets is the colimit of the naturally associated with it

diagram of representable presheaves, this implies that (S, s)∨
∏

R∨

GrM is isomorphic to

Grs∗(M).

Similarly, one can show that (S, s)∨
∏

R∨

PrM is isomorphic to Prs∗(M). It follows

from the universality of these constructions that the isomorphisms can be chosen in such
a way that the diagram

(S, s)∨
∏

R∨

PrM −−−−−−−→ (S, s)∨
∏

R∨

GrM

y
y

Prs∗(M)

π
−−−−−−−→ Grs∗(M)

(3)
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commutes. Notice that the functor (S, s)∨
∏
R∨ − preserves fibred products. Since

RM = PrM
∏

GrM

PrM,

the diagram (3) induces an isomorphism

(S, s)∨
∏

R∨

RM −−−→ Rs∗(M).

Hence the assertion.

8.5. Proposition. If M is a projective module of finite type, then the presheaves
PrM and RM are representable and locally finitely copresentable.

Proof. (a) For any R-ring (S, s), the set PrM(S, s) is the kernel of the pair of maps

EndS(s
∗(M))

s

−−−→
−−−→

id

EndS(s
∗(M)), (6)

where s is the ”taking square” – the composition of the diagonal map

EndS(s
∗(M))

∆
−−−→ EndS(s

∗(M))× EndS(s
∗(M)),

and the composition. The diagram (6) is functorial in (S, s). If M is a projective of
finite type, then (S, s) 7−→ EndS(s

∗(M)) is a presheaf (Affk/R
∨)op = R\Algk −→ Sets

representable by the vector fiber of TR(M ⊗k M
∨). Therefore, the presheaf PrM is

representable by the vector fiber of the cokernel of the pair of R-ring morphisms

TR(M⊗kM
∨)

σ

−−−→
−−−→

id

TR(M⊗kM
∨),

where σ is an R-ring morphism corresponding to the presheaf morphism s in (6).
(b) For any R-ring (S, s), the set RM(S, s) is the limit of the diagram

PrM(S, s)×PrM(S, s)

m

−−−→
−−−→
π1

PrM(S, s)

S
y≀

y id

PrM(S, s)×PrM(S, s)

m

−−−→
−−−→
π1

PrM(S, s)

(7)
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where m is the composition map, π2 is the projection on the first component, (x, y) 7−→ x;
and the left vertical map is the standard symmetry: (x, y) 7−→ (y, x).

IfM is a projective R-module of finite type, then, by (a) above, the presheaf PrM is
representable. Therefore, in this case, the presheaf RM is representable.

(c) SinceM is projective R-module of finite type,M⊗kM
∨ is a projective Re-module

of finite type. In particular, it is a finitely presentable Re-module which implies that the
vector fiber of the R-ring TR(M⊗kM

∨) is locally finitely copresentable. Since finite limits
of locally finitely copresentable presheaves are locally finitely copresentable, it follows from
the descriptions of the presheaf PrM in (a) and the description of RM in (b) that both of
them are locally finitely copresentable.

8.6. Proposition. Every R-module epimorphism L
ϕ
−→ M induces a closed

immersion

GrM
Grϕ
−−−→ GrL.

For every projective R-module of finite type V, the square

GrM,V

ρV
−−−→ GrM

Gr
ϕ,V

y cart
y Grϕ

GrL,V
ρV
−−−→ GrL

(8)

is cartesian.

Proof. (a) For every R-ring (S, s), the map

GrM(S, s)
Grϕ(S,s)

−−−−−−−→ GrL(S, s) (8′)

assigns to an isomorphism class of any epimorphism s∗(M)
λ
−→ V (with a projective

S-module of finite type V ) the isomorphism class of the composition s∗(M)
λ◦s∗(ϕ)
−−−→ V.

Since s∗(L)
s∗(ϕ)
−→ s∗(M) is an epimorphism, the map (8’) is well defined, and it is,

evidently, functorial in (S, s).

(b1) Fix an arbitrary R-module epimorphism L
ϕ
−→ M. Let (S, s) be an R-ring

and (S, s)∨
ζ
−→ GrL a presheaf morphism. It follows from the definition of the generic

Grassmannian that
GrN (S, s) = Grs∗(N )(S, id)

for any R-module N . By Yoneda Lemma, the morphism (S, s)∨
ζ
−→ GrL is determined

by an element of GrL(S, s) = Grs∗(L)(S, id); hence it is determined by a morphism

(S, id)∨
ζs
−−−→ Grs∗(L).
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Let ζ̂s be the corresponding element of Grs∗(L)(S, s), that is the isomorphism class of
an epimorphism s∗(L) −→ V for some projective S-module of finite type V . This means
that the morphism ζs factors through the monomorphism

Gr
s∗(M),V

ρV
−−−→ Grs∗(L).

Therefore, the pull-back X
ϕ̃
−→ (S, s)∨ of the morphism GrM

Grϕ
−−−→ GrL appeares in the

commutative diagram

X
ζ̃s
−−−→ Gr

s∗(M),V

ρV
−−−→ Grs∗(M)

ϕ̃
y cart

y Gr
s∗(ϕ),V

cart
y Grs∗(ϕ)

(S, s)∨ −−−→ Gr
s∗(L),V

ρV
−−−→ Grs∗(L)

(9)

whose both squares are cartesian.

(b2) Suppose now that the R-module M is of finite type. By 6.6.1, the central
vertical arrow of the diagram (9) is a closed immersion. Therefore, the left vertical arrow
of (9), X −→ (S, s)∨, being a pull-back of a closed immersion, is a closed immersion of
representable presheaves. Since, by the argument in (b1) above, the arrow X −→ (S, s)∨ is

a pull-back of GrM
Grϕ
−−−→ GrL along an arbitrarily chosen morphism (S, s)∨ −→ GrL,

this shows that Grϕ is a closed immersion.

8.7. Proposition. Let M be an R-module of finite type. Then the presheaf GrM is
separated.

Proof. Let (S,R
s
→ S) be an R-ring, and let (S, s)∨

u1

−−−→
−−−→
u2

GrM be a pair of

morphisms over R. The claim is that the kernel

Ker(u1, u2) −−−→ (S, s)∨

of the pair (u1, u2) is representable by a closed immersion of affine schemes.

(a) For any R-module epimorphism L
ϕ
−→M, the kernel of the pair (u1, u2) coincides

with the kernel of its composition with the monomorphism GrM
Grϕ
−−−→ GrL. SinceM

is an R-module of finite type, there is an R-module epimorphism L
ϕ
−→ M, where L is

a projective R-module of finite type.



182 Chapter 3

(b) ReplacingM by L, we assume thatM is a projective R-module. In this case, we
have an exact diagram

RM = PrM
∏

GrM

PrM

p1

−−−→
−−−→

p2

PrM
πM

−−−→ GrM

(see 8.3). Since (S, s)∨ is a projective objects of the category of presheaves fromAffk/R
∨ =

(R\Algk)
op to Sets and PrM

πM

−−−→ GrM is a presheaf epimorphism, each of the

morphisms ui can be lifted to a morphism (S, s)∨
vi
−−−→ PrM, i = 1, 2.

(c) Consider the cartesian square

RM

πM◦p1

−−−→ GrM

jM

y cart
y ∆

PrM ×PrM −−−→ GrM ×GrM

(whose left vertical arrow is the natural embedding) and complete it to the diagram

Ker(u1, u2) −−−→ RM −−−→ GrMy cart jM

y cart
y ∆

(S, s)∨ −−−→ PrM ×PrM −−−→ GrM ×GrM

(10)

whose left square is cartesian too.

SinceM is a projective R-module of finite type, the presheaf PrM is representable
by the cokernel of the pair

TR(M⊗kM
∨)

σ

−−−→
−−−→

id

TR(M⊗kM
∨)

of k-algebra morphisms (see the part (a) of the argument of 8.5).

By the part (b) of the argument of 8.5, the presheaf RM is the limit of the diagram

PrM ×PrM

m

−−−→
−−−→
π1

PrM

S
y≀

y id

PrM ×PrM

m

−−−→
−−−→
π1

PrM

(11)
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where m is the composition map, π1 is the projection on the first component, and the left
vertical map is the standard symmetry. The natural embedding of RM into PrM ×PrM
– the middle vertical arrow of the diagram (10), coincides with the canonical morphism

RM −−−→ PrM ×PrM

coming from the diagram (11). The latter is, evidently, a strict monomorphism of rep-
resentable presheaves, hence a closed immersion. Since the middle vertical arrow of the
diagram (10) is a closed immersion, the left vertical arrow is a closed immersion too,
whence the assertion.

8.8. Smoothness.

8.8.0. The choice of infinitesimal morphisms. In this Section, we take as in-
finitesimal morphisms the class Mc

J of complete radical closed immersions (cf. II.3.8.2
and consider (formal) smoothness with respect to this class. Recall that a morphism

(S, s)∨
ϕ∨

−−−→ (T, t)∨ of the category Affk/R
∨ is called a complete radical closed immer-

sion, if the corresponding algebra morphism T
ϕ
−→ S is surjective, its kernel is contained in

the Jacobson radical of the algebra T , and the canonical morphism T −→ lim
n≥1

T/(Ker(ϕ)n)

is an isomorphism. Since the class Mn of closed immersions corresponding to strict epi-
morphisms with nilpotent kernel is contained in the class Mc

J, every (formally) Mc
J-smooth

presheaf morphism is (formally) smooth in the standard sense.

In this Section, we shall write (formally) smooth meaning (formally) Mc
J-smooth.

8.8.1. Proposition. (a) Let M be a projective R-module. Then all presheaves and
all presheaf morphisms of the canonical diagram

RM = PrM
∏

GrM

PrM

p1

−−−→
−−−→

p2

PrM
πM

−−−→ GrM (1)

are formally smooth.

(b) If M is a projective R-module of finite type, then the presheaves and presheaf
morphisms in (1) are smooth.

Proof. (a1) The presheaf PrM is formally smooth.

(i) Consider a commutative diagram

(S, s)∨
ξ

−−−→ PrM

ϕ∨
y

y

(T, t)∨
t∨

−−−→ R∨
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where S∨ ϕ∨

−→ T∨ is a complete radical closed immersion (see 8.8.0). The morphism

(S, s)∨
ξ
−→ PrM is determined by a projector s∗(M) = ϕ∗t∗(M)

p
−→ s∗(M) whose

image is a projective S-module of finite type. Since T
ϕ
−→ S is a strict algebra epimor-

phism such that the algebra T is Ker(ϕ)-adically complete, i.e. T −→ lim
n≥1

T/(Ker(ϕ)n)

is an isomorphism, the projective S-module p(s∗(M)) is isomorphic to φ∗(V), where V
is a projective T -module of finite type (see [Ba], III.2.12]).

Therefore, the projector p has a decomposition ϕ∗(V)
v
−→ ϕ∗t∗(M)

u
−→ ϕ∗(V), that

is p = v ◦ u and u ◦ v = idϕ∗(V). Choosing this decomposition can be interpreted as the
commutative diagram

(S, s)∨
ξ

−−−→ PrM −−−→ R∨

ξ̃
y

x cart
x s∨

G
s∗(M),ϕ∗(V)

ρ̃
ϕ∗(V)

−−−→ Prs∗(M) −−−→ S∨

(2)

whose left square is the corresponding decomposition of (S, s)∨
ξ

−−−→ PrM, and
the right, cartesian, square is the base change. The left lower arrow is the canonical

presheaf morphism which assigns to every element g∗ϕ∗(V)
v′′

−→ g∗s∗(M)
u′′

−→ g∗ϕ∗(V),
of G

s∗(M),ϕ∗(V)
(A, g ◦ s) the corresponding projection v′′ ◦ u′′ of the A-module g∗s∗(M).

(ii) The vertical arrows of the diagram

V t∗(M) Vy
y

y

ϕ∗ϕ
∗(V)

ϕ∗(v)
−−−→ ϕ∗ϕ

∗t∗(M)
ϕ∗(u)
−−−→ ϕ∗ϕ

∗(V)

– adjunction morphisms, are epimorphisms, because T
ϕ
−→ S is a strict epimorphism

of algebras. Therefore, since V and t∗(M) are projective modules, there exist morphisms

V
v′

−→ t∗(M)
u′

−→ V such that the diagram

V
v′

−−−→ t∗(M)
u′

−−−→ Vy
y

y

ϕ∗ϕ
∗(V)

ϕ∗(v)
−−−→ ϕ∗ϕ

∗t∗(M)
ϕ∗(u)
−−−→ ϕ∗ϕ

∗(V)

(3)

commutes. Since the T -module V is projective of finite type and the kernel of T
ϕ
−→ S

is contained in the Jacobson radical of the algebra T , the fact that the composition of
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lower horizontal arrows of (3) is an isomorphism, implies, by [Ba], III.2.12], that the
composition u′ ◦ v′ of the upper horizontal arrows is an isomorphism too. Replacing v′

by ṽ = v′ ◦ (u′ ◦ v′)−1, we obtain a commutative diagram

V
ṽ

−−−→ t∗(M)
u′

−−−→ Vy
y

y

ϕ∗ϕ
∗(V)

ϕ∗(v)
−−−→ ϕ∗ϕ

∗t∗(M)
ϕ∗(u)
−−−→ ϕ∗ϕ

∗(V)

(4)

such that the composition u′ ◦ ṽ of its upper horizontal arrows is an identical morphism;
that is the upper horizontal row of the diagram (3) is an element of Gt∗(M),V(T, t), which

determines, by Yoneda Lemma, a morphism (T, t)
γ̃

−−−→ Gt∗(M),V .
By adjunction, the diagram (4) corresponds to the commutative diagram

ϕ∗(V)
ϕ∗ (̃v)
−−−→ ϕ∗t∗(M)

ϕ∗(u′)
−−−→ ϕ∗(V)

id
y id

y
y id

ϕ∗(V)
v

−−−→ ϕ∗t∗(M)
u

−−−→ ϕ∗(V)

(4̂)

In other words,

ϕ∗(V)
v
−→ ϕ∗t∗(M)

u
−→ ϕ∗(V) = ϕ∗

(
V

ṽ
−→ t∗(M)

u′

−→ V
)
.

(iii) All together can be expressed in the commutative diagram

(S, s)∨
ξ̃

−−−→ G
s∗(M),ϕ∗(V)

ρ̃
ϕ∗(V)

−−−→ Prs∗(M) −−−→ PrM

ϕ∨
y

x
x

y id

(T, t)∨
γ̃

−−−→ G
t∗(M),V

ρ̃
V

−−−→ Prt∗(M) −−−→ PrM −−−→ R∨

(5)

which can be regarded as a decomposition of the commutative diagram

(S, s)∨
ξ

−−−→ PrM

ϕ∨
y γ ր

y

(T, t)∨
t∨

−−−→ R∨
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This shows that the morphism PrM −→ R∨ is formally smooth.

(a2) The presheaf GrM is formally smooth.

By 3.0.2.1, this follows from the fact that PrM
πM

−−−→ GrM is an epimorphism of
presheaves and the presheaf PrM is formally smooth.

(a3) The presheaf morphism PrM
πM

−−−→ GrM is formally smooth.

Consider a commutative diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ξ
y

y ξ1

PrM
πM

−−−→ GrM

(6)

The morphism (T, t)∨
ξ1
−→ GrM is uniquely defined by an element of GrM(T, t), that is

by the isomorphism class of a T -module epimorphism t∗(M)
ξ̂1
−→ V for some projective T -

module of finite type V. Similarly, the morphism (S, s)∨
ξ
−→ PrM is uniquely determined

by an element of PrM(S, s), a projector s∗(M)
pξ
−→ s∗(M), which can be represented

by its canonical decomposition – a pair of S-module morphisms W
v
−→ s∗(M)

u
−→ W

with a projective S-module of finite type W such that u ◦ v = idW . The commutativity
of the diagram (6) means that there is a commutative diagram

ϕ∗(V) ϕ∗t∗(M)
ϕ∗(ξ̂1)
−−−→ ϕ∗(V)

≀
y ≀

y
y≀

W
v

−−−→ s∗(M)
ϕ∗(u)
−−−→ W

(7)

whose vertical arrows are S-module isomorphisms. Therefore, the diagram (7) can be
replaced by the commutative diagram of T -module morphisms

V t∗(M)
ξ̂1
−−−→ Vy

y
y

ϕ∗ϕ
∗(V)

ṽ
−−−→ ϕ∗ϕ

∗t∗(M)
ũ

−−−→ ϕ∗ϕ
∗(V)

(8)

whose vertical arrows are adjunction morphisms and the composition ũ ◦ ṽ is the identical

morphism. If the algebra morphism T
ϕ
−→ S is a strict epimorphism, then the vertical
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arrows of the diagram (8) are T -module epimorphisms. Since V is a projective module, the
fact that the middle vertical arrow is an epimorphism implies the existence of a T -module

morphism V
γ1
−→ t∗(M) such that the diagram

V
γ1
−−−→ t∗(M)

ξ̂1
−−−→ Vy

y
y

ϕ∗ϕ
∗(V)

ṽ
−−−→ ϕ∗ϕ

∗t∗(M)
ũ

−−−→ ϕ∗ϕ
∗(V)

(9)

commutes. If T
ϕ
−→ S is a strict epimorphism whose kernel is contained in the Jacobson

radical of the algebra T , then, since V is a projective T -module of finite type, it follows
from the Nakayama Lemma that the composition ξ̃1 ◦ γ1 is an isomorphism, because the

composition ũ◦ ṽ is an isomorphism. Replacing the arrow V
γ1
−−−→ t∗(M) in the diagram

(9) with γ2 = γ1 ◦ (ξ̃1 ◦ γ1)
−1, we obtain a commutative diagram

V
γ2
−−−→ t∗(M)

ξ̂1
−−−→ Vy

y
y

ϕ∗ϕ
∗(V)

ṽ
−−−→ ϕ∗ϕ

∗t∗(M)
ũ

−−−→ ϕ∗ϕ
∗(V)

(9′)

such that ξ̃1 ◦ γ2 = idV . The projector γ2 ◦ ξ̃1 of the T -module t∗(M) is an element of

PrM(T, t) defining a morphism (T, t)∨
γ
−→ PrM which makes the diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ξ
y γ ւ

y ξ1

PrM
πM

−−−→ GrM

commute. This shows that PrM
πM

−−−→ GrM is a formally smooth morphism.

(a4) Since formally smooth morphisms are stable under pull-backs, the formal smooth-

ness of PrM
πM

−−−→ GrM implies that the projections RM

p1

−−−→
−−−→

p2

PrM are formally

smooth as well.

(b) Suppose now that M is a projective R-module of finite type. Then, by 8.5, all
presheaves in the diagram (1) are locally finitely copresentable. It follows from II.1.11.2(d)
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that all morphisms of the diagram (1) are locally finitely copresentable. By (a) above,
they are formally smooth; hence they are smooth.

8.9. Proposition. (a) For every projective R-module of finite type V, the canonical
morphism

GrM,V

ρ
V

−−−→ GrM. (1)

is formally smooth; i.e. it is a formally open immersion.

(b) If both R-modulesM and V are projective objects of finite type, then the morphism
(1) is an open immersion.

Proof. (a) Consider a commutative diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ξ
y

y ξ1

GM,V

π
−−−→ GrM,V

ρ
V

−−−→ GrM

(2)

Since (S, s)∨ is a projective object of the category of presheaves on Affk/R
∨ and

GM,V

π
−−−→ GrM,V is a presheaf epimorphism, there is a morphism (S, s)∨

ζ
−→ GM,V

such that ξ = π ◦ ζ. So that we have a commutative diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ζ
y

y ξ1

GM,V

ρ
V
◦π

−−−→ GrM

(3)

The morphism (T, t)∨
ξ1
−→ GrM is uniquely defined by an element of GrM(T, t),

that is by a T -module epimorphism t∗(M)
ξ̂1
−→W for some projective T -moduleW. The

morphism (S, s)∨
ζ
−→ GM,V is uniquely determined by an element of GM,V (S, s), – a

pair of S-module morphisms s∗(V)
v
−→ s∗(M)

u
−→ s∗(V) such that u ◦ v = ids∗(V).

The commutativity of the diagram (3) means that there is a commutative diagram

ϕ∗(W) ϕ∗t∗(M)
ϕ∗(ξ̂1)
−−−→ ϕ∗(W)

≀
y ≀

y
y≀

s∗(V)
v

−−−→ s∗(M)
u

−−−→ s∗(V)

(4)
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whose vertical arrows are S-module isomorphisms. Therefore, since s∗ ≃ ϕ∗ ◦ t∗, the
diagram (4) can be replaced by the commutative diagram of T -module morphisms

t∗(V) t∗(M)
ξ̂1
−−−→ t∗(V)y

y
y

ϕ∗ϕ
∗t∗(V)

ṽ
−−−→ ϕ∗ϕ

∗t∗(M)
ũ

−−−→ ϕ∗ϕ
∗t∗(V)

(5)

whose vertical arrows are adjunction morphisms and the composition ũ ◦ ṽ is the identical

morphism. If the algebra morphism T
ϕ
−→ S is a strict epimorphism, then the vertical

arrows of the diagram (4) are T -module epimorphisms. Since V is a projective R-module,
t∗(V) is a projective T -module. Therefore, the fact that the middle vertical arrow is an

epimorphism implies the existence of a T -module morphism V
γ1
−→ t∗(M) such that the

diagram

t∗(V)
γ1
−−−→ t∗(M)

ξ̂1
−−−→ t∗(V)y

y
y

ϕ∗ϕ
∗(V)

ṽ
−−−→ ϕ∗ϕ

∗t∗(M)
ũ

−−−→ ϕ∗ϕ
∗(V)

(6)

commutes. Since V is a projective R-module of finite type, t∗(V) is a projective T -module

of finite type. Therefore, if T
ϕ
−→ S is a strict epimorphism whose kernel is contained

in the Jacobson radical of the algebra T , then the fact that the composition ũ ◦ ṽ is an
isomorphism implies, by Nakayama Lemma, that the composition ξ̃1◦γ1 is an isomorphism.
Replacing γ1 in the diagram (6) with γ2 = γ1 ◦ (ξ̃1 ◦ γ1)

−1, we obtain a commutative
diagram

t∗(V)
γ2
−−−→ t∗(M)

ξ̂1
−−−→ t∗(V)y

y
y

ϕ∗ϕ
∗t∗(V)

ṽ
−−−→ ϕ∗ϕ

∗t∗(M)
ũ

−−−→ ϕ∗ϕ
∗t∗(V)

(7)

such that ξ̃1 ◦ γ2 = idt∗(V). The upper row of the diagram (7) is an element of GM,V (T, t)

which defines a morphism (T, t)∨
γ
−→ GM,V making the diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ζ
y γ ւ

y ξ1

GM,V

ρV◦π
−−−→ GrM
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commute. Therefore, the diagram

(S, s)∨
ϕ∨

−−−→ (T, t)∨

ξ
y π◦γ ւ

y ξ1

GrM,V

ρV
−−−→ GrM

commutes (see the diagrams (2) and (3) above).

This shows that the embedding GrM,V

ρV
−−−→ GrM is a formally smooth morphism.

So that it is a formally open immersion.
(b) Suppose now that both V andM are projective R-modules of finite type. Then,

by 6.3.1, the presheaf GrM,V is locally finitely copresentable over R and, by 8.5, the
presheaf GrM is locally finitely copresentable over R. By II.1.11.2(d), this implies that

the morphism GrM,V

ρV
−−−→ GrM is locally finitely copresentable. By (a) above, it is

formally smooth; hence it is a smooth monomorphism – an open immersion.

8.9.1. Corollary. Let M be a projective R-module of finite type. Then, for every

projective R-module of finite type V and any R-module morphism V
ψ
−→ M, there is

a canonical open representable immersion of the representable presheaf Fψ;M,V into the
generic Grassmannian GrM.

Proof. The immersion in question is the composition of the canonical embedding
Fψ;M,V −→ GrM,V , which is representable by 6.7.1(b) as well as the presheaf Fψ;M,V

(provided the projective R-module V is of finite type) and GrM,V

ρV
−−−→ GrM. If both

M and V are projective R-modules of finite type, then the first morphism is an open
immersion by 6.7.2.1 and the second one is an open immersion by 8.9.

8.10. Proposition. LetM be an R-module of finite type. Then
(a) The presheaf GrM is of strictly cofinite type.
(b) The presheaf GrM is locally affine for the smooth pretopology. More precisely,

there exists an exact diagram

Rφ
M

p
φ
1

−−−→
−−−→

p
φ
2

PrφM
pφ
−−−→ GrM (1)

whose arrows are representable coverings for the smooth topology. The presheaves PrφM
and (therefore) Rφ

M = K2(pφ) are representable and of strictly cofinite type.
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Proof. SinceM is an R-module of finite type, there exists an R-module epimorphism

L
φ
−→ M with L a projective R-module of finite type. This epimorphism φ appears as a

parameter in the diagram (1). The diagram itself is defined (uniquely up to isomorphism)
via the diagram

Rφ
M

p
φ
1

−−−→
−−−→

p
φ
2

PrφM
pφ
−−−→ GrM

y cart
y cart

y Grφ

RL

p1

−−−→
−−−→
p2

PrL
π

−−−→ GrL

(2)

with cartesian squares. By 8.8.1, the presheaves of the bottom of the diagram are smooth
and all three arrows of the bottom of the diagram are coverings for the smooth pretopology.
It follows from 1.3.1 and the fact that the presheaves PrL and RL are representable that
these morphisms are also representable. By 8.6, the right vertical arrow of the diagram
(2) is a closed immersion. Therefore, since the squares of the diagram are cartesian, the
remaining two arrows are closed immersions. Since the presheaves of the lower row of (2)
are locally finitely presentable, this means that presheaves of the upper row are locally of
strictly finite type.

8.11. Proposition. Let V be a projective R-module of finite type and V
ψ
−→M an

R-module morphism. If the R-moduleM is of finite type, then the canonical map

Fψ;M,V −−−→ GrM

is an open immersion.

Proof. The canonical map in question is the composition of the canonical embedding

Fψ;M,V

jψ
−−−→ GrM,V and GrM,V

ρV
−−−→ GrM. Let M be an R-module of finite type,

and let L
ϕ
−→ M be an R-module epimorphism with L a projective R-module of finite

type. Then we have a commutative diagram

Fψ;M,V

jψ
−−−→ GrM,V

ρV
−−−→ GrM

Fϕ,V

y cart
y Gr

ϕ,V cart
y Grϕ

Fφ;L,V
jφ
−−−→ GrL,V

ρV
−−−→ GrL

whose left square is cartesian by 6.7.3 and the right one is cartesian by 8.6. By 6.7.3, the
left lower horizontal arrow is an open immersion; and, by 8.9, the right lower horizontal
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arrow is an open immersion. Therefore, both upper horizontal arrows are open immersions.
And composition of open immersions is an open immersion.

9. Generic flags.

9.1. The presheaf FlIM. LetM be a left R-module and I a preorder with an initial
object •. For every R-ring (S, s), we denote by FlIM(S, s) the set of isomorphism classes of
functors I −→ S −mod which map every arrow • −→ i to epimorphism s∗(M) −→ Vi,
where Vi is a projective S-module of finite type. The map (S, s) 7−→ FlIM(S, s) extends
naturally to a presheaf

(Affk/R
∨)op = R\Algk

FlIM
−−−→ Sets.

9.1.1. Note. If the preorder I consists of one arrow • −→ x, then the generic flag
variety FlIM coincides with the generic Grassmannian GrM.

9.2. The presheaf FI
M, cover of the generic flag variety, and relations. For

an R-ring (S, s), we denote by FI
M(S, s) the set of projectors {pi = p2i | i ∈ I} of s∗(M)

such that p• = ids∗(M), the image of pi is a projective S-module of finite type, provided i
is not an initial object; and pipj = pj if i ≤ j.

The map (S, s) 7−→ FI
M(S, s) extends to a presheaf

(Affk/R
∨)op = R\Algk

FI
M

−−−→ Sets.

For studying the relations of the presheaf FI
M with the generic flag variety, we need

the following lemma, which shall be useful other constructions as well.

9.2.1. Lemma. Let CX be a category, EX a class of epimorphisms of CX closed
under composition and containing all isomorphisms. Let I be a small category with an

initial object • and I
Φ
−→ CX a functor which maps all arrows of the category I to

EX and all non-initial objects to projective objects with respect to EX . Then there exists a

functor Iop
Ψ
−→ CX such that Φ(γ) ◦Ψ(γ) = idΦ(y) for every arrow x

γ
−→ y of I.

Proof. (i) The existence of an initial object in I and the condition that the functor Φ
maps all arrows to epimorphisms imply that, for any pair x, y of objects of the category
I, the functor Φ maps I(x, y) to one arrow. Therefore, we assume that I is a preorder.

(ii) We shall call the morphisms of EX deflations.
Let ΞΦ denote all full subpreorders of I which contain the initial object • and for

which the assertion holds. Since the functor Φ maps all arrows to deflations and all non-

initial objects to projective objects, for every arrow x
γ
−→ y, there exists a splitting of
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the morphism Φ(γ). This implies that the family ΞΦ contains all ordered subsets of
the preorder I. Therefore, by Zorn Lemma, the set ΞΦ contains maximal elements with
respect to the inclusion. Let I0 be one of them, and let Ψ0 denote the functor Iop0 −→ CX ,
which is right inverse to the restriction of Φ to I0, i.e. Φ(γ) ◦ Ψ0(γ) = idΦ(x) for any

arrow x
γ
−→ y of the subpreorder I0. Suppose that I0 6= I, and let y be an object of

I which does not belong to I0. Since the morphism Φ(•
ey
−→ y) is a deflation and the

object Φ(y) is projective, there exists a splitting Φ(y)
jy
−→ Φ(•) of the deflation Φ(ey).

Let Iy denote the full subpreorder of the preorder I defined by ObIy = ObI0 ∪ {y}.
We denote by Ψy the diagram Iopy −→ CX defined as follows:

— the restriction of Ψy to Iop0 coincides with Ψ0;
— Ψy(ey) = jy – a splitting of the deflation Φ(ey);

— for every arrow x
γ
−→ y of Iy with x ∈ ObI0, we set Ψy(γ) = Φ(ey) ◦Ψ0(ex);

— for every arrow y
λ
−→ z of Iy with z ∈ ObI0, we set Ψy(λ) = Φ(ez) ◦Ψy(ey).

One can see that the diagram Iopy
Ψy

−−−→ CX is a functor satisfying the condition
Φ(γ) ◦Ψy(γ) = idΦ(y) for all γ ∈ HomIy, which contradicts to the maximality of I0.

9.2.2. Proposition. (a) There is a natural epimorphism

FI
M

πI
M

−−−→ FlIM.

(b) The relations presheaf RI
M = FI

M

∏

FlI
M

FI
M maps every R-ring (S, s) to the set

(pi, p
′
i | i ∈ I) of projectors of the S-module s∗(M) satisfying the following relations:

pip
′
i = pi, p′ipi = p′i; pipj = pj , p

′
ip

′
j = p′j , if i ≤ j. (1)

and such that pi(s
∗(M)) and p′i(s

∗(M)) are projective S-modules of finite type for all i ∈ I.
(c) IfM is a projective module of finite type and I is finite, then the presheaves FI

M

and RI
M are representable and locally finitely corepresentable.

Proof. (a1) For every R-ring (S, s), the map

FI
M(S, s)

πI
M(S,s)

−−−−−−−→ FlIM(S, s) (2)

assigns to every element {pi | i ∈ I} the isomorphism class of the functor which maps every
arrow • −→ i to the projection of S-modules s∗(M) −→ pi(s

∗(M)) and every arrow
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i −→ j to the S-module epimorphism pi(s
∗(M)) −→ pj(s

∗(M)) uniquely determined by
the commutativity of the diagram

s∗(M)
ւ ց

pi(s
∗(M)) −−−→ pj(s

∗(M))

The map (2) is functorial in (S, s); i.e it defines a presheaf morphism

FI
M

πI
M

−−−→ FlIM.

(a2) It remains to show that the map (2) is surjective.

Let ξ be an element of FlIM(S, s) and I
Φξ
−−−→ S −mod a functor which represents

the element ξ. The functor Vξ maps the initial object • to the S-module s∗(M) and every
arrow of I to an epimorphism to a projective S-module. Applying 9.2.1 to this case (with
CX = S − mod and EX coinciding with the class of all epimorphisms of S − mod), we

obtain an existence of a functor Iop
Ψξ
−−−→ S −mod which maps every arrow i→ j of I

to a morphism splitting Vξ(i → j); that is Vξ(i → j) ◦ Ψξ(i → j) = idVξ(j). The set of

compositions {pi = Ψξ(• → i) ◦ Vξ(• → i) | i ∈ I} is an element of FI
M(S, s) which the

map (2) sends to the element ξ.
(b) The relations

pip
′
i = pi, p′ipi = p′i; pipj = pj , p

′
ip

′
j = p′j , if i ≤ j.

express the fact that the map (2) sends (pi | i ∈ I) and (p′i | i ∈ I) to the same element.
The argument is similar to that in 8.3.

(c1) By definition, for every R-ring (S, s), the set FI
M(S, s) consists of all families

{pi| i ∈ I} of endomorphisms of the S-module s∗(M) such that p• = ids∗(M) and

pipj = pj if i ≤ j. In other words, FI
M(S, s) is the limit of the diagram

EndS(s
∗(M))×I

pi×pj
−−−→ EndS(s

∗(M))
∏

EndS(s
∗(M))

m

−−−→
−−−→

p1

EndS(s
∗(M))

for all i, j ∈ I− {•} such that i ≤ j.

(6)

Here the left arrow is the projection of the product of I copies of EndS(s
∗(M)) on the

product of ith and jth components, the upper right arrow is the composition and the lower
one is the projection on the first component. IfM is a projective R-module of finite type,
then, by 5.3, the presheaf (S, s)∨ 7−→ EndS(s

∗(M)) is isomorphic to the vector fiber
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VR(M⊗kM
∨) of the projective Re-module of finite typeM⊗kM

∨, which is presentable
and, by 5.3.4, locally finitely copresentable. So that if I is finite, then FI

M is the limit of
a finite diagram of presentable and locally finitely corepresentable presheaves. Therefore,
it is presentable and, by II.1.4, it is locally finitely corepresentable.

(c2) A similar argument shows that the presheaf RI
M of relations (described by the

equalities (1)) is the limit of the diagram

ER(M)×I
pi×pj
−−−→ ER(M)× ER(M)

m

−−−→
−−−→
π1

ER(M)

πI
1

x

ER(M)×I
∏
ER(M)×I

pi×pi
−−−→ ER(M)× ER(M)

m

−−−→
−−−→
π1

ER(M)

S
y≀ σ

y≀

ER(M)×I
∏
ER(M)×I

pi×pi
−−−→ ER(M)× ER(M)

m

−−−→
−−−→
π1

ER(M)

πI
1

y

ER(M)×I
pi×pj
−−−→ ER(M)× ER(M)

m

−−−→
−−−→
π1

ER(M)

i ∈ I− {•} ∋ j and i < j.

(4)

Here ER(M)
def
= HR(M,M) – the presheaf (S, s)∨ 7−→ EndS(s

∗(M)) of endomorphisms
of the R-module M; S denotes the standard symmetry; the vertical arrow πI

1 and the
(four times repeated) horizontal arrow π1 in the right column are projections to the first

component, and the (four times repeated) arrow ER(M) × ER(M)
m
−−−→ ER(M) is the

composition map.
If the R-module M is projective and I is finite, then the presheaf ER(M) is iso-

morphic to the vector fiber VR(M⊗kM
∗
k). of the projective Re-module of finite type

M⊗kM
∗
k. So that (4) becomes a finite diagram with values in representable presheaves

and locally finitely corepresentable preshaves. Therefore, the limit of (4) is a representable
and locally finitely corepresentable presheaf.

9.3. Proposition. (a) There is a natural embedding

FlIM −−−→
∏

i∈I

GrM = Gr×I
M . (1)

(b) If the moduleM is projective of finite type and I is finite, then the morphism (1)
is a closed immersion.
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Proof. (a) The existence of the monomorphism (1) follows from the definitions of the
presheaves of sets FlIM and GrM.

(b) We have a commutative square of canonical covers

FI
M

πI
M

−−−→ FlIMy cart
y

∏

i∈I

PrM
π×I
M

−−−→
∏

i∈I

GrM

(2)

which is cartesian. Let (S, s) be an R-ring and (S, s)∨
ξ

−−−→
∏

i∈I

GrM and arbitrary

presheaf morphism. Since (S, s)∨ is a projective object in the category of presheaves and
∏

i∈I

PrM
π×I
M

−−−→
∏

i∈I

GrM a presheaf epimorphism, the morphism (S, s)∨
ξ

−−−→
∏

i∈I

GrM

factors through the epimorphism π×I
M ; that is ξ = π×I

M ◦ξ̃ for some (S, s)∨
ξ̃

−−−→
∏

i∈I

PrM.

So that the pull-back of the morphism FlIM −−−→
∏

i∈I

GrM along (S, s)∨
ξ

−−−→
∏

i∈I

GrM

can be decomposed in two cartesian squares:

T, t)∨
ξ′

−−−→ FI
M

πI
M

−−−→ FlIMy cart
y cart

y

(S, s)∨
ξ̃

−−−→
∏

i∈I

PrM
π×I
M

−−−→
∏

i∈I

GrM

(3)

It follows from the argument of 9.2.2(c1) that the presheaf FI
M is the kernel of the

pair of arrows
∏

i∈I

PrM
(pi×pj)

−−−→
∏

i<j

(
PrM ×PrM

m

−−−→
−−−→
π1

PrM
)
, (4)

which encodes the diagram (3) in the argument of 9.2.2. IfM is a projective of finite type
and I is finite, then all presheaves in the diagram (4) are representable and the morphism

FI
M −−−→

∏

i∈I

PrM, being the kernel of a pair of representable morphisms is a closed



Geometry of Presheaves of Sets. 197

immersion. Therefore, since pull-backs of closed immersions are closed immersions, the
left vertical arrow of the diagram (3) is a closed immersion.

9.4. Proposition. (a) Every R-module epimorphism N
ϕ
−→ M induces a presheaf

monomorphism

FlIM

FlIϕ
−−−→ FlIN . (1)

(b) Suppose thatM is an R-module of finite type and I is finite. Then the morphism
(1) is a closed immersion.

Proof. (a) This follows from the definitions of FlIM and the morphism FlIϕ.
(b) We have a commutative diagram

FlIM −−−→
∏

i∈I

GrM

Flϕ

y cart
y Gr×I

ϕ

FlIN −−−→
∏

i∈I

GrN

(2)

which is a cartesian square. If the R-moduleM is of finite type, then, by 8.6, the morphism

GrM
Grϕ
−→ GrN is a closed immersion. Therefore, since I is finite, the right vertical arrow

of (2) is a closed immersion. Since closed immersions are stable under pull-backs, the left
vertical arrow of (2) is a closed immersion too.

9.4.1. Corollary. If the moduleM is an R-module of finite type and I is finite, then
the canonical morphism

FlIM −−−→
∏

i∈I

GrM. (3)

is a closed immersion.

Proof. SinceM is a module of finite type, there is an epimorphism N
ϕ
−→M for a

projective R-module of finite type N . By 9.3, the lower horizontal arrow of the cartesian
square (2) is a closed immersion. Therefore, thanks to the invariance of closed immersions
under pull-backs, the upper horizontal arrow of (2) is a closed immersion.

9.5. Proposition. If M is an R-module of finite type and I is finite, then the
presheaf FlIM is separated.

Proof. If M is an R-module of finite type, then, by 8.7, the generic Grassmannian

GrM is separated. Since I is finite, the product
∏

i∈I

GrM is a separated presheaf too.
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By 9.3, the canonical morphism FlIM −−−→
∏

i∈I

GrM is a monomorphism (actually, a

closed immersion). Therefore, since any subpresheaf of a separated presheaf is separated,
the presheaf FlIM is separated.

9.6. Base change.

9.6.1. Proposition. For any R-ring (S, s), there is a natural isomorphism between

(S, s)
∏

R∨

(
RI

M

pI
M

−−−→
−−−→

qI
M

FI
M

πI
M

−−−→ FlIM
)

and RI
s∗(M)

pI
s∗(M)

−−−→
−−−→
qI
s∗(M)

FI
s∗(M)

πI
s∗(M)

−−−→ FlIs∗(M).

Proof. By the argument of 9.3, the square

FI
M

πI
M

−−−→ FlIMy cart
y

∏

i∈I

PrM
π×I
M

−−−→
∏

i∈I

GrM

is cartesian. In particular, the square

FI
s∗(M)

πI
s∗(M)

−−−→ FlIs∗(M)y cart
y

∏

i∈I

Prs∗(M)

π×I

s∗(M)

−−−→
∏

i∈I

Grs∗(M)

is cartesian. On the other hand, the base change functor (S, s)∨
∏

R∨

− preserves cartesian

squares, and, by 8.4.1, (S, s)∨
∏

R∨

(
PrM

π
M

−−−→ GrM
)
is isomorphic to the morphism

Prs∗(M)

π
s∗(M)

−−−→ Grs∗(M). This gives a natural isomorphism between

(S, s)∨
∏

R∨

(
FI
M

πI
M

−−−→ FlIM
)

and FI
s∗(M)

πI
s∗(M)

−−−→ FlIs∗(M).
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Since the functor (S, s)∨
∏

R∨

− preserves cartesian squares, an isomorphism between

(S, s)∨
∏

R∨

(
FI
M

πI
M

−−−→ FlIM
)

and FI
s∗(M)

πI
s∗(M)

−−−→ FlIs∗(M)

determines an isomorphism between the exact diagrams

(S, s)
∏

R∨

(
RI

M

pI
M

−−−→
−−−→

qI
M

FI
M

πI
M

−−−→ FlIM
)

and RI
s∗(M)

pI
s∗(M)

−−−→
−−−→
qI
s∗(M)

FI
s∗(M)

πI
s∗(M)

−−−→ FlIs∗(M),

which is the claim.

9.7. Smoothness.

9.7.0. The choice of infinitesimal morphisms. In this Section, we take as
infinitesimal morphisms the class Mc

J of complete radical closed immersions (see 8.8.0 and
II.3.8.2), same as in 8.8, and consider (formal) smoothness with respect to this class.

In this Section, we shall write (formally) smooth meaning (formally) Mc
J-smooth.

9.7.1. Proposition. (a) All presheaves and morphisms in the canonical diagram

RI
M

pI
M

−−−→
−−−→

qI
M

FI
M

πI
M

−−−→ FlIM (1)

are formally smooth.
(b) If M is a projective R-module of finite type and the preorder I is finite, then all

presheaves and morphisms of the diagram (1) are smooth.

Proof. As in the argument of 8.8.1, we start from the middle term of the diagram (1).

(a1) The presheaf FlIM is formally smooth.

(i) Let (T, t)
ϕ
−→ (S, s) be an infinitesimal morphism of R-rings and

(S, s)∨
ξ

−−−→ FI
M

ϕ∨
y

y

(T, t)∨
t∨

−−−→ R∨
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a commutative diagram of presheaves of sets. Its upper horizontal arrow is determined by

an element ξ̂ of FlIM(S, s), that is by the isomorphism class of a functor I
V
−→ S−mod

which map every arrow • −→ i to an epimorphism ϕ∗t∗(M) = s∗(M)
ui−→ ϕ∗(Vi), where

Vi is a projective T -module of finite type. Here we use the fact that, since the R-ring

morphism (T, t)
ϕ
−→ (S, s) is infinitesimal, every projective S-module of finitey type is

isomorphic to the inverse image of a projective T -module of finite type.
Since t∗(M) is a projective T -module and the adjunctions arrows Vi −→ ϕ∗ϕ

∗(Vi)

are epimorphisms for all i ∈ I, there exists a morphism t∗(M)
ũi−→ Vi such that the

diagram

t∗(M)
ũi
−−−→ Viy

y

ϕ∗ϕ
∗t∗(M)

ϕ∗(ui)
−−−→ ϕ∗ϕ

∗(Vi)

(2)

commutes. By adjunction, this means precisely that ui = ϕ∗(ũi).

Since Vi is a module of finite type and T
ϕ
−→ S is a strict epimorphism whose kernel

is contained in the Jacobson radical of the algebra T , it follows from Nakayama Lemma

that t∗(M)
ũi−→ Vi is an epimorphism (see [Ba, III.2.12]).

(ii) The morphism ũi is uniquely defined by the equality ui = ϕ∗(ũi).

In fact, let t∗(M)
u′
i−→ Vi be another morphism such that ui = ϕ∗(u′i). Let M̃ denote

the quotient of the module t∗(M) by the intersection Ker(ũi)∩Ker(u
′
i) of kernels of ũi

and u′i. Both morphisms factor through the canonical epimorphism t∗(M)
e
−→ M̃; that

is ũi = ξ̃i ◦ e and u′i = ξ′i ◦ e for uniquely determined epimorphisms M̃
ξ̃i
−→
−→
ξ′
i

Vi.

Since the functor ϕ∗ maps epimorphisms to epimorphisms, the equalities ϕ∗(ũi) =

ui = ϕ∗(u′i) imply that ϕ∗(ξ̃i) = ϕ∗(ξ′i).

Let Vi
ṽi−→ t∗(M) be a splitting of t∗(M)

ũi−→ Vi and Vi
v′
i−→ t∗(M) a splitting of

t∗(M)
u′
i−→ Vi; that is ũi ◦ ṽi = idVi = u′i ◦ v

′
i. One can see that the morphism

Vi ⊕ Vi ⊕
(
Ker(ũi) ∩Ker(u

′
i)
)
−−−→ t∗(M) (3)

corresponding to the morphisms Vi
ṽi−→ t∗(M), Vi

v′
i−→ t∗(M), and the embedding

Ker(ũi) ∩Ker(u
′
i) −→ t∗(M) is an epimorphism. Therefore, the composition of (3) with

the epimorphism t∗(M)
e
−→ M̃ induces an epimorphism Vi ⊕ Vi −→ M̃. The latter

implies that M̃ is a T -module of finite type.
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Let K
k
−→ M̃ be the kernel of the pair of arrows M̃

ξ̃i
−→
−→
ξ′
i

Vi. The functor ϕ∗ is right

exact, which implies that the canonical morphism ϕ∗(K) −→ Ker(ϕ∗(M̃
ξ̃i
−→
−→
ξ′
i

Vi)) is an

epimorphism. But, since ϕ∗(ξ̃i) = ϕ∗(ξ′i), the kernel of ϕ∗(M̃
ξ̃i
−→
−→
ξ′
i

Vi) is isomorphic to

ϕ∗(M̃). So that the morphism ϕ∗(K
k
−→ M̃) is an epimorphism. Since M̃ is a module of

finite type, this implies, by Nakayama Lemma, that K
k
−→ M̃ is an epimorphism, hence

an isomorphism. The latter means that ξ̃i = ξ′i. Therefore, ũi = ξ̃i ◦ e = ξ′i ◦ e = u′i.

(iii) By the same reason, for every i ≤ j, there exists a unique morphism Vi
ũij
−→ Vj

such that ϕ∗(ũij) = uij . The uniqueness of the morphisms ũi and ũij implies that
ũij ◦ ũi = ũj for all i ≤ j. In other words, the map which assigns to every i ∈ I the

epimorphism t∗(M)
ũi−→ Vi and to every i ≤ j the epimorphism of T -modules Vi

ũij
−→ Vj

is a functor I
Ṽ
−→ T −mod such that the initial functor I

V
−→ S −mod representing

an element of FlIM(S, s), or, what is the same, a morphism (S, s)∨
ξ
−→ FlIM which

was arbitrarily chosen at the beginning of this argument (see (i) above) is equal to the

composition ϕ∗ ◦ Ṽ. This means that the isomorphism class of the functor Ṽ – an element

of FlIM(T, t), defines a morphism (T, t)∨
γ
−→ FlIM such that the diagram

(S, s)∨
ξ

−−−→ FlIM

ϕ∨
y γ ր

y

(T, t)∨
t∨

−−−→ R∨

commutes. Equivalently, the map FlIM(T, t)
FlIM(ϕ)

−−−→ FlIM(S, s) is surjective.

(a2) By the argument of 9.3, the square

FI
M

πI
M

−−−→ FlIMy cart
y

∏

i∈I

PrM
π×I
M

−−−→
∏

i∈I

GrM

(4)
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is cartesian. By 8.8, the morphism PrM
πM

−−−→ GrM is formally smooth. Any product
of formally smooth morphisms is a formally smooth morphism. In particular, the lower
horizontal arrow of the square (4) is a formally smooth morphism. Since the square (2) is

cartesian, its upper horizontal arrow, the morphism FI
M

πI
M

−−−→ FlIM, is formally smooth.

(a3) The pull-backs of formally smooth morphisms are formally smooth. So that

formal smoothness of the morphism FI
M

πI
M

−−−→ FlIM implies formal smoothness of the

arrows of the kernel pair RI
M

pI
M

−−−→
−−−→

qI
M

FI
M of FI

M

πI
M

−−−→ FlIM.

(b1) IfM is a projective R-module of finite type, then, by 8.8, the morphism

PrM
πM

−−−→ GrM

and the presheaves PrM and GrM are smooth. Finite products of smooth morphisms
are smooth morphisms. So that if I is finite, then the morphism

∏

i∈I

PrM
π×I
M

−−−→
∏

i∈I

GrM

– the lower horizontal arrow of the cartesian square (2), is smooth. Therefore, the upper

horizontal arrow of (4), the morphism FI
M

πI
M

−−−→ FlIM, is smooth. By the invariance of
smooth morphisms under pull-backs, this implies the smoothness of the morphisms

RI
M

pI
M

−−−→
−−−→

qI
M

FI
M. (5)

(b2) By 9.2.2(c) the presheaves RI
M and FI

M are locally finitely copresentable. Thanks
to the exactness of the diagram

RI
M

pI
M

−−−→
−−−→

qI
M

FI
M

πI
M

−−−→ FlIM,

the local finite corepresentability of RI
M and FI

M implies that the presheaf FlIM is locally
finitelty corepresentable. Since, by (a), all three presheaves are formally smooth, they are
smooth.
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9.7.2. Proposition. LetM be an R-module of finite type; and let I be finite. Then
(a) The presheaf FlIM is of strictly cofinite type.
(b) The presheaf FlIM is locally affine for the smooth pretopology. More precisely,

there exists an exact diagram

RI,φ
M

p
φ
1

−−−→
−−−→

p
φ
2

FI,φ
M

pφ
−−−→ FlIM (6)

whose arrows are representable coverings for the smooth topology. The presheaves FI,φ
M

and (therefore) RI,φ
M = K2(pφ) are representable and strictly of finite type.

Proof. SinceM is an R-module of finite type, there exists an R-module epimorphism

L
φ
−→ M with L a projective R-module of finite type. This epimorphism φ appears as a

parameter in the diagram (6). The diagram itself is defined (uniquely up to isomorphism)
via the diagram

RI,φ
M

p
φ
1

−−−→
−−−→

p
φ
2

FI,φ
M

pφ
−−−→ FlIM

y cart
y cart

y Flφ

RI
L

p1

−−−→
−−−→
p2

FI
L

πI
L

−−−→ FlIL

(7)

with cartesian squares. By 9.7.1(b), the presheaves of the bottom of the diagram are
smooth and all three arrows of the bottom of the diagram are coverings for the smooth
pretopology. It follows from 1.3.1 and the fact that the presheaves FI

L and RI
L are

representable that these morphisms are also representable. By 9.4(b), the right vertical
arrow of the diagram (7) is a closed immersion. Therefore, since the squares of the diagram
are cartesian, the remaining two arrows are closed immersions. Since the presheaves of the
lower row of (7) are locally finitely presentable, this means that presheaves of the upper
row are locally of strictly finite type.

9.8. Limit and colimit decompositions.

9.8.1. Restriction morphisms. Let I be a full subpreorder of I containing the
initial object •. For every R-ring (S, s), there is a natural map FlIM(S, s) −−−→ FlIM(S, s)

which assigns to every element of FlIM(S, s) represented by a functor I
V
−→ S −mod

the element of FlIM(S, s) represented by the restriction of the functor V to I. This map
is functorial in (S, s); hence it defines a presheaf morphism

FlIM
pII
−−−→ FlIM. (1)
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9.8.2. Infinite and finite flags. Let So
f (I) denotes the preorder of finite subsets of

I with respect to the inverse inclusion. One can see that the natural morphism

FlIM−−−→ lim
I∈So

f
(I)

(FlIM | p
J
L)

is an isomorphism of presheaves.

9.8.3. Inductive system of finite flag subvarieties. Let I be a full subpreorder
of I containing the initial object • and having a final object, yI . Suppose that, in addition,
if i,m are elements of I and j is an element of I such i ≤ j ≤ m, then j ∈ I. Then there
is a map

FlIM(S, s) −−−→ FlIM(S, s)

which assigns to every element of FlIM(S, s) represented by a functor I
V
−→ S−mod the

element of FlIM(S, s) represented by the functor I
Ṽ
−→ S −mod constructed as follows:

The restriction Ṽ|I of Ṽ to I coincides with V. If i ∈ I− I, then Ṽ = VyI . If i ≤ j

and i ∈ I− I, then the morphism Ṽi −→ Ṽj is identical. If i ∈ I, i ≤ j and i ∈ I− I,

then the morphism Vi = Ṽi −→ Ṽj coincides with the morphism Vi = Ṽi −→ VyI .
This map is functorial in (S, s); i.e. it is the value at (S, s) of a presheaf morphism

FlIM
qI
I

−−−→ FlIM. (2)

It follows that pII ◦ q
I
I = idFlI

M
. In particular, (2) is a monomorphism.

9.8.4. Proposition. The morphism (2) is formally smooth. If the R-module M is
of finite type and the filtered subpreorder I is finite, then (2) is an open immersion.

Proof. (a) Let (T, t)
ϕ
−→ (S, s) be an infinitesimal morphism of R-rings and

(S, s)∨
ξ

−−−→ FIM

ϕ∨
y

y qII

(T, t)∨
ζ

−−−→ FI
M

(3)

a commutative diagram of presheaves of sets. Its the lower horizontal arrow is determined

by an isomorphism class of a functor I
V
−→ T −mod which maps every arrow • −→ i

to an epimorphism t∗(M)
ũi−→ Vi, where Vi is a projective T -module of finite type, and

to every • 6= i ≤ j, an epimorphism Vi
ũij
−→ Vj such that ũj = ũij ◦ ũi.
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Similarly, the upper horizontal arrow of the diagram (3) is determined by an element

ξ̂ of FlIM(S, s), that is by the isomorphism class of a functor I
V′

−→ S −mod which

maps every arrow • −→ i to an epimorphism ϕ∗t∗(M) = s∗(M)
ui−→ V ′

i, where V ′
i is a

projective S-module of finite type, and to every • 6= i ≤ j, an epimorphism V ′
i

uij
−→ V ′

j

such that uj = uij ◦ ui.
The commutativity of the diagram (3) means that the functor ϕ∗ ◦ V is isomorphic

to the extension of V ′ described in 9.8.3. In particular, ϕ∗(Vi
ũij
−→ Vj) is the identity

isomorphism if i ≤ j and either i 6∈ I, or i is the final object of I. Since all Vi and Vj

are projective module of finite type, it follows from Nakayama Lemma that Vi
ũij
−→ Vj is

an isomorphism under the same conditions on i and j. But, this means that the functor

I
V
−→ T −mod is isomorphic to the extension (described in 9.8.3) of the restriction of

V to the subpreorder I. This means, precisely, that the morphism (T, t)∨
ζ
−→ FI

M – the
lower arrow of the diagram (3), coincides with qII ◦ p

I
I ◦ ζ.

Therefore, the morphism γ = pII ◦ ζ makes the diagram

(S, s)∨
ξ

−−−→ FIM

ϕ∨
y γ ր

y qII

(T, t)∨
ζ

−−−→ FI
M

(4)

commute. This proves the formal smoothness of the presheaf morphism FlIM
qI
I−→ FlIM.

(b) Suppose now thatM is a projective module of finite type and I is finite. Then, by
9.7.1(b), the presheaf FlIM is smooth; in particular, it is locally finitely copresentable. Since

FlIM
qI
I−→ FlIM is a monomorphism, this implies that it is locally finitely copresentable.

Since, by (a) above, the morphism FlIM
qI
I−→ FlIM is formally smooth, it is smooth.

(c) Suppose that M is an R-module of finite type. Let L
ψ
−→ M be an R-module

epimorphism with L a projective R-module of finite type. Then we have a commutative
square

FlIM

qI
I,M

−−−→ FlIM

FlIψ

y
y FlIψ

FlIL

qI
I,L

−−−→ FlIL

(5)

whose vertical arrows are closed immersions corresponding to the epimorphism L
ψ
−→M.
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The square (5) is cartesian and, by the argument (b) above, its lower horizontal arrow is
an open immersion. Therefore, its upper horizontal arrow is an open immersion too.

9.8.5. Filtered preorders and colimits of finite generic flag varieties. Let
ΞI denote the preorder of all finite subpreorders I of the preorder I containing the initial
object •, having the a final object and all intermediate elements of I.

Suppose that the preorder I is filtered. Then, evidently, ΞI is filtered with respect

to the inclusion and I =
⋃

I∈ΞI

I. In this case, we have a presheaf monomorphism

colim(FlIM | I ∈ ΞI, q
J
I ) −−−→ FlIM. (6)

Let FlI,fM denote the image of the morphism (6). One can see that, for every R-ring

(S, s), the set FlI,fM(S, s) consists of isomorphism classes of functors I
V
−→ S −mod

which map almost all (that is with a possible exception of a finite number) arrows of the

preorder I to isomorphisms. We call FlI,fM the subvariety of locally finite flags.
The isomorphism

colim(FlIM | I ∈ ΞI, q
J
I )

∼

−−−→ FlI,fM (7)

induced by (6) implies that the set

FlIM
qI
I

−−−→ FlIM, I ∈ ΞI, (8)

of formally open immersions forms a cover of the subvariety of locally finite flags.
If the R-moduleM is of finite type, then, by 9.8.4, the elements of this cover are open

immersions; i.e. they form a Zariski cover of the subvariety FlI,fM of locally finite flags.

10. Generic flag varieties and the usual flag varieties. Let R be an associative
unital k-algebra, M an R-module, V̄ = (Vi | 1 ≤ i ≤ n) projective R-modules of finite
type. Let Fℓ

M,V̄
be the flag variety corresponding to this data (cf. 7.1). It follows from

the constructions, that there is a natural presheaf monomorphism

Fℓ
M,V̄

jM,V̄

−−−→ Fl
[n]
M,

where [n] = {1, 2, . . . , n}, such that the diagram

Fℓ
M,V̄

−−−→
∏

1≤i≤n

GrM,Vi

jM,V̄

y
y (ρVi)

Fl
[n]
M −−−→

∏

n times

GrM

(1)
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commutes.

10.1. Proposition. The natural presheaf morphism

Fℓ
M,V̄
−−−→

∏

1≤i≤n

Gr
M,Vi

is a closed immersion.

Proof. (a) Suppose thatM is an R-module of finite type. Then, by 9.4.1, the canonical
morphism

Fl
[n]
M −−−→

∏

n times

GrM

is a closed immersion. Notice that the square (1) is cartesian. So that the morphism

Fℓ
M,V̄
−−−→

∏

1≤i≤n

Gr
M,Vi

,

being a pull-back of a closed immersion, is a closed immersion.
(b) Let nowM be an arbitrary R-module. Let (S, s) be an R-ring and

(S, s)∨
ξ

−−−→
∏

1≤i≤n

Gr
M,Vi

a presheaf morphism. By Yoneda Lemma, this presheaf morphism is determined by an

element ξ̂ = (ξ1, . . . , ξn) of the set
∏

1≤i≤n

GrM,Vi (S, s), which is given by S-module epi-

morphisms s∗(M)
ξi
−→ s∗(Vi), 1 ≤ i ≤ n. These morphisms determine a morphism

(S, s)∨
ξ̃

−−−→
∏

1≤i≤n

Gr
s∗(M),s∗(Vi)

≃ (S, s)∨
∏

R∨

( ∏

1≤i≤n

Gr
M,Vi

)

So that we have a commutative diagram

X −−−→ Fℓ
s∗(M),s∗(V̄ )

−−−→ Fℓ
M,V̄

ξ′
y cart

y cart
y

(S, s)∨
ξ̃

−−−→
∏

1≤i≤n

Gr
s∗(M),s∗(Vi)

−−−→
∏

1≤i≤n

Gr
M,Vi

y cart
y

(S, s)∨ −−−→ R∨

(2)
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formed by cartesian squares. Since, by hypothesis, all S-modules s∗(Vi) are of finite type,

there exists an S-module epimorphism s∗(M)
ψ
−→ L such that each of the S-module

epimorphisms s∗(M)
ξi
−→ s∗(Vi), 1 ≤ i ≤ n, determining ξ̃ factor through s∗(M)

ψ
−→ L.

This means that the morphism (S, s)∨
ξ̃

−−−→
∏

1≤i≤n

Gr
s∗(M),s∗(Vi)

factors through the

morphism

∏

1≤i≤n

Gr
L,s∗(Vi)

∏

1≤i≤n

Gr
ψ,s∗(Vi)

−−−−−−−→
∏

1≤i≤n

Gr
s∗(M),s∗(Vi)

.

Therefore, the upper left square of the diagram (2) is decomposed into two squares

X −−−→ Fℓ
L,s∗(V̄ )

−−−→ Fℓ
s∗(M),s∗(V̄ )

ξ′
y cart

y
y

(S, s)∨
ξ̃

−−−→
∏

1≤i≤n

Gr
L,s∗(Vi)

−−−→
∏

1≤i≤n

Gr
s∗(M),s∗(Vi)

(3)

and the left square is cartesian. Since L is an S-module of finite type, it follows from (a)
above that the second vertical arrow of the diagram (3) is a closed immersion of presheaves
of sets on the category Affk/S

∨ = (S\Algk)
op of noncommutative affine schemes over S∨.

Therefore, the left vertical arrow of (3) is a closed immersion of presheaves of sets on
Affk/S

∨. In particular, X is isomorphic to (T, s ◦ ϕ)∨ for some k-algebra T and a strict

epimorphism S
ϕ
−→ T ; and the extreme left vertical arrow of the diagram (2) is isomorphic

to the strict monomorphism (that is a closed immersion) (T, t)∨
ϕ∨

−−−→ (S, s)∨ of affine
schemes over R∨.

10.2. Proposition. Suppose that M is an R-module of finite type and R-modules
{Vi | 1 ≤ i ≤ n} are projective R-modules of finite type. Then

(a) The presheaf Fℓ
M,V̄

is of strictly cofinite type.

(b) The presheaf Fℓ
M,V̄

is locally affine for the smooth pretopology. More precisely,
there exists a closed immersion of the flag variety Fℓ

M,V̄
into a smooth locally affine

presheaf which gives a rise to an exact diagram

Rφ
M,V̄

p
φ
1

−−−→
−−−→

p
φ
2

Fφ
M,V̄

pφ
−−−→ Fℓ

M,V̄
(4)



Geometry of Presheaves of Sets. 209

whose arrows are representable coverings for the smooth topology. The presheaves Fφ
M,V̄

and (therefore) Rφ
M,V̄

= K2(pφ) are representable and of strictly finite type.

Proof. By 10.1, the natural presheaf morphism Fℓ
M,V̄
−−−→

∏

1≤i≤n

Gr
M,Vi

is a closed

immersion. Since M is an R-module of finite type, there exists an epimorphism L
φ
−→M

with L a projective R-module of finite type. This epimorphism φ appears as a parameter
in the diagram (4), which is defined (uniquely up to isomorphism) via the diagram

Rφ
M,V̄

p
φ
1

−−−→
−−−→

p
φ
2

Fφ
M,V̄

pφ
−−−→ Fℓ

M,V̄

y cart
y cart

y
∏

1≤i≤n

Rφ
M,Vi

p̄1

−−−→
−−−→
p̄2

∏

1≤i≤n

Gφ
M,Vi

π
−−−→

∏

1≤i≤n

GrM,Vi

y cart
y cart

y
∏

1≤i≤n

RL,Vi

p̄1

−−−→
−−−→
p̄2

∏

1≤i≤n

GL,Vi

π
−−−→

∏

1≤i≤n

GrL,Vi

(5)

whose all squares are cartesian. The latter implies, together with the fact that the upper left
vertical arrow is a closed immersion, that all upper vertical arrows are closed immersions.

The lower part of the diagram (5) is the product of the diagrams

Rφ
M,Vi

p
φ
1

−−−→
−−−→

p
φ
2

Gφ
M,Vi

pφ
−−−→ GrM,Vi

y cart
y cart

y Gr
φ,V

RL,Vi

p1

−−−→
−−−→
p2

GL,Vi

π
−−−→ GrL,Vi 1 ≤ i ≤ n.

(6)

from the argument of 6.6.2. By the argument of 6.6.2, all vertical arrows of the diagrams
(6) are closed immersions and all horizontal arrows are covering in the semi-separated
smooth pretopology. This semi-separated means that all horizontal arrows are repre-
sentable. Therefore, the same holds for the product of these diagrams. The fact that
the (upper two) squares are cartesian implies that the upper horizontal arrows are also

representable coverings in smooth pretopology. The fact that the presheaves
∏

1≤i≤n

RL,Vi
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and
∏

1≤i≤n

GL,Vi
are representable and the vertical arrows (over these presheaves) are

closed immersions, imply that all presheaves in the diagram (5) except those in the right
column, are representable. In particular Fφ

M,V̄
and Rφ

M,V̄
are representable. Since the

presheaves of the lower row of (5) are locally finitely presentable and vertical arrows are
closed immersions, the presheaves of the upper row are locally of strictly finite type.

11. Stiefel schemes and generic flag varieties. Fix a projective R-module M
and a positive integer n. For every R-ring (S, s), we denote by Stiefn+1

M (S, s) the set of all
possible decompositions

s∗(M) =
⊕

1≤i≤n

Vi (1)

of the S-module s∗(M) into a direct sum of its submodules. One can see that the map
(S, s) 7−→ Stiefn+1

M (S, s) defines a presheaf

(Affk/R
∨)op = R\Algk

Stiefn+1
M

−−−−−−−→ Sets. (2)

11.1. Proposition. For any projective R-moduleM, there is a natural isomorphism

Stiefn+1
M

∼−→ F
[n]
M,

where [n] = {0, 1, 2, . . . , n}. In particular, there is a natural epimorphism

Stiefn+1
M −−−→ Fl

[n]
M.

Proof. Let (S, s) be an R-ring. By definition, the elements of Stiefn+1
M (S, s) are

decompositions (1) of the S-module s∗(M). Every such decomposition is described by the
system of endomorphisms ei, 1 ≤ i ≤ n, of the S-module s∗(M) such that eiej = δij and
ei(M) = Vi for all 1 ≤ i, j ≤ n. Thus, we identify Stiefn+1

M (S, s) with the set of all n-tuples
(ei | 1 ≤ i ≤ n) of endomorphisms of the S-module s∗(M) such that eiej = δij .

By definition, the elements of F
[n]
M(S, s) are sets (pi ∈ EndS(s

∗(M)) | 0 ≤ i ≤ n) of
projectors such that p0 = ids∗(M) and pipj = pj if i ≤ j. The map which assigns to every

element (pi | 0 ≤ i ≤ n) of F
[n]
M(S, s) the set (ei = pi−1 − pi | 1 ≤ i ≤ n) is an isomorphism

from F
[n]
M(S, s) to Stiefn+1

M (S, s).

11.2. Corollary. If M is a projective R-module of finite type, then Stiefn+1
M is a

representable presheaf.
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Proof. The assertion follows from 11.1 and 9.2.2(c).

11.3. Generalized Stiefel varieties. We call presheaves FI
M generalized Stiefel

varieties. They are representable, if the R-moduleM is projective of finite type and I is
finite. Proposition 11.1 provides a ground for such terminology.

12. Remarks and observations.

12.1. A partial summary of properties shared by these examples. So far,
we have introduced two families of examples – flag varieties, with Grassmannians as a
special case, and generic flag varieties, with generic Grassmannians as a special case. Both
are presheaves of sets on the category Affk/R

∨ for some associative k-algebra R. Generic
flag varieties, FlIM, depend on an R-module M. Non-generic flag varieties, FℓM,V̄ ,
(in particular, Grassmannians) depend on an R-module M and a finite sequence V̄ of
projective R-modules. They both have canonical presheaf epimorphisms

FI
M

πI
M

−−−→ FlIM, GM,V̄

π
M,V̄

−−−→ Fℓ
M,V̄

,

which give rise to exact diagrams of presheaves:

RI
M

pI
M

−−−→
−−−→

qI
M

FI
M

πI
M

−−−→ FlIM (1)

RM,V̄

p1
M,V̄

−−−→
−−−→
p2
M,V̄

GM,V̄

π
M,V̄

−−−→ Fℓ
M,V̄

(2)

12.1.1. Base change. For any R-ring (S, s), there are natural isomorphisms
between

(S, s)
∏

R∨

(
RI

M

pI
M

−−−→
−−−→

qI
M

FI
M

πI
M

−−−→ FlIM
)

and RI
s∗(M)

pI
s∗(M)

−−−→
−−−→
qI
s∗(M)

FI
s∗(M)

πI
s∗(M)

−−−→ FlIs∗(M)

and between

(S, s)∨
∏

R∨

(
RM,V̄

p1
M,V̄

−−−→
−−−→
p2
M,V̄

GM,V̄

π
M,V̄

−−−→ Fℓ
M,V̄

)
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and

Rs∗(M),s∗(V̄)

p1
s∗(M),s∗(V̄)

−−−→
−−−→

p2
s∗(M),s∗(V̄)

Gs∗(M),s∗(V̄)

π
s∗(M),s∗(V̄)

−−−→ Fℓ
s∗(M),s∗(M),s∗(V̄)

,

12.1.2. Functoriality. Functoriality and some other properties depend only on the
R-module M. So that we denote by XM any of the presheaves FlIM and Fℓ

M,V̄
and

replace the canonical diagrams (1) and (2) with the diagram

RM

p1
M

−−−→
−−−→

p2
M

UM

πM

−−−→ XM (3)

(i) Let R − mode denote the subcategory of the category R-modules formed by all
epimorphisms of R-modules. The map M 7−→ XM is a functor

R−modope −−−→ (Affk/R
∨)∧

which maps every R-module epimorphism L
ϕ
−→M to a closed immersion

XM

Xϕ
−−−→ XL.

(ii) The closed immersion XM

Xϕ
−−−→ XL gives rise to a commutative diagram

Rϕ
M

p1ϕ

M

−−−→
−−−→

p2ϕ

M

UϕM

πϕ
M

−−−→ XM

y cart
y cart

y Xϕ

RL

p1
L

−−−→
−−−→

p2
L

UL

πL

−−−→ XL

(4)

with cartesian squares whose vertical arrows are (therefore) closed immersions and the
rows are exact diagrams.

12.1.3. The choice of infinitesimal morphisms. LetM be an R-modules. There
are two cases:
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(a) If the presheaf XM is the flag variety Fℓ
M,V̄

with V̄ = {Vi | 1 ≤ i ≤ n}
consisting of projective R-modules of finite type, then we take as infinitesimal morphisms
the class MJ of radical closed immersions.

(b) If XM is the generic flag variety FlIM, then our choice of infinitesimal morphisms
is the class Mc

J of complete radical closed immersions.

In each of the cases the (formally) smooth, étale, and unramified morphisms (in par-
ticular, (formally) open immersions) are understood as (formally) M-smooth, M-étale and
M-unramified morphisms, where M = MJ, or M = Mc

J, depending on the case.

12.1.4. Formal smoothness.

(i) IfM is a projective R-module, then all presheaves and morphisms of the diagram
12.1.2(3) are formally smooth.

(ii) In particular, if L
ϕ
−→ M is an epimorphism of R-modules and the R-module

L is projective, then all horizontal arrows of the diagram 12.1.2(4) are formally smooth
morphisms.

12.1.5. Smoothness and representability. Here we assume that XM is either
the flag variety Fℓ

M,V̄
, or the generic flag variety FlIM with a finite I.

(i) If M is a projective R-module of finite type, then all presheaves and morphisms
of the diagram 12.1.2(3) are smooth and representable, and the presheaves UM and RM

are representable.

(ii) LetM be an R-module of finite type and let L
ϕ
−→M be an epimorphism with

L a projective module of finite type. Then all horizontal arrows of the diagram 12.1.2(4)
are smooth representable morphisms and all presheaves of the diagram, except of XL and
XM (that is all presheaves of the left square of 12.1.2(4)) are representable.

12.2. Functoriality for covers. We start with an observation about complementing
the diagram 12.1.2(4).

12.2.1. Proposition. To any R-module epimorphism L
ϕ
−→M, there corresponds
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a commutative diagram

RM

p1
M

−−−→
−−−→

p2
M

UM

πM

−−−→ XM

℘ϕM

x σϕM

x
x idXM

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM

πφ
M

−−−→ XM

y cart
y cart

y Xφ

RL

p1
L

−−−→
−−−→

p2
L

UL

πL

−−−→ XL

(1)

of presheaves of sets on Affk/R
∨ whose lower two squares are cartesian.

(i) The diagram morphism from the middle to the upper row of (1) splits, if the R-

module morphism L
ϕ
−→M splits. In particular, it splits if the moduleM is projective.

(ii) Suppose that X− is either a non-generic flag variety FℓM,V̄ , or the generic flag

variety FlI− such that I − {•} has an initial object. Then the upper vertical arrows are
epimorphisms.

Proof. (a1) Let X− be the generic flag variety FI
−. For any R-ring (S, s), the pull-back

of the maps

FI
L(S, s)

π
L
(S,s)

−−−→ FlIL

FlIϕ(S,s)

←−−− FlIM(S, s)

is determined by an element {pi | i ∈ I} of FI
L(S, s) such that s∗(L)

pi
−→ s∗(L) factors

through the epimorphism s∗(L)
s∗(ϕ)
−−−→ s∗(M) for every i ∈ I; that is pi = pi ◦ s

∗(ϕ)

for a unique morphism s∗(M)
pi−→ s∗(L). Thus, the element {pi | i ∈ I} determines an

element {s∗(ϕ) ◦ pi| i ∈ I} of FI
M(S, s). The map {pi | i ∈ I} 7−→ {s∗(ϕ) ◦ pi| i ∈ I} is

functorial in (S, s); hence the presheaf morphism (1). The commutativity of the diagram

FI,ϕ
M

σϕ
M

−−−→ FI
M

πϕ
M
ց ւπM

FlIM

follows from the construction.



Geometry of Presheaves of Sets. 215

(a1) The commutativity of the right upper square of the diagram (1) and the fact that

RM

p1
M

−−−→
−−−→

p2
M

UM is the kernel pair of the morphism UM

πM

−−−→ XM imply the existence

of a unique morphism Rφ
M

℘ϕ
M

−−−→ RM making the upper left square of the diagram (1)
commute. It is useful to have an explicit description of the morphism ℘ϕM.

(a2) By general nonsense considerations, RI,φ
M

p1φ

M

−−−→
−−−→

p2φ

M

FI,φ
M is the kernel pair of

the morphism FI,φ
M

πφ
M

−−−→ FlIM. It follows from the description of FI,φ
M given at the

beginning of the argument that RI,ϕ
M (S, s) consists of all elements {pi, p

′
i | i ∈ I− {•}}

of RI
L(S, s) such that all pi and p

′
i factor through the epimorphism s∗(L)

s∗(ϕ)
−−−→ s∗(M);

that is pi = pi ◦ s
∗(ϕ) and p′i = p′i ◦ s

∗(ϕ) for morphisms pi, p′i uniquely determined
by these equalities. Notice that {s∗(ϕ) ◦ pi, s

∗(ϕ) ◦ p′i | i ∈ I − {•}} is an element of
RI

M(S, s).
In fact, it follows from the relation pi ◦ p

′
i = pi that

(s∗(ϕ) ◦ pi) ◦ (s
∗(ϕ) ◦ p′i) ◦ s

∗(ϕ) = s∗(ϕ) ◦ (pi ◦ s
∗(ϕ)) ◦ (p′i ◦ s

∗(ϕ)) =

s∗(ϕ) ◦ (pi ◦ p
′
i) = s∗(ϕ) ◦ pi = (s∗(ϕ) ◦ pi) ◦ s

∗(ϕ),

which, thanks to the epimorphness of s∗(ϕ), gives the equality

(s∗(ϕ) ◦ pi) ◦ (s
∗(ϕ) ◦ p′i) = s∗(ϕ) ◦ pi.

Symmetrically, the relation p′i ◦ pi = p′i implies the equality

(s∗(ϕ) ◦ p′i) ◦ (s
∗(ϕ) ◦ pi) = s∗(ϕ) ◦ p′i.

The map RI,φ
M (S, s)

℘ϕ
M

(S,s)

−−−→ RI
M(S, s) assigns to the element {pi, p

′
i | i ∈ I− {•}} the

element {s∗(ϕ) ◦ pi, s
∗(ϕ) ◦ p′i | i ∈ I− {•}}.

(i) Suppose that the morphism L
ϕ
−→ M splits. that is there is an R-module

morphism M
β
−→ L such that ϕ ◦ β = idM. For any R-ring (S, s), consider the map

EndS(s
∗(M)) −−−→ EndS(s

∗(L)), f 7−→ s∗(β) ◦ f ◦ s∗(ϕ). (2)

This map induces a morphism FI
M

tϕ
β

−−−→ FI,ϕ
M such that σϕM ◦ t

ϕ
β = idFI

M
.



216 Chapter 3

In fact, if {pi | i ∈ I} is an element of FI
M(S, s), then, for any i ≤ j,

(s∗(β) ◦ pi ◦ s
∗(ϕ)) ◦ (s∗(β) ◦ pj ◦ s

∗(ϕ)) =

s∗(β) ◦ (pi ◦ pj) ◦ s
∗(ϕ) = s∗(β) ◦ pj ◦ s

∗(ϕ),

which shows that (2) maps FI
M(S, s) to the subset of elements {pi | i ∈ I} of FI

L(S, s)

which factor through s∗(ϕ). The latter subset is naturally isomorphic to FI,ϕ
M and it was

already identified with FI,ϕ
M from the beginning of the argument.

The composition (σϕM ◦ t
ϕ
β )(S, s) acts as follows:

{pi | i ∈ I} 7−→ {s∗(β) ◦ pi ◦ s
∗(ϕ) | i ∈ I} 7−→ {s∗(ϕ) ◦ (s∗(β) ◦ pi) | i ∈ I} = {pi | i ∈ I},

which proves the identity σϕM ◦ t
ϕ
β = idFI

M
.

(i’) It follows from the calculations above that the map (2) induces a morphism

RI
M

r
ϕ
β

−−−→ RI,ϕ
M , {pi, p

′
i | i ∈ I} 7−→ {s∗(β) ◦ pi ◦ s

∗(ϕ), s∗(β) ◦ p′i ◦ s
∗(ϕ) | i ∈ I},

such that ℘ϕM ◦ r
ϕ
β = idRI

M
and the diagram

RI
M

p1
M

−−−→
−−−→

p2
M

FI
M

πM

−−−→ FlIM

rϕM

y tϕM

y
y idXM

RI,φ
M

p1φ

M

−−−→
−−−→

p2φ

M

FI,φ
M

πφ
M

−−−→ FlIM

commutes.

(ii) Suppose that I − {•} has an initial object, x. Let (S, s) be an R-ring and
{pi | i ∈ I − {•}} an element of FI

M(S, s). Let Vx denote the image of px, and let

s∗(M)
ex
−→ Vx

ix
−→ s∗(M) be the decomposition of the projector px into epimorphism on

its image followed by the embedding. Notice that the element {pi | i ∈ I} is represented
by this splitting of px and the element {pi | i ∈ I − {•}} of FI

Vx
(S, s), where pi is a

projector of Vx induced by pi, i ∈ I− {•}. In particular, px = idVx
.

Since Vx is a projective S-module and s∗(L
ϕ
−→ M) is an epimorphism, there is a

morphism Vx
īx
−→ s∗(L) such that s∗(ϕ) ◦ īx = ix. By the argument of (i) above, the
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splitting Vx
īx
−−−→ s∗(L)

ex◦s
∗(ϕ)

−−−→ Vx gives rise to a map from FI
Vx
(S, s) to FI,ϕ

M (S, s)

which assigns to the element {pi | i ∈ I−{•}} the element {̄ix◦pi◦ex◦s
∗(ϕ) | i ∈ I−{•}}.

One can see that (the value at (S, s) of) the canonical presheaf morphism (7) maps this
element to the initially chosen element {pi | i ∈ I− {•}} of FI

M(S, s).

(ii’) Let {pi, p
′
i | i ∈ I− {•}} be an element of RI

M(S, s). Let Vx denote the image
of the projector px and V ′

x the image of the projector p′x of the S-module s∗(M). Let

s∗(M)
ex
−→ Vx

ix
−→ s∗(M) and s∗(M)

e′x
−→ V ′

x

i′x
−→ s∗(M)

be the decompositions of respectively the projector px and the projector p′x into epimor-

phism on its image followed by the embedding; and let Vx
īx
−→ s∗(L) be an S-module

morphism such that s∗(φ) ◦ īx = ix. We set ī′x = īx ◦ (ex ◦ i
′
x). Then

(e′x ◦ s
∗(φ)) ◦ ī′x = (e′x ◦ s

∗(φ)) ◦ (̄ix ◦ (ex ◦ i
′
x)) =

e′x ◦ (s
∗(φ) ◦ īx) ◦ (ex ◦ i

′
x) = (e′x ◦ ix) ◦ (ex ◦ i

′
x)) = idV′

x
.

The last equality here is due to the fact that

V ′
x

ex◦i
′
x

−−−→ Vx and Vx
e′x◦ix
−−−→ V ′

x

are mutually inverse isomorphisms. Indeed, it follows from the equality px ◦ p
′
x = px that

(ex ◦ i
′
x) ◦ (e

′
x ◦ ix) = (ex ◦ ix) ◦ ((ex ◦ i

′
x) ◦ (e

′
x ◦ ix)) = ex ◦ (ix ◦ ex) ◦ (i

′
x ◦ e

′
x) ◦ ix =

ex ◦ (px ◦ p
′
x) ◦ ix = ex ◦ px ◦ ix = (ex ◦ ix) ◦ (ex ◦ ix) = idVx

.

Symmetrically, the relation p′x ◦ px = p′x implies that (e′x ◦ ix) ◦ (ex ◦ i
′
x) = idV′

x
.

The assignment

{pi, p
′
i | i ∈ I− {•}} 7−→ {p̃i = īx ◦ pi ◦ ex ◦ s

∗(φ), p̃′i = ī′x ◦ p
′
i ◦ e

′
x ◦ s

∗(φ) | i ∈ I− {•}},

where pi and p′i are projections of respectively Vx and V
′
x induced by the projectors respec-

tively pi and p′i, i ∈ I − {•} (see (ii) above), produces an element of the kernel of the
pair of arrows

RI
L(S, s)

RI
ψ̄1

−−−→
−−−→

RI
ψ̄2

RI
N (S, s).
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Taking into consideration (a5) above, it suffices to show that p̃i ◦ p̃
′
i = p̃i for all

i ∈ I − {•}. These relations follow from the relations pi ◦ p
′
i = pi via the following

sequence of identities:

p̃i ◦ p̃
′
i = (̄ix ◦ pi ◦ ex ◦ s

∗(φ)) ◦ (̄i′x ◦ p
′
i ◦ e

′
x ◦ s

∗(φ)) =

īx ◦ pi ◦ ex ◦ (s
∗(φ) ◦ īx) ◦ (ex ◦ i

′
x) ◦ p

′
i ◦ e

′
x ◦ s

∗(φ) =

īx ◦ pi ◦ (ex ◦ ix) ◦ (ex ◦ i
′
x) ◦ p

′
i ◦ e

′
x ◦ s

∗(φ) =

īx ◦ pi ◦ (ex ◦ i
′
x) ◦ p

′
i ◦ e

′
x ◦ s

∗(φ) =

īx ◦ ex ◦ (ix ◦ pi ◦ ex) ◦ (i
′
x ◦ p

′
i ◦ e

′
x) ◦ s

∗(φ) =

īx ◦ ex ◦ (pi ◦ p
′
i) ◦ s

∗(φ) = īx ◦ ex ◦ pi ◦ s
∗(φ) =

īx ◦ ex ◦ (ix ◦ pi ◦ ex) ◦ s
∗(φ) = īx ◦ pi ◦ ex ◦ s

∗(φ) = p̃i.

(b) In the case when XM is a non-generic flag variety FℓM,V̄ , the argument is an
easy adaptation of the argument above. Details are left to the reader.

12.2.2. Splittings. For any category C, we denote by Cspl the category which has
the same class of objects as the category C, and, for any pair of objectsM, L, the elements

of Cspl(M,L) are pairs of arrows L
v
−→M

u
−→ L of the category C such that u ◦ v = idL.

The composition is defined naturally:

(M1
v1−→M

u1−→M1) ◦ (M2
v2−→M1

u2−→M2) = (M2

v1◦v2

−−−→M
u2◦u1

−−−→M2).

12.2.3. Proposition. The maps M 7−→ XM, M 7−→ UM and M 7−→ RM are
functors

(R−modspl)
op −−−→ (Affk/R

∨)∧.

Moreover, for every morphism L
ψ
−→M of the category R−modspl, the diagram

RM

p1
M

−−−→
−−−→

p2
M

UM

πM

−−−→ XM

Rψ

y
y Uψ

y Xψ

RL

p1
L

−−−→
−−−→

p2
L

UL

πL

−−−→ XL

(3)

commutes, and all its vertical arrows are closed immersions.
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Proof. A morphism L
ψ
−→M of the category R −modspl is, by definition, a pair

of R-module morphisms M
v
−→ L

u
−→M such that u ◦ v = idM.

(a) The right vertical arrow, XM

Xψ
−−−→ XL, is the morphism Xu corresponding to

the strict epimorphism of R-modules L
u
−→M.

To define the middle arrow we have to consider each of the cases: XM is a generic
flag variety FlIM, and XM is a flag variety FℓM,V̄ .

(b) Suppose that XM is a generic flag variety FlIM. Then UM = FI
M. For every R-ring

(S, s), the set FI
M(S, s) consists of endomorphisms {pi | i ∈ I − {•}} of s∗(M) such

that the image of pi is a projective S-module of finite type and pipj = pj if i ≤ j.

(b1) The map Uψ(S, s) = FI
ψ(S, s) is induced by the map which assigns to each

projector p of s∗(M) the projector s∗(v)◦pi ◦s
∗(u) of s∗(L). If {pi | i ∈ I} is an element

of FI
M(S, s) and i ≤ j, then

(s∗(v) ◦ pi ◦ s
∗(u)) ◦ (s∗(v) ◦ pj ◦ s

∗(u)) =

s∗(v) ◦ pi ◦ (s
∗(u) ◦ s∗(v)) ◦ pj ◦ s

∗(u) =

s∗(v) ◦ (pi ◦ pj) ◦ s
∗(u) = s∗(v) ◦ pj ◦ s

∗(u),

which shows that FI
ψ(S, s) maps FI

M(S, s) to FI
L(S, s).

(b2) It is easy to see that the embedding

FI
M(S, s)× FI

M(S, s)
FI
ψ×FI

ψ(S,s)

−−−−−−−→ FI
L(S, s)× FI

L(S, s)

induces a map

RI
M(S, s)

RI
ψ(S,s)

−−−−−−−→ RI
M(S, s).

(b3) Both FI
ψ(S, s) and RI

ψ(S, s) are functorial in (S, s); that is they define presheaf

morphisms respectively FI
M

FI
ψ

−−−→ FI
L and RI

M

RI
ψ

−−−→ RI
L making the diagram

RI
M

p1
M

−−−→
−−−→

p2
M

FI
M

πM

−−−→ FlIM

RI
ψ

y
y FI

ψ

y FlIψ

RI
L

p1
L

−−−→
−−−→

p2
L

FI
L

πL

−−−→ FlIL

(4)
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commute.

(c) In the case when XM is the flag variety FℓM,V̄ , the argument is similar. Details
are left to the reader.

12.2.4. Note. If XM is the flag variety FℓM,V̄ and the set V̄ = (Vi | 1 ≤ i ≤ n)
consists of projective R-modules of finite type, then we can use the canonical embedding

Fℓ
M,V̄

jM,V̄

−−−→ Fl
[n]
M (5)

of the flag variety FℓM,V̄ into the generic flag variety Fl
[n]
M, where [n] = {1, 2, . . . , n}

(see 10). This embedding is naturally lifted to a map of covers

GM,V̄

j0
M,V̄

−−−→ Fl
[n]
M.

It follows that the square

GM,V̄

π
M,V̄

−−−→ Fℓ
M,V̄

j0
M,V̄

y cart
y jM,V̄

F
[n]
M

π
[n]

M

−−−→ Fl
[n]
M

is cartesian, which implies that the both squares of the diagram

RM,V̄

p1
M,V̄

−−−→
−−−→
p2
M,V̄

GM,V̄

π
M,V̄

−−−→ Fℓ
M,V̄

j1
M,V̄

y cart j0
M,V̄

y cart
y jM,V̄

R
[n]
M

p
[n]

M

−−−→
−−−→

q
[n]

M

F
[n]
M

π
[n]

M

−−−→ Fl
[n]
M

(6)

are cartesian. The functoriality of the flag varieties Fl
[n]
M and Fℓ

M,V̄
with respect to

morphisms of R −modspl is compatible with the morphisms (6); that is the diagram (6)
is functorial inM.
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12.3. Additional details.

12.3.1. A non-additive incarnation of a short resolution. Let

L1

λ
−−−→ L

φ
−−−→ M −−−→ 0 (1)

be an exact sequence of R-modules and L1

λe

−−−→ Ker(φ) the epimorphism induced by

L1
λ
−→ L. Let Ker2(φ) = L ×M L

φ1

−−−→
−−−→
φ2

L be the kernel pair of the epimorphism

L
φ
−→M. Notice that the canonical morphisms

L
jφ
−−−→ Ker2(φ)

k′φ
←−−− Ker(φ)

determined by the commutative squares respectively

L
idL
−−−→ L Ker(φ) −−−→ L

idL

y
y φ and

y
y φ

L
φ

−−−→ M L
φ

−−−→ M

induce an isomorphism
L ⊕Ker(φ) ∼−→ Ker2(φ).

Let L ⊕ L1

ψ
−−−→ Ker2(φ) be the composition of this isomorphism with the

epimorphism L ⊕ L1

idL⊕λe

−−−→ L⊕Ker(φ). Since the diagram

Ker2(φ) = L ×M L

φ1

−−−→
−−−→
φ2

L
φ

−−−→ M

is exact and the morphism L ⊕ L1

ψ
−−−→ Ker2(φ) is an epimorphism, the diagram

N = L ⊕ L1

ψ1

−−−→
−−−→
ψ2

L
φ

−−−→ M, (2)

where ψi = φi ◦ ψ, i = 1, 2, is exact, and all its arrows are epimorphisms. So that (2) is
a diagram in the category R−mode formed by R-modules and their epimorphisms.
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12.3.2. The corresponding diagram of varieties. Applying the functor

R−modope
X−

−−−→ (Affk/R
∨)∧, (L

φ
−→M) 7−→ (XM

Xφ
−→ XL),

to the diagram (2), we obtain the diagram

XM

Xφ
−−−→ XL

Xψ1

−−−→
−−−→

Xψ2

XN , (3)

of presheaves of sets whose arrows are closed immersions.

12.3.3. The corresponding diagrams of covers. Notice that the pair of mor-

phisms N = L ⊕ L1

ψ1

−−−→
−−−→
ψ2

L in the diagram (2) is canonically reflexive: the morphism

L
(idL,0)
−−−→ L⊕ L1 = N is right inverse to both ψ1 and ψ2. So that the pair of morphisms

N

ψ1

−−−→
−−−→
ψ2

L gives rise to a pair of morphisms N = L ⊕ L1

ψ̄1

−−−→
−−−→
ψ̄2

L of the category

R−modspl, where ψ̄i = (ψi, (idL, 0)), i = 1, 2.

By 12.2.3, the pair of morphisms N = L⊕L1

ψ̄1

−−−→
−−−→
ψ̄2

L of the category R−modspl

determines the pairs of closed immersions

UL

Uψ̄1

−−−→
−−−→

Uψ̄2

UN and RL

Rψ̄1

−−−→
−−−→

Rψ̄2

RN (4)

12.4. Proposition. (a) For any exact sequence of R-modules

L1

λ
−−−→ L

φ
−−−→ M −−−→ 0,

there are natural presheaf isomorphisms

UφM
∼−→ Ker

(
UL

Uψ̄1

−−−→
−−−→

Uψ̄2

UN

)
and Rφ

M
∼−→ Ker

(
RL

Rψ̄1

−−−→
−−−→

Rψ̄2

RN

)
,
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which gives a commutative diagram

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM

πφ
M

−−−→ XM

y cart
y cart

y Xφ

RL

p1
L

−−−→
−−−→

p2
L

UL

πL

−−−→ XL

Rψ̄1

y
y Rψ̄2

Uψ̄1

y
y Uψ̄2

Xψ1

y
y Xψ2

RN

p1
N

−−−→
−−−→

p2
N

UN

πN

−−−→ XN

(5)

whose middle squares are cartesian.
(b) All vertical arrows of the diagram (5) are closed immersions, and all its rows and

the two left columns are exact diagrams.
(c) If L and L1 are projective R-modules, then all horizontal arrows of the diagram

(5) are formally smooth morphisms.
(d) Suppose that L and L1 are projective R-modules of finite type and X− is either a

non-generic flag variety, or a generic flag variety FlI− with finite I. Then all horizontal
arrows of the diagram (5) are smooth morphisms, all horizontal arrows are representable,
and all presheaves, except those in the right column, are representable too.

Proof. 1) Let X− be the generic flag variety FlI−; so, U− = FI
− and R− = RI

−.

(a) The map FI
L(S, s)

FI
ψ̄m

−−−→ FI
N (S, s) assigns to every element {pi | i ∈ I− {•}}

of FI
L(S, s) the element {s∗(vφ) ◦ pi ◦ s

∗(ψm) | i ∈ I − {•}} of FI
N (S, s). So that an

element {pi | i ∈ I− {•}} of FI
L(S, s) belongs to the kernel of the pair of maps

FI
L(S, s)

FI
ψ̄1

−−−→
−−−→

FI
ψ̄2

FI
N (S, s) (6)

iff s∗(vφ) ◦ pi ◦ s
∗(ψ1) = s∗(vφ) ◦ pi ◦ s

∗(ψ2) for all i ∈ I − {•}. Since s∗(vφ) is a
monomorphism, this equality implies that pi ◦ s

∗(ψ1) = pi ◦ s
∗(ψ2) for all i ∈ I− {•}.

The exactness of the diagram

N

ψ1

−−−→
−−−→
ψ2

L
φ

−−−→ M
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implies the exactness of the diagram

s∗
(
N

ψ1

−−−→
−−−→
ψ2

L
φ

−−−→ M
)
.

Therefore, it follows from the equality pi ◦ s
∗(ψ1) = pi ◦ s

∗(ψ2) that pi = pi ◦ s
∗(φ) for

a unique S-module morphism s∗(M)
pi
−−−→ s∗(L).

Same argument shows that an element {pi, p
′
i | i ∈ I−{•}} of RI

L(S, s) belongs to
the kernel of the pair of maps

RI
L(S, s)

RI
ψ̄1

−−−→
−−−→

RI
ψ̄2

RI
N (S, s)

iff pi = pi ◦ s
∗(φ) and p′i = p′i ◦ s

∗(φ) for all i ∈ I− {•}.

It follows from this and the descriptions of FI,φ
M and RI,φ

M used in the argument of
12.2.1 that we have established natural isomorphisms

FI,φ
M

∼−→ Ker
(
FI
L

FI
ψ̄1

−−−→
−−−→

FI
ψ̄2

FI
N

)
,

RI,φ
M

∼−→ Ker
(
RI

L

RI
ψ̄1

−−−→
−−−→

RI
ψ̄2

RI
N

)
.

(b) The exactness of two left columns of (5) follows from (a). The other assertions
are established prior to this proposition.

(c) If L is a projective R-module then all arrows of the middle row are formally smooth,
hence all arrows of the upper row are formally smooth, because the two upper squares are
cartesian. If, in addition, the R-module L1 is projective, then N = L⊕L1 is a projective
R-module. Therefore, the lower horizontal arrows of the diagram (5) are formally smooth
morphisms too.

(d) If L and L1 are projective R-modules of finite type, then N = L ⊕ L1 is a
projective R-module of finite type. So that if I is finite, then all horizontal arrows of the
two lower rows of the diagram (5) are smooth and representable, which implies that the
upper horizontal arrows have these properties.

2) If X− is a non-generic flag variety, a simplified version of the above argument proves
the assertion. Details are left to the reader.
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12.5. The action of GL−. LetM be an R-module. Recall that GLM is a group in
the category of presheaves of sets on Affk/R

∨ defined by GLM(S, s) = AutS(s
∗(M))

for any R-ring (S, s).

12.5.1. Proposition. The group GLM acts on the diagram

RM

p1
M

−−−→
−−−→

p2
M

UM

πM

−−−→ XM. (1)

Proof. We look at the case of the generic flag variety, X− = FlI−, U− = FI
−, and

RM = RI
M, leaving the non-generic flag varieties to the reader.

(a) Let (S, s) be an R-ring. Every element of FlIM(S, s) is an isomorphism class [ξ]

of a functor I
ξ
−→ S − mod which maps the initial object • to the S-module s∗(M)

and is determined by the S-module epimorphisms s∗(M)
ξi
−→ Vi – the images of arrows

• −→ i, i ∈ I − {•}. For any element g of the group GLM(S, s) = AutS(s
∗(M)),

we denote by g · [ξ] the element of FlIM(S, s) determined by the S-module morphisms

{s∗(M)
ξi◦g

−1

−−−→ Vi | i ∈ I − {•}}. This defines an action of the group GLM(S, s) on
FlI−(S, s) which is functorial in (S, s).

(b) The action of GLM(S, s) on FI
M(S, s) is defined by

g · (pi | i ∈ I) = (g ◦ pi ◦ g
−1 | i ∈ I)

for every (pi | i ∈ I) ∈ FI
M(S, s) and every g ∈ GLM(S, s) = AutS(s

∗(M)).
This action is, evidently, functorial in (S, s) and agrees with the defined above action

of GLM on FlIM in the sense that the projection FI
M

πI
M

−−−→ FlIM is a morphism of
actions.

(c) The action of GLM(S, s) on RI
M(S, s) is defined by

g · (pi, p
′
i | i ∈ I) = (g ◦ pi ◦ g

−1, g ◦ p′i ◦ g
−1 | i ∈ I)

for every (pi, p
′
i | i ∈ I) ∈ RI

M(S, s) and every g ∈ GLM(S, s) = AutS(s
∗(M)).

12.6. From ”toy” varieties to varieties.

The generic and non-generic flag varieties studied in this chapter are presheaves of
sets on the category Affk/R

∨ of affine noncommutative k-schemes over R∨, and they are
described via exact diagrams in the category of presheaves

RM

p1
M

−−−→
−−−→

p2
M

UM

πM

−−−→ XM, (1)
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or, more generally,

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM

πφ
M

−−−→ XM (2)

for some R-module epimorphism L
φ
−→M. This is why we refer to them as ”toy” varieties.

Passing from the ”toy” varieties to the ”real” varieties is passing from presheaves to their
associated sheaves for an appropriate subcanonical (quasi-)topology τ on Affk/R

∨.
In other words, we apply the sheafification functor with respect to τ to the exact

diagram (2). Since the sheafification functor is exact, it maps the exact diagram (2) to
exact diagram

(Rφ
M)τ

p
1φ,τ
M

−−−→
−−−→
p
2φ,τ
M

(UφM)τ
πφ,τ
M

−−−→ XτM (3)

of the associated sheaves, and the pair of arrows (Rφ
M)τ

p
1φ,τ
M

−−−→
−−−→
p
2φ,τ
M

(UφM)τ is the kernel pair

of the morphism (UφM)τ
πφ,τ
M

−−−→ XτM.

12.6.1. Finiteness conditions. IfM is a module of finite type and L
φ
−→ M is

an epimorphism from a projective module of finite type, then the presheaves Rφ
M and

UφM in the diagram (2) are representable, as well as all arrows of the diagram (2). The
(quasi-)pretopology τ being subcanonical means that representable presheaves are sheaves.
So that, in this case, the exact diagram (3) becomes

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM

πφ,τ
M

−−−→ XτM, (4)

where UφM

πφ,τ
M

−−−→ XτM is the composition of the presheaf epimorphism UφM

πφ
M

−−−→ XM

and the adjunction morphism XM

ητXM

−−−→ XτM of the sheafification functor.
In other words, the variety XτM is the cokernel of the pair of smooth morphisms

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM
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of representable sheaves on (Affk/R
∨, τ).

If an R-moduleM is not of finite type, then we have the following assertion.

12.6.2. Proposition. Suppose that X− is either a generic flag variety FlI−, with
finite I, or a non-generic flag variety Fℓ−,V̄ such that all modules of V̄ = (V1, . . . ,Vn)

are projective of finite type. LetM be an arbitrary R-module and L
φ
−→M an R-module

epimorphism from a projective module L. Then there is an inductive system of diagrams

Rφν
Mν

p1φν
Mν

−−−→
−−−→
p2φν
Mν

UφνMν

πφν,τ
Mν

−−−→ XτMν

y
y

y Xτe′ν

Rφ,τ
M

p1φ

M

−−−→
−−−→

p2φ

M

Uφ,τM

πφ,τ
M

−−−→ XτM, ν ∈ Ξ,

(5)

corresponding to a presentation of the epimorphism L
φ
−→ M as a limit of a filtered

system of epimorphisms {Lν
φν
−→Mν | ν ∈ Ξ}, where Lν are projective modules of finite

type. These diagrams have the following properties:
(i) Their rows are exact diagrams of sheaves.

(ii) The upper horizontal arrows are representable and smooth, and UφνMν
, Rφν

Mν
are

representable sheaves.
(iii) The vertical arrows are closed immersions.
(iv) The cone (5) is universal; that is the low horizontal row is the colimit of the upper

horizontal rows. In particular, the right vertical arrows of (5) induce an isomorphism of
sheaves

colim
(
XτMν

| ν ∈ Ξ
) ∼

−−−→ XτM.

Proof. Let M be an arbitrary R-module and L
φ
−→ M an R-module epimorphism

from a projective module L. Fix a filtered system {pν | ν ∈ Ξ} of projectors of the
R-module L such that pν(L) is a module of finite type and L = sup{pν(L) | ν ∈ Ξ}.

Let Lν = pν(L)
φν
−→Mν be the push-forward of the epimorphism L

φ
−→M along

the corestriction L
eν−→ pν(L) of pν . The cocartesian square

L
φ

−−−→ M

eν

y cocart
y e′ν

Lν
φν
−−−→ Mν
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together with the embedding Lν = pν(L)
jν−→ L determined by jν ◦ eν = pν gives rise to

a morphism of diagrams

Rφν
Mν

p1φν
Mν

−−−→
−−−→
p2φν
Mν

UφνMν

πφν
Mν

−−−→ XMν

y
y

y Xe′ν

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM

πφ
M

−−−→ XM

(6)

formed by closed immersions. Applying the sheafification functor, we obtain an inductive
system of commutative diagrams

Rφν
Mν

p1φν
Mν

−−−→
−−−→
p2φν
Mν

UφνMν

πφν,τ
Mν

−−−→ XτMν

y
y

y Xτe′ν

Rφ,τ
M

p
1φ,τ
M

−−−→
−−−→
p
2φ,τ
M

Uφ,τM

πφ,τ
M

−−−→ XτM

(7)

of associated sheaves whose vertical arrows are closed immersions.

The claim is that the canonical morphisms of presheves

colim
(
XMν | ν ∈ Ξ

)
−−−→ XM and

colim
(
UφνMν

| ν ∈ Ξ
)
−−−→ UφM

(8)

induced by the respectively right and central vertical arrows of the diagrams (6) are iso-
morphisms. Since colimits of filtered diagrams commute with finite limits, this implies
that the diagram

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM

πφ
M

−−−→ XM

is the colimit of the exact diagrams

Rφν
Mν

p1φν
Mν

−−−→
−−−→
p2φν
Mν

UφνMν

πφν
Mν

−−−→ XMν , ν ∈ Ξ.
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Since the sheafification functor preserves colimits, this implies that the diagram

Rφ,τ
M

p
1φ,τ
M

−−−→
−−−→
p
2φ,τ
M

Uφ,τM

πφ,τ
M

−−−→ XτM

is the colimit of the inductive system of exact diagrams

Rφν
Mν

p1φν
Mν

−−−→
−−−→
p2φν
Mν

UφνMν

πφν,τ
Mν

−−−→ XτMν
, ν ∈ Ξ.

In particular, the canonical morphism of associated sheaves

colim
(
XτMν

| ν ∈ Ξ
)
−−−→ XτM (9)

determined by the right vertical arrows of the diagrams (7) is an isomorphism.

(a) Suppose that X− is the generic flag variety FlI−, with finite I.

Let (S, s) be an R-ring and I
ξ
−→ S −mod a representative of an element of FlIM.

The functor ξ is determined by the epimorphisms {s∗(M)
ξi
−→ Vi | i ∈ I − {•}} – the

values of ξ on • −→ i. Since I is finite and each S-module Vi is of finite type, there is a
ν ∈ Ξ such that ξi ◦ s

∗(φ ◦ pν) is an epimorphism for each i ∈ I. This implies that the
canonical morphism

colim
(
FlIMν

| ν ∈ Ξ
)
−−−→ FlIM

is an isomorphism, hence the canonical morphism

colim
(
(FlIMν

)τ | ν ∈ Ξ
)
−−−→ (FlIM)τ

of associated sheaves is an isomorphism too.
(a1) By the same reason, the canonical morphism of presheaves

colim
(
FI
Mν
| ν ∈ Ξ

)
−−−→ FI

M

is an isomorphism, hence the canonical morphism

colim
(
(FI

Mν
)τ = FI

Mν
| ν ∈ Ξ

)
−−−→ (FI

M)τ

of associated sheaves is an isomorphism.
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(b) The same considerations show that the canonical morphisms (8) are isomorphisms
in the case when X− is a non-generic flag variety Fℓ−,V̄ .

12.6.2.1. Corollary. Suppose that the (quasi-)topology τ is quasi-compact. then,

under the conditions of 12.6.2, the presheaves UφM and Rφ
M are sheaves.

Proof. Let τ be a (quasi-)pretopology. By the argument of 12.6.2,

colim
(
UφνMν

| ν ∈ Ξ
)

∼−→ UφM and colim
(
Rφν

Mν
| ν ∈ Ξ

)
∼−→ Rφ

M;

that is each of these presheaves is a colimit of a filtered diagram of sheaves. Since colimits
of filtered diagrams of sets are compatible with limits of finite diagrams, the presheaves UφM
and Rφ

M satisfy the sheaf property for finite covers of τ . So that, if the (quasi-)pretopology
τ is quasi-compact, they are sheaves.

12.6.3. An appropriate choice of topology. IfM is a module of finite type and

L
φ
−→M is an epimorphism from a projective module of finite type, then the presheaves

Rφ
M and UφM in the diagram

Rφ
M

p1φ

M

−−−→
−−−→

p2φ

M

UφM

πφ
M

−−−→ XM (2)

are representable and all morphisms of this diagram are representable smooth covers of the
smooth subcanonical pretopology. So that the smooth topology looks as the most natural
choice for the class of varieties introduced in this chapter, at least for the gluing purposes.

12.7. Morphisms to the flag varieties.

12.7.1. A general observation. Let (B, τ) be a subcanonical presite; i.e. τ is
a subcanonical pretopology on the category B. Let X be a presheaf of sets on B and

X
ητX−→ Xτ its adjunction morphism to the associated sheaf.

(a) Let Y
f
−→ Xτ be a presheaf morphism. We denote by τ f the class of all elements

of the form Û
u
−→ Y of a cover of Y in the coinduced by τ pretopology such that the

composition Û
f◦u
−−−→ Xτ factors through the adjunction morphism X

ητX
−−−→ Xτ . That

is f ◦ u = ητX ◦ fu for some Û
fu
−−−→ X. By Yoneda Lemma, each morphism Û

fu−→ X is
identified with an element ξfu(U) of the set X(U).

(b) If X is a monopresheaf, which means, by definition, that X
ητX−→ Xτ is a monomor-

phism, then the morphisms Û
fu−→ X, hence the elements ξfu(U) of the set X(U), are

uniquely determined by f and u.
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(c) Suppose that Y is a locally representable (– locally affine) sheaf. Then, for every

sheaf morphism Y
f
−→ Xτ , the cone τ f contains a cover ofY (by representable presheaves).

In particular, Y is the colimit of the functor τ f −→ B∧, which is the composition of the
forgetful functor τ f −→ B and the Yoneda embedding B −→ (B, τ)∧.

(c1) Suppose, in addition, that X is a monopresheaf. Then every morphism Y
ξ
−→ Xτ

is described by a pair (τξ, ξτ ), where τ
ξ is a refinement of the pretopology τY on B/Y and

ξτ is a morphism from this refinement to X. Two such pairs are equivalent if they both are
parts of a third such pair. Evidently each equivalence class has the largest element, which
is, precisely, the refinement τf corresponding to the morphism f. Thus, we have a natural
bijective correspondence between sheaf morphisms Y −→ Xτ and the equivalence classes

of pairs (τξ, τξ
ξτ
−→ X).

(c2) Suppose that X is a monopresheaf. Making Y run through V̂, V ∈ ObB, we
obtain a description of the sheaf Xτ associated with X in terms of the presheaf X.

Namely, every element ξ of Xτ (V) is given by a pair (τ ξ, ξτ ), where τ
ξ is a refinement

of the pretopology τ on B/V and ξτ a morphism from the refinement τ ξ to X.

(d) Suppose that X (equivalently, Xτ ) is locally representable, and X is a monopresheaf.

Then we can apply the above considerations to the identical morphism Xτ
id

Xτ

−−−→ Xτ .

By definition, the refinement τ idXτ consists of all elements of covers of Xτ , which are
compositions ητX ◦ u, for some element Û

u
−→ X of a cover. We call this refinement and

its morphism to X tautological.

12.7.2. A description of (FlIM)τ . According to 12.7.1(c2), the set (FlIM)τ (S, s)
can be identified with the set of equivalence classes of pairs (τ ξ, ξτ ), where τ

ξ is a refinement
of a pretopology τ on Affk/(S, s)

∨ and ξτ a morphism from this refinement to FlIM. This

means that, for every element (U , u)∨
ũ∨

−−−→ (S, s)∨ of the refinement τξ, there is a

uniquely defined isomorphism class of functors I
ξτ
−→ U −mod, which map every arrow

• −→ i, i ∈ I− {•}, to an epimorphism

u∗(M)
ξiτ (̃u)

−−−→ Wi(U , ũ)

with Wi(U , ũ) a projective U -module of finite type. This map depends functorially on the

element (U , u)∨
ũ∨

−−−→ (S, s)∨ of the refinement τξ.

12.7.2.1. Note. If I is finite and M is an R-module of finite type, then it follows
from 12.6.1 that, for every i ∈ I, i 6= •, there exists a projective S-module Li of finite
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type such that Wi(U , ũ) is isomorphic to ũ∗(Li) for any element (U , u)∨
ũ∨

−−−→ (S, s)∨

of the refinement τξ.

12.7.2.2. Tautological refinement. It is given by epimorphisms

u∗(M)
ξiτ (̃u)

−−−→ Wi(U , ũ), i ∈ I, (1)

corresponding to the arrows • −→ i, i ∈ I, with Wi(U , ũ) a projective U -module of finite

type. This map depends functorially on the object (U , u)∨
ũ

−−−→ FlIM of τ/FlIM.

12.7.3. A description of Fℓτ
M,V̄

. Fix an R-module M and projective R-modules

V̄ = (Vi | 1 ≤ i ≤ n). The description of Fℓτ
M,V̄

(S, s) is like the description of (FlIM)τ (S, s)

in 12.7.2 for I = (• → n → . . . → 1) and with additional condition that, for every

element (U , u)∨
ũ∨

−−−→ (S, s)∨ of the refinement τξ, and every n ≥ i ≥ 1, the projective
U -module Wi(U , ũ) is isomorphic to ũ∗(Vi).



Chapter IV

Quasi-Coherent Sheaves on Fibred Categories

and Noncommutative Spaces.

Quasi-coherent sheaves on geometric (i.e. locally ringed topological) spaces were in-
troduced in fifties. The notion of quasi-coherent modules was extended in an obvious way
to ringed sites and toposes at the moment the latter appeared (in SGA), but it was not
used much in this generality. At the end of nineties, the subject was revisited by D. Orlov
in his work on quasi-coherent sheaves in commutative an noncommutative geometry [Or]
and by G. Laumon an L. Moret-Bailly in their book on algebraic stacks [LM-B].

Slightly generalizing [R4], we associate with any functor F (regarded as a category
over a category) the category of ’quasi-coherent presheaves’ on F (otherwise called ’quasi-
coherent presheaves of modules’ or simply ’quasi-coherent modules’) and study some basic
properties of this correspondence in the case when the functor defines a fibred category.
Imitating [Gir], we define the quasi-topology of 1-descent (or simply ’descent’) and the
quasi-topology of 2-descent (or ’effective descent’) on the base of a fibred category (i.e. on
the target of the functor F ). If the base is endowed with a quasi-topology, τ , we introduce
the notion of a ’sheaf of modules’ on (F, τ). We define the category Qcoh(F, τ) of quasi-
coherent sheaves on (F, τ) as the intersection of the category Qcoh(F ) of quasi-coherent
presheaves on F and the category of sheaves of modules on (F, τ).

If the quasi-topology τ is coarser than the quasi-topology of 1-descent, than every
quasi-coherent module on F is a sheaf of modules on (F, τ), i.e. Qcoh(F, τ) = Qcoh(F ).
In this case, we show, under certain natural conditions on a presheaf of sets on the base
X, the existence of a ’coherator’ which is, by definition, a right adjoint to the embedding
of the category Qcoh(F/X) of quasi-coherent modules on X into the category of sheaves
of modules on X (that is on F/X). This fact is important, because the existence of
the coherator on X guarantees the existence of the direct image functor (between quasi-
coherent modules) for any morphism from a presheaf of sets to X.

The relation of this formalism with the classical notions and those used in [Or] is as
follows. With any ringed category (A,O), one can naturally associate a fibred category F :
its fiber over an object T of A is the category opposite to the category of O(T )-modules.
The category Qcoh(F ) of quasi-coherent modules on the fibred category F is equivalent
to the category of quasi-coherent O-modules in the sense of [Or]. If τ is a topology on
A, then the category Qcoh(F, τ) is equivalent to the category of quasi-coherent sheaves of
O-modules in the classical (i.e. [SGA]) sense. In particular, if F is the fibred category of
modules over (commutative) affine schemes and the presheaf X is represented by a scheme
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(or an algebraic space) X, then the category Qcoh(F/X) is naturally equivalent to the
category of quasi-coherent sheaves on the scheme (resp. on the algebraic space) X.

A standard noncommutative example is the ringed category (Affk,O), where Affk
is the category opposite to the category of associative unital k-algebras and the presheaf
of k-algebras O assigns to any object R∨ of Affk the corresponding to the algebra R. To
any presheaf of sets X on Affk, there corresponds a ringed category (Affk/X,OX). We
denote the associated category of quasi-coherent modules by Qcoh(X,OX) and call it the
category of quasi-coherent modules on X. If the presheaf X is representable by R∨, then
Qcoh(X,OX) is equivalent to the category R−mod of left R-modules. If X is the colimit of
a diagram of representable presheaves, then Qcoh(X,OX) is the limit (in pseudo-functorial
sense) of the corresponding diagram of the categories of left modules.

In particular, if X is a locally representable presheaf of sets, then the category
Qcoh(X,OX) is described via affine covers and relations. We show, among other facts,
that the canonical topology on Affk (i.e. the strongest topology such that every repre-
sentable presheaf of sets on Affk is a sheaf) is precisely the topology of 1-descent. In the
commutative case, this fact was established by D. Orlov [Or].

In Section 1, we introduce modules and quasi-coherent modules on a category over a
category and study first properties of these notions in the case of fibred categories.

In Section 2 we introduce, imitating [Gir, II.1.1.1], quasi-topologies of 1- and 2-descent,
and establish, under certain conditions, the existence of a coherator.

In Section 3, we define sheaves of modules and sheaves of quasi-coherent modules on
fibred and cofibred categories whose base is endowed with a (quasi-)topology.

In Section 4, we apply the facts and constructions of the previous Sections to the fibred
categories associated with ringed categories (in particular, to ringed sites and toposes). Sec-
tion 5 contains preliminaries on representable fiber categories and representable cartesian
functors. In Section 6, we define ’local constructions’ on fibred categories which is a device
to transfer certain functorial constructions of (noncommutative) ’varieties’ defined over an
affine base to constructions of ’varieties’ over stacks, in particular, over arbitrary locally
affine “spaces”. Among them, there are affine and projective vector-fibers corresponding
to a quasi-coherent module on a ringed category, and Grassmannians corresponding to a
pair of locally projective quasi-coherent modules on a ringed category.

1. Quasi-coherent modules on a fibred category.

1.0. Preliminaries on fibred an cofibred categories. See Appendix 1.

1.1. Modules and quasi-coherent modules on a category over a category.
Let E be a svelte category and F = (F ,F

π
→ E) a category over E . Denote by Mod(F)

the category opposite to the category of all sections of F.
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We call objects of the categoryMod(F) modules on F.

1.1.1. Quasi-coherent modules. We denote by Qcoh(F) the category opposite to
the category CartE(E ,F) of cartesian sections of F. In other words, Qcoh(F) = (LimF)op

(cf. A1.5.5). Objects of Qcoh(F) will be called quasi-coherent modules on F.
Any morphism F −→ G of E-categories induces a functorMod(F) −→Mod(G). Thus

we have a functor
Mod : Cat/E −−−→ Cat

from the category of E-categories to the category of categories.
Similarly, the map F 7−→ Qcoh(F) extends to a functor

Qcoh : CartE −−−→ Cat

from the category of cartesian functors over E to Cat.

1.1.2. Proposition. The functor Qcoh : CartE −→ Cat preserves small products.

Proof. In fact, by A1.6.6 and A1.6.6.2, the functor Lim : CartE −→ Cat preserves
small products. The functor Qcoh is, by definition, the composition of Lim and the
canonical automorphism Cat −→ Cat, C 7−→ Cop.

1.2. Modules and quasi-coherent modules on a fibred category. Let F be a
fibred category corresponding to a pseudo-functor Eop −→ Cat,

ObE ∋ X 7−→ FX , HomE ∋ f 7−→ f∗, HomE ×ObE HomE ∋ (f, g) 7−→ cf,g (1)

(cf. A1.7, A1.7.1). Then the category Mod(F) of modules on F can be described as
follows. An object of Mod(F) is a function which assigns to each T ∈ ObE an object

M(T ) of the fiber FT and to each morphism T
f
−→ T ′ a morphism f∗(M(T ′))

ξf
−→M(T )

such that ξgf ◦ cf,g = ξf ◦ f
∗(ξg). Morphisms are defined in a natural way.

1.2.1. Quasi-coherent modules. An object (M, ξ) of Mod(F) belongs to the
subcategory Qcoh(F) iff ξf is an isomorphism for all f ∈ HomE .

1.3. Proposition. Let F be a fibred category over E. Suppose that the category E has
a final object, T•. Then

(a) The category Qcoh(F) is equivalent to the category FopT•
dual to the fiber of F at

the final object T•.
(b) The inclusion functor Qcoh(F) −→Mod(F) has a right adjoint.

Proof. (a) The equivalence is given by the functor Qcoh(F) −→ FT• which assigns to
every quasi-coherent module M on F the object M(T•) of FT• . The quasi-inverse functor
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maps any object L of FT• to the quasi-coherent module L∼ which assigns to each object
S of E the object f∗(L). Here f is the unique morphism S −→ T•.

(b) The composition of the functorMod(F) −→ FopT•
, M 7−→M(T•), with the equiv-

alence FopT•
−→ Qcoh(F) constructed in (a) is a right adjoint to the inclusion functor

Qcoh(F) −→Mod(F).

1.4. Base change and quasi-coherent modules.

1.4.1. Proposition. Let F = (F ,F
π
→ E) be a category over E and E ′ −→ E a

functor. Let F×E E
′ denote the induced category (F ×E E

′,F ×E E
′ −→ E ′).

Then Qcoh(F ×E E
′) is isomorphic to the full subcategory of HomE(E

′,F)op whose
objects are those E-functors which transform any morphism into a cartesian morphism.

If F is a fibred category over E and Fc is the subcategory of F formed by all cartesian
morphisms of F , then ObQcoh(F×E E

′) ≃ ObHomE(E
′,Fc).

Proof. The assertion follows from A1.6.7.2.

1.4.2. The 2-categories CartU,V and MCartU,V. Let U, V be two universums
such that U ∈ V. Let CartU,V denote the full 2-subcategory of CartV (see A1.5.3.1),

whose objects are categories over categories F = (F
π
→ E) such that the base E belongs to

V and each fiber belongs to U. Let MCartU,V denote the 2-subcategory of the 2-category
CartU,V generated by all cartesian functors (– 1-morphisms of CartU,V)

F ′
u

−−−→ F

π′
y

y π

E ′
v

−−−→ E

(1)

such that the functors induced on fibers are category equivalences.

1.4.3. Proposition. The map F 7−→ Qcoh(F) extends to a pseudo-functor

MCartopU,V
Qcoh
−−−→ CatV.

Proof. Let (1) be an arbitrary cartesian morphism. It can be decomposed in two
cartesian morphisms

F ′
u′

−−−→ F ×E E
′

v∼

−−−→ F

π′
y

y
y π

E ′
IdE′

−−−→ E ′
v

−−−→ E

, (2)
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where the right square is the canonical pull-back. By 1.4.1, the right square of (2) induces
a functor

Qcoh(F) −−−→ Qcoh(F×E E
′) (3)

and by 1.1.2, the left square of (2) induces a functor

Qcoh(F′) −−−→ Qcoh(F×E E
′). (4)

The morphism (1) belongs to MCart iff u′ in (2) is a category equivalence, which implies
that (4) is a category equivalence. Taking the composition of (3) with a quasi-inverse to
(4), we assign to the morphism (1) a functor Qcoh(F) −→ Qcoh(F′). This correspondence
defines a pseudo-functor MCartop −→ Cat.

1.5. Quasi-coherent modules on presheaves of sets. Let X be a presheaf of sets

on the base E . Then we have a functor E/X −→ E and the category F/X
def
= F ×E E/X

over E/X obtained via a base change (as usual, we identify E with a full subcategory of the
category E∧ of presheaves of sets on E formed by representable presheaves). Notice that
any morphism of the category E/X over E is cartesian. Therefore, by 1.4.1, the category
Qcoh(F/X) is equivalent to the category CartE(E/X,F)

op opposite to the category of
cartesian functors E/X −→ F.

1.5.1. The canonical extension of a fibred category. Following [Gir], we denote
the category CartE(E/X,F) = Qcoh(F/X)op by F+(X). The correspondence X 7−→
F+(X) extends to a pseudo-functor, hence defines a fibred category over E∧ which is called
(in [Gir]) the canonical extension of F onto E∧.

1.5.2. Proposition. Let F be a fibred category over E and X an object of the category
E∧ of presheaves of sets on E.

(a) If the functor X is a representable by an object, x, of the category E, then the
category Qcoh(F/X) is equivalent to the category Fopx opposite to the fiber Fx over x.

(b) Suppose X = colim(Xi) for some diagram I −→ E∧, i 7−→ Xi. Then the natural
functor Qcoh(F/X) −−−→ limQcoh(F/Xi) is an isomorphism.

(c) X 7−→ Qcoh(F/X) is a sheaf of categories on E∧ for the canonical topology.

Proof. (a) This fact is a consequence of 1.3.
(b) The assertion follows from the isomorphism Cart(E/X,F) ∼−→ lim(Cart(E/Xi,F)

proven in [Gir] 3.2.4.
The assertion (c) follows from (b).

2. The quasi-topology and topology of F− i-descent.

2.0. N-faithful functors. Recall that a functor is called 0-faithful (resp. 1-faithful,
resp. 2-faithful) if it is faithful (resp. fully faithful, resp. an equivalence ([Gir], 0.5.1.1).
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2.1. Definition. Let F be a fibred category over E and X̂ the presheaf represented by
an object X of E . A subpresheaf T of X̂ is called a subpresheaf of F−i-descent, i = 0, 1, 2,
if the corresponding functor Qcoh(F/X) −−−→ Qcoh(F/T ) (or, equivalently, the natural
functor FopX −−−→ Qcoh(F/T )) is i-faithful.

2.1.1. The families of morphisms of F − i-descent. Let X = {Xi → X| i ∈ I}

be a family of morphisms of the category A and ℑX the subpresheaf of the presheaf X̂
associated with the family X: for every Y ∈ ObA, the set ℑX(Y ) consists of all morphisms
Y −→ X, which factor through some morphism of the family X.

A family of morphisms X = {Xi → X| i ∈ I} is said to be of F − i-descent if the

subpresheaf ℑX of X̂ associated with X is of F− i-descent.

2.1.2. Note. The difinition 2.1 is equivalent to the usual definition of a sieve of
F − i-descent (cf. [Gir], II.1.1.1 and II.1.1.1.1). Another terminology: F − 1-descent is
called simply F-descent and F− 2-descent is called also effective descent.

2.2. The quasi-topology of F−i-descent. For anyX ∈ ObE , we denote by TF,i(X)

the set of all subpresheaves of X̂ which are of F− i-descent. This defines a quasi-topology,
TF,1, which we call the quasi-topology of F− i-descent.

2.2.1. Proposition. The quasi-topology of F− 1-descent is the finest quasi-topology
such that for any X ∈ ObE and any x, y ∈ ObFX , the presheaf

HomX(x, y) : E/X −→ Sets, (Y
f
→ X) 7−→ HomY (f

∗(x), f∗(y)), (1)

is a sheaf on E/X for the induced quasi-topology.

Proof. The presheaf HomX(x, y) being a sheaf for all x, y ∈ ObFX is equivalent to
the full faithfulness of the functor FopX −→ Qcoh(F/T ) for any T ∈ T(X). The assertion
follows now from the definition of the quasi-topology of F− 1-descent (see also 2.1).

2.3. Definition. Let F be a fibred category over E , X̂ the presheaf represented by
an object X of E . A subpresheaf T in X̂ is called a subpresheaf of universal F− i-descent,
i = 0, 1, 2, if for any morphism Y −→ X in E , the subpresheaf T ×

X̂
Ŷ of Ŷ is of

F− i-descent.

2.4. The topology of F − i-descent. For any X ∈ ObE , denote by TuF,i(X) the

set of all subpresheaves of X̂ which are of universal F− i-descent. This defines a topology
which is called the topology of F− i-descent.

2.4.1. Proposition. The topology of F − 1-descent is the finest topology such that
for any X ∈ ObE and any x, y ∈ ObFX , the presheaf

HomX(x, y) : E/X −−−→ Sets, (Y
f
→ X) 7−→ HomY (f

∗(x), f∗(y)), (1)
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is a sheaf on E/X for the induced topology.

Proof. The assertion follows from 2.2.1.

2.5. Coinduced topologies and F − i-descent. Let T be a topology on the
category A, and let T∧ denote the coinduced topology on the category A∧ of presheaves.
Recall that the topology T∧ is defined as follows: for any presheaf of sets X, a subpresheaf
V →֒ X̂ = Hom(−, X) is a refinement of X for T∧ iff for any S ∈ ObA and any morphism

S −→ X, the subpresheaf V ×
X̂
Ŝ →֒ Ŝ is a refinement of S for T.

2.5.1. Example. If T is the discrete topology on E , then the coinduced topology on
E∧ coincides with the canonical topology on E∧, which is, by definition, the finest topology
for which all representable presheaves are sheaves.

2.5.2. Coverings and bicoverings. A morphism X
f
−→ Y is called covering

(resp. bicovering), if the induced morphism of associated sheaves, Xa fa

−→ Y a, is an
epimorphism (resp. an isomorphism).

2.5.3. Proposition. Let F be a fibred category over a category E and i an integer
0 ≤ i ≤ 2. Let F+ denote the canonical extension of F onto E∧ (cf. 1.5.1).

(a) The topology of F+ − i-descent is the topology coinduced by the topology of F− i-
descent.

(b) A morphism X
f
−→ Y in E∧ is bicovering for the topology of F+− i-descent iff for

any morphism Y ′ −→ Y, the corresponding functor

Qcoh(F/Y ′) −−−→ Qcoh(F/X ×Y Y
′) (1)

is i-faithful. The converse is true when i = 2 (i.e. the functor (1) is a category equivalence),

or when the presheaf morphism X
f
−→ Y is a monomorphism.

Proof. The assertions (a) and (b) are equivalent to the assertions resp. (iii) and (iv)
of II.11.3 in [Gir].

2.6. Proposition. Let X = {Xi −→ X| i ∈ I} be a family of arrows in E∧, and

let Xℑ
ℑX−→ X be the image of X. Then X is of F− i-descent iff the corresponding inverse

image functor ℑ∗
X = Qcoh(ℑX) : Qcoh(F/X) −→ Qcoh(F/Xℑ) is i-faithful.

Proof. The assertion is equivalent to the assertion II.1.1.3.1 in [Gir] (which is a part
of the argument of II.1.1.3).

2.7. Canonical topology on presheaves of sets and the effective descent.
If X = {Xi → X| i ∈ I} is a cover for the canonical topology on E∧, then the image
Xℑ of X coincides with X. By 2.6, the family X is a cover for the effective F-descent (or
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F − 2-descent) topology. In particular, the topology of the effective F+-descent is finer
than the canonical topology (hence any subcanonical topology) on E∧.

2.7.1. Remark. One can deduce the latter fact directly from the part (a) of 2.5.3
as follows. Let F be a fibred category over E . If the topology of F − i-descent is finer
than a topology T than, evidently, the coinduced topology T∧ on E∧ is coarser than the
topology of F+ − i-descent, because by 2.5.3 the topology of F+ − i-descent is coinduced
by the topology of F− i-descent). In particular, the topology T∧

d coinduced by the discrete
topology is coarser than the topology of the effective F+-descent. But, as it has been
already observed (in 2.5.1), T∧

d coincides with the canonical topology on E∧.

3. Sheaves of modules.

3.1. Sheaves of modules on a cofibred category. Let F be a cofibred category
over a category E corresponding to a pseudo-functor E −→ Cat,

ObE ∋ X 7−→ FX , HomE ∋ f 7−→ f•, HomE ×ObE HomE ∋ (f, g) 7−→ ((fg)•
cf,g
−→ f•g•)

(1)
(cf. A1.7, A1.7.1). Then the category Mod(F) can be described as follows. An object
of Mod(F) is a function which assigns to each T ∈ ObE an object M(T ) of the fiber FT

and to each morphism T
f
−→ T ′ a morphism M(T ′)

ξf
−→ f•(M(T )) such that cf,g ◦ ξgf =

f•(ξg) ◦ ξf . Morphisms are defined in a natural way.
Let M be an object of Mod(F). For any object X of the category E and any sub-

presheaf ℜ →֒ X̂, we have a cone

{M(X)
ξf
−→ f•(M(Y ))| Y

f
→ X factors through ℜ →֒ X̂}. (2)

Denote by TM (X) the set of all subpresheaves ℜ →֒ X̂ such that the cone (2) is terminal.
The correspondence TM : X 7−→ TM (X) is a quasi-topology on E .

Let T be a quasi-topology on E . We say that M ∈ ObMod(F) is a sheaf, or a sheaf
of modules on (F,T), if the quasi-topology TM is finer than T; i.e. for any X ∈ ObE and
any ℜ ∈ T(X), the cone (2) is terminal. We denote byMod(F,T) the full subcategory of
Mod(F) formed by sheaves of modules.

3.2. Sheaves of modules on a fibred category. Notice that the cone 3.1(2) above
is terminal iff for any z ∈ ObFX , the cone

{
HomFX (z,M(X))

FX(z,ξf )

−−−→ HomFX (z, f•(M(Y )))| Y
f
→ X factors through ℜ →֒ X̂

}
(3)

is terminal. But, the cone (3) is naturally isomorphic to the cone

{
HomFX (z,M(X)) −→ HomFY (f

∗(z),M(Y ))| Y
f
→ X factors through ℜ →֒ X̂

}
(4)
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Here the map HomFX (z,M(X)) −→ HomFX (f
∗(z),M(Y )) sends a z

α
→ M(X) to the

composition of f∗(z)
f∗(α)
−−−→ f∗(M(X)) and the morphism f∗(M(X)) −→M(Y ).

This observation gives rise to the following

3.2.1. Definition. Let F be a fibred category over E , and let T be a quasi-topology
on E . We call a presheaf of modulesM on F a sheaf if for any X ∈ ObE and any ℜ ∈ T(X),
the cone 3.2(4) is terminal for all z ∈ ObFX .

If F is a bifibred category, then this definition is equivalent to that of 3.1. We denote
byMod(F,T) the category of sheaves of modules on the fibred quasi-site (F,T).

3.2.2. Quasi-coherent sheaves. We denote by Qcoh(F,T) the intersection of the
category Qcoh(F) of quasi-coherent modules on F with the categoryMod(F,T) of sheaves
of modules on (F,T) and call the objects of this category quasi-coherent sheaves on (F,T).

3.3. Proposition. Let F be a fibred category over E, and let T be a quasi-topology
on E. The following conditions are equivalent:

(a) The quasi-topology of F− 1-descent is finer than T.
(b) For any X ∈ ObE, the category Qcoh(F/X) is a subcategory of the category

Mod(F/X,T/X) of sheaves of modules on E/X (with the induced quasi-topology T/X).

Proof. By definition, a subpresheaf ℜ of X̂ is of F-descent if the inverse image functor
Qcoh(F/X̂) −→ Qcoh(F/ℜ) of the embedding ℜ →֒ X̂ is a fully faithful functor. By

1.5.2(a), the category Qcoh(F/X̂) is equivalent to FopX . Let M be a quasi-coherent module
on F. And let z be any object of FX . Since M is quasi-coherent, for any morphism
f : Y −→ X in E , the object M(Y ) is isomorphic to f∗(M(X). Thus the cone 3.2(4) is
isomorphic to the cone

{Hom
FX

(z,M(X)) −→ Hom
FX

(f∗(z), f∗(M(X)))| Y
f
→ X factors through ℜ →֒ X̂}.

(5)
The cone (5) is terminal, because if T is of F-descent, then, for any X ∈ ObE and any
z, x ∈ ObFX , the presheaf of sets

Hom
FX

(z, y) : (Y, Y
f
→ X) 7−→ Hom

FY
(f∗(z), f∗(x))

is a sheaf on E/X for the induced quasi-topology (see 2.2.1).
This implies also the assertion (b).

3.3.1. The quasi-topology (resp. topology) of F−1-descent is the finest among quasi-
topologies (resp. topologies) T on E such that, for any X ∈ ObE , quasi-coherent modules
on E/X are sheaves on (E/X,T/X). In particular, if T is coarser than the quasi-topology
of F− 1-descent, then all quasi-coherent modules on F are sheaves on the quasi-site (E ,T).
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3.4. Fibred category of sheaves of modules over presheaves of sets. Let F
be a fibred category over E and T a quasi-topology on E . To any X ∈ ObE∧, we assign the
categoryMod(F/X,T/X) of sheaves of modules on E/X (with the induced quasi-topology
T/X). This correspondence extends to a functor (E∧)op −→ Cat, hence defines a fibred
category, Mod+(F,T).

3.4.1. Note. Let Mod(F,T) be the restriction of the fibred category Mod+(F,T) to
E . Recall that a canonical extension, Mod(F,T)+, of the fibred category Mod(F,T) onto
E∧ is defined by Mod(F,T)+X = Qcoh(Mod(F,T)/X). It follows from definitions that this
extension coincides with the fibred category Mod+(F,T).

3.4.2. Lemma. The quasi-topology T is of effective Mod(F,T)-descent.

Proof. The argument is left to the reader.

3.5. Proposition. Let F be a fibred category over E and T a quasi-topology on E
which is coarser than the F− 1 descent quasi-topology. Let

R
p1
−→
−→
p2

U
f
−→ X (1)

be a diagram in E∧ such that R and U are representable, f ◦p1 = f ◦p2, and the morphism
Cok(p1, p2) −→ X corresponding to f is bicovering. Then the inclusion functor

Qcoh(F/X)
q∗
X

−−−→ Mod(F/X,T/X)

has a right adjoint.

Proof. The condition that the canonical morphism Cok(p1, p2) −→ X is bicovering
means that the inverse image functor Qcoh(F/X) −→ Qcoh(F/Cok(p1, p2)) is a category
equivalence. Thus, we can (and will) assume that the diagram of presheaves of sets (1) is
exact. Consider the quasi-commutative diagram

Qcoh(F/X)
f∗

−−−→ Qcoh(F/U)

p∗
1

−−−→
−−−→
p∗
2

Qcoh(F/R)

q∗X

y
y q∗U

y q∗R

Mod(F/X,T/X)
f•

−−−→ Mod(F/U,T/U)

p•
1

−−−→
−−−→
p•
2

Mod(F/R,T/R)

(2)
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corresponding to the diagram (1). Since the functors U and R are representable, the
functors q∗U and q∗R have right adjoints, resp. qU∗ and qR∗. Recall that the functor qU∗

(resp. qR∗ assigns to every sheaf M its value at U (resp. at R) (cf. 1.3). This implies that

qR∗ ◦ p
•
i = p∗i ◦ qU∗. (3)

By 1.5.2, the subdiagram

Qcoh(F/X)
f∗

−−−→ Qcoh(F/U)

p∗
1

−−−→
−−−→
p∗
2

Qcoh(F/R)

of (2) is exact. This means that the category Qcoh(F/X) can be identified with a category
whose objects are pairs (M,φ), whereM ∈ ObFU and φ an isomorphism p∗1(M) ∼−→ p∗2(M).

Morphisms from (M,φ) to (M ′, φ′) are given by arrows M
g
−→ M ′ such that p∗2(g) ◦ φ =

φ′ ◦ p∗1(g). The functor f∗ maps every object (M,φ) to the object M and every morphism

(M,φ)
g
−→ (M ′, φ′) to M

g
−→M ′.

Similarly, it follows from 3.4.2 and 1.5.2 that the subdiagram

Mod(F/X,T/X)
f•

−−−→ Mod(F/U,T/U)

p•
1

−−−→
−−−→
p•
2

Mod(F/R,T/R)

is exact, hence the category Mod(F/X,T/X) of sheaves on X admits an analogous de-
scription: its objects are pairs (L,ψ), where L ∈ ObMod(F/U,T/U) and ψ an isomorphism
p•1(L)

∼−→ p•2(L), etc.. The functor q∗X maps an object (M,φ) of the category Qcoh(F/X)
to the object (q∗U(M), q∗R(φ)). A right adjoint to q∗X is induced by a right adjoint qU∗ to
the inclusion functor q∗U.

In fact, let (L, p•1(L)
ψ
→ p•2(L)) be an object of Mod(F/U,T/U). Thanks to (3), we

have isomorphisms:

p∗1qU∗(L)
∼−→ qR∗p

•
1(L)

qR∗(ψ)
−−−→ qR∗p

•
2(L)

∼−→ p∗2qU∗(L)

the composition of which, ψ′, defines an object (qU∗(L), ψ
′) of the category Qcoh(F/X).

The map (L,ψ) 7−→ (qU∗(L), ψ
′) extends to functor

Mod(F/X,T/X)
qX∗

−−−→ Qcoh(F/X).

It is left to the reader to check that the functor qX∗ is a right adjoint to q∗X .
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3.5.1. Remarks. (i) If the quasi-topology in 3.5 is of effective descent, it suffices to

require that the canonical morphism Cok(p1, p2)
f̂
−→ X is a cover.

(ii) The argument of 3.5 is valid in a more general setting. Namely, one can replace
representability of U and R by the existence of right adjoints to the inclusion functors

Qcoh(F/U)
q∗
U

−−−→Mod(F/U,T/U) and Qcoh(F/R)
q∗
R

−−−→Mod(F/R,T/R)

which satisfy the condition (3). Notice that in this case a right adjoint, qX∗, to q∗X satisfies
this condition too: f∗ ◦ qX∗ ≃ qU∗ ◦ f

• (cf. the argument of 3.5).

3.5.2. Corollary. Let F be a fibred category over E, and let

R
p1
−→
−→
p2

U
f
−→ X (1)

be an exact diagram in E∧ such that R and U are representable. Then the inclusion functor
q∗X : Qcoh(F/X) →֒ Mod(F/X) has a right adjoint.

Proof. Let C be a category with the discrete topology, Td. The corresponding coin-
duced topology T∧

d on the category C∧ of presheaves of sets on C can be described in terms
of covers as follows. A set of morphisms {Ui −→ X| i ∈ J} is a cover iff the corresponding

presheaf morphism
∐

i∈J

Ui −→ X is surjective; in particular, any surjective presheaf mor-

phism U −→ X is a cover in the topology T∧
d . This shows that the topology T∧

d is the
canonical topology on C∧.

Take C = E endowed with the discrete topology. Notice that, for any S ∈ ObE , every
quasi-coherent module on S is a sheaf; i.e. the condition of 3.5 holds for the discrete
topology on E . Moreover, by 2.7, the canonical topology on E∧ is of effective descent.
Thus, the assertion follows from 3.5 and 3.5.1(i).

4. Modules and quasi-coherent modules over a ringed category.

4.0. Ringed categories. By a ringed category, we understand a pair (A,O), where

A is a category and O is a presheaf of k-algebras on A. For any arrow T
f
−→ T ′, let

O(T )−mod
f∗
−−−→ O(T ′)−mod

denote the restriction of scalars functor corresponding to the k-algebra morphism

O(T ′)
O(f)
−−−→ O(T ).
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The map, which assigs to every object T of the category A the category O(T ) −modop

opposite to the category of left O(T )-modules and to each morphism T
f
−→ T ′ the functor

(O(T )−mod)op
fop∗

−−−→ (O(T ′)−mod)op

is a functor A −→ Cat. This functor defines a cofibred category, M(A,O) over A with
the fiber (O(T ) −mod)op at T ∈ ObA. The category M(A,O) is fibred (hence bifibred),

because for any morphism T
f
−→ T ′, the functor f∗ has a left adjoint,

O(T ′)−mod
f∗

−−−→ O(T )−mod, M 7−→ O(T )⊗O(T ′) M,

or, equivalently, fop∗ has a right adjoint, (f∗)op.

4.1. Modules over noncommutative affine schemes. Our standard example of a
ringed category is the categoryAffk = Algopk of affine k-schemes endowed with the presheaf
O which assigns to R∨ the k-algebra R. The corresponding bifibred category M(A,O) will
be called the bifibred category of modules over noncommutative affine k-schemes.

4.2. Presheaves of modules. Let O−mod denote the categoryMod(M(A,O)) of
modules on the fibred category M(A,O). An object of O−mod is a function which assigns

to each T ∈ ObA an O-module M(T ) and to each morphism T
f
−→ T ′ an O(T ′)-module

morphism M(T ′)
γf
−→ f∗(M(T )) such that γgf = g∗(γf ) ◦ γg. Objects of the category

O −mod are called presheaves of O-modules on A.

4.3. Quasi-coherent modules. We define the category Qcoh(A,O) of quasi-
coherent modules on (A,O) as the category Qcoh(M(A,O)) of quasi-coherent modules
on the fibred category M(O). It follows from definitions that an object of the category

Qcoh(A,O) is a presheaf M of O-modules such that for any morphism T
f
−→ T ′, the dual

to γf morphism

f∗(M(T ′)) = O(T )⊗O(T ′) M(T ′, ξ′)
γ∨
f

−−−→ M(T, ξ)

is an isomorphism.

4.4. Proposition. Suppose the category A has a final object, T•. Then the category
Qcoh(A,O) is equivalent to the category O(T•)−mod of left O(T•)-modules.

Proof. The assertion is a special case of 1.3.
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4.5. Example. Let (A,O) be as in 4.1; i.e. A = Affk and O(R∨) = R for any
k-algebra R. Notice that k∨ is a final object of the category Affk. It follows from 4.4 (or
1.3) that the category Qcoh(A,O) is equivalent to the category k−mod of left k-modules.

4.6. Modules on presheaves. Fix a ringed category (A,O). Consider the category
A∧ of presheaves of sets on A. For any X ∈ ObA∧, we have the category A/X of objects

over X and the canonical functor A/X
pX
−→ A. The presheaf of k-algebras O induces a

presheaf of k-algebras OX on A/X, so that pX becomes a morphism of ringed categories.
The bifibred category M(A/X,OX) is naturally isomorphic to the category obtained from
M(A,O) via the base change along the functor pX .

Thus, we have the category OX −mod of presheaves of OX -modules, which we denote
by ModX , and its full subcategory of quasi-coherent OX -modules, which we denote by
QcohX (instead of Qcoh(A/X,OX)). If the presheaf X is representable by an object TX
of the category A, then the category A/X has a final object; so that, by 4.4, the category
QcohX is equivalent to the category O(TX)−mod of left O(TX)-modules.

4.6.1. Fibred category of modules over presheaves. Let X and Y be presheaves

of sets on A. To any presheaf morphism X
f
−→ Y, there corresponds a functor

A/X
fa

−−−→ A/Y, (T, ξ) 7−→ (T, f ◦ ξ), (1)

which lifts to a fibred category morphism

M(OX) −→M(OY ), (M, (T, ξ)) 7−→ (M, (T, f ◦ ξ)).

The latter induces the ’pull-back’ functor

ModY
f•

−−−→ModX ,

which maps each module M on Y to the module f•(M) on X defined by f•(M)(R.ξ) =

M(R, f ◦ ξ). The map assigning to any presheaf morphism X
f
−→ Y the functor

ModopY
f•op

−−−→ ModopX

extends to a pseudo-functor, hence defines a fibred category Mod(A,O) of modules over
presheaves. This fibred category is, actually, bifibred, because, for any presheaf morphism
f , the functor f• has a right adjoint, f•.
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4.6.2. The fibred category of quasi-coherent modules. For any presheaf mor-

phism X
f
−→ Y , the corresponding functor

M(A/Y,OY ) −−−→ M(A/X,OX)

(defined in 4.6.1) is cartesian, hence the functor ModY
f•

−−−→ModX maps quasi-coherent
modules to quasi-coherent modules, i.e. it induces a right exact functor

QcohY
f∗

−−−→ QcohX

which we call inverse image functor of f . The map

X 7−→ QcohopX , f 7−→ (f∗)op

extends to a pseudo-functor from the category A∧ of presheaves of sets on A to Cat which
defines the fibred category Qcoh(A,O) of quasi-coherent modules on A∧.

4.6.3. Note. SupposeX, Y are objects ofA. Then a morphism X
f
−→ Y determines

a ring morphism O(Y )
O(f)
−−−→ O(X), QcohX ≃ O(X)−mod, QcohY ≃ O(Y )−mod (cf.

4.4), and the functor f∗ is equivalent to

O(X)⊗O(Y ) : O(Y )−mod −−−→ O(X)−mod.

In general, one might interpret f∗ as the functor M 7−→ OX ⊗OY M.

4.7. Quasi-topology and topology of descent.

4.7.1. Lemma. Let (A,O) be a ringed category, and let T be a quasi-topology on A.
(a) A presheaf M of O-modules is a sheaf on (M(O),T) (cf. Section 3) iff M is a

sheaf of abelian groups.
(b) The quasi-topology T is coarser than the quasi-topology of M(O) − 1-descent iff,

for any X ∈ ObA and any O(X)-module L, the presheaf on A/X, which assigns to any

object (S, S
f
→ X) of A/X the O(X)-module f∗f

∗(L) = f∗(O(S)⊗O(X) L), is a sheaf of
O(X)-modules.

In particular, if T is coarser than the quasi-topology of M(O)− 1-descent, than O is
a sheaf of rings on (A,T).

Proof. (a) The assertion follows from definitions.
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(b) By 3.3, the (quasi-)topology ofM(O)−1-descent is the finest (quasi-)topology such
that, for any X ∈ ObA, quasi-coherent modules on M(OX) are sheaves on (A,T). Quasi-

coherent modules on M(OX) map each object (S, S
f
→ X) of A/X to the O(X)-module

f∗f
∗(L) = f∗(O(S)⊗O(X) L) for some O(X)-module L (see 4.4), hence the assertion.

4.7.2. Canonical topology and the descent topology on the category of
commutative affine schemes. Let A be the category CAffk of commutative affine
schemes over k and O the presheaf of k-algebras on A, which assigns to every affine
scheme (X,OX) the algebra ΓOX of global sections of the structure sheaf OX .

4.7.2.1. Lemma. The quasi-topology of M(O)− 1-descent is a topology.

Proof. Let

{R∨
i

φ∨
i−→ R∨ | i ∈ I} (1)

be a family of scheme morphisms. It follows from 4.7.1(b) (and from the isomorphism
(Ri ⊗R Rj)

∨ ≃ Xi ×X Xj , where Xi = R∨
i and X = R∨) that (1) is a cover for the

quasi-topology of M(O)− 1-descent iff for any R-module M the diagram

M −−−→
∏

i∈I

Ri ⊗RM
−−−→
−−−→

∏

i,j∈I

Ri ⊗R Rj ⊗RM (2)

is exact. In particular, for any morphism S∨ −→ R∨, the diagram

S ⊗RM −−−→
∏

i∈I

Ri ⊗R (S ⊗RM) −−−→−−−→
∏

i,j∈I

Ri ⊗R Rj ⊗R (S ⊗RM) (3)

is exact. The latter means that the family of morphisms {S∨ ×X Xi −→ S∨ | i ∈ I} is a
cover for the quasi-topology of M(O)− 1-descent, hence the quasi-topology of M(O)− 1-
descent is a topology.

4.7.2.2. Proposition. The canonical topology on CAffk coincides with the topology
of M(O)− 1-descent.

Proof. The family (1) is a cover for the canonical topology iff for any morphism
S∨ −→ R∨ the diagram of R-modules

S −−−→
∏

i∈I

Ri ⊗R S
−−−→
−−−→

∏

i,j∈I

Ri ⊗R Rj ⊗R S (4)

is exact. If (1) is a cover in the topology of M(O)−1-descent, then the diagram (4) is exact.
This shows that the canonical topology onA is finer than the topology ofM(O)−1-descent.
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On the other hand, to any R-module M there corresponds an augmented R-algebra
SM = R ⊕M with zero multiplication on M . One can easily check that the exactness of
the diagram (4) for S = SM is equivalent to the exactness of the diagram (2).

4.7.3. Canonical topology and the descent topology on the category of
noncommutative affine schemes. Proposition 4.7.2.2 extends to the noncommutative
case. Namely, there is the following

4.7.3.1. Proposition. Let (A,O) be the ringed category of (noncommutative) affine
k-schemes; i.e. A is the category Affk = Algopk of affine k-schemes and the presheaf O
is defined by O(R∨) = R for any associative k-algebra R (cf. 4.1). Then the topology of
M(O)− 1-descent coincides with the canonical topology on A = Affk.

Proof. A family

{R∨
i

φi
−→ R∨ | i ∈ I} (1)

of morphisms of Affk is a cover for the descent quasi-topology iff for any R-module M the
diagram

M −−−→
∏

i∈I

Ri ⊗RM
−−−→
−−−→

∏

i,j∈I

Ri ⋆R Rj ⊗RM (2)

is exact. On the other hand, a family (1) is a cover for the canonical topology iff for any
morphism S∨ −→ R∨, the diagram

S −−−→
∏

i∈I

Ri ⋆R S
−−−→
−−−→

∏

i,j∈I

Ri ⋆R Rj ⋆R S (3)

is exact.
(a) SupposeM is an R-bimodule. Let SM be an algebra which is isomorphic to R⊕M

as R-bimodule with zero multiplication on M . Then we have a commutative diagram

M −−−→
∏

i∈I

Ri ⊗RM
−−−→
−−−→

∏

i,j∈I

Ri ⋆R Rj ⊗RM

y
y

y
SM −−−→

∏

i∈I

Ri ⋆R SM
−−−→
−−−→

∏

i,j∈I

Ri ⋆R Rj ⋆R SM

(4)

If (1) is a cover for the canonical topology, then lower row in (4) is an exact diagram.
Vertical arrows in (4) define a morphism from the diagram (2) to the diagram

SM −−−→
∏

i∈I

Ri ⋆R SM
−−−→
−−−→

∏

i,j∈I

Ri ⋆R Rj ⋆R SM (5)
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which is a retraction (in particular, vertical arrows are split monomorphisms). This implies
that the diagram (2) is exact too.

(b) Let M be an arbitrary left R-module. Denote by SM the algebra SM ′ , where M ′

is the R-bimodule M ⊗k R. The argument (a) applied to SM ′ proves that the diagram (2)
is exact, i.e. (1) is a cover for the M(O)− 1 descent topology.

(c) Let {R∨
i

φ∨
i−→ R∨ | i ∈ I} be a cover for the M(O)− 1 descent topology. Then for

any morphism S∨ −→ R∨, the family (Ri ⋆S)
∨ −→ S∨ | i ∈ I} is a cover for the M(O)−1

descent topology; i.e. for any S-module M , the diagram

M −−−→
∏

i∈I

Ri ⋆R S ⊗S M
−−−→
−−−→

∏

i,j∈I

Ri ⋆R Rj ⋆R S ⊗S M

is exact. Taking M = S, we obtain the exact diagram (3). Thus, {R∨
i

φi
−→ R∨ | i ∈ I} is

a cover for the canonical topology.

4.7.3.2. Corollary. A subpresheaf T
ι
−→ X of a representable presheaf X on Affk

is a refinement in the canonical topology iff the inverse image functor

QcohX
ι∗

−−−→ QcohT

is fully faithful.

Proof. This follows from the fact that the canonical topology on Affk is the topology
of M(O)− 1-descent.

4.7.3.3. Corollary. Every quasi-coherent module on S ∈ ObAffk is a sheaf for the
canonical topology on Affk/S. In particular, for any subcanonical topology TS on Affk/S,
all quasi-coherent modules on S are sheaves.

Proof. The fact follows from 4.7.3.1 and 3.3.

4.7.3.4. Note. The assertion 4.7.3.2 is proven in [Or] for the commutative case. The
corollary 4.7.3.3 is also a result by D. Orlov [Or, Proposition 4.9].

4.8. Sheaves of modules. Let T be a topology on the category A. The category
Mod(M(A,O),T) of sheaves of modules on the fibred category M(A,O) coincides with the
categoryMod(A,T;O) of sheaves of left O-modules on the site (A,T) in the conventional
sense. The category Mod(A,T;O) is a Grothendieck category with small products, i.e.
an abelian category satisfying the Grothendieck’s conditions AB5 and AB3∗, which has a
generator (cf. [SGA4], II).

For any presheaf of sets X, we denote byModTX the full subcategory ofModX whose
objects are sheaves of modules with respect to the topology TX induced by T on A/X.
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Let X ∈ ObA∧ and A/X
pX
−→ A the canonical functor. A presheaf M of OX -modules

is a sheaf on (X,TX) (i.e. on the site (A/X,TX)) iff, for any S ∈ ObA and S
ξ
−→ X, the

presheaf ξ•(M) is a sheaf on S.
In particular, a quasi-coherent module M on X is a sheaf on (X,TX) iff for any

S ∈ ObA and S
ξ
−→ X, the inverse image ξ∗(M) of M is a sheaf on S.

The functor A/X
pX
−−−→ A induces a functorMod(A,T)

p•X
−−−→ModTX . The functor

p•X has a right adjoint, pX•, and a left adjoint, pX!.

Similarly, for any presheaf morphism X
f
−→ Y , the functor A/X

pf
−−−→ A/Y induces

an ’inverse image’ functorModTY

p•f
−−−→ModTX which has a right adjoint, pf•, and a left

adjoint, pf !.

4.8.1. Coherator. Suppose every quasi-coherent module on (A,O) is a sheaf on
the site (A,T), i.e. Qcoh(A,O) is a full subcategory of the category Mod(A,T;O) of
the sheaves of O-modules on (A,T). A right adjoint (if any) to the inclusion functor

Qcoh(A,O)
ψT
X

−−−→Mod(A,T;O) is called a coherator on the ringed site (A,T;O).
Since Mod(A,T;O) is a Grothendieck category with small products, the existence

of the coherator implies that the category Qcoh(A,O) of quasi-coherent modules is a
Grothendieck category with small products too (see [BD], 5.39).

If every quasi-coherent module on a presheaf X is a sheaf on X, i.e. QcohX is a (full)
subcategory ofModTX , we have the notion of a coherator on (X,TX).

4.8.2. Proposition. Let T be a pretopology on A such that, for any S ∈ ObA, quasi-
coherent modules on S are sheaves on (A/S,TS). If Y is a presheaf of sets on A such that

there exists a coherator on (Y,TY ), then, for any presheaf morphism X
f
−→ Y , its inverse

image functor QcohY
f∗

−→ QcohX has a right adjoint, f∗ – a direct image functor of f .
In particular, any morphism to an affine space has a direct image functor.

Proof. In fact, the functor ModY
f•

−−−→ ModX has a right adjoint, f•. The pair of
adjoint functors f•, f• induces a pair of adjoint functors

ModTY
f•
T

−−−→ModTX , ModTX
fT•

−−−→ModTY .

The composition of f•T with the inclusion functor QcohY
jY
−−−→ ModTY equals to the

composition of QcohY
f∗

−−−→ QcohX and the inclusion functor QcohX
jX
−−−→ ModTX .

Since the functor jY has a right adjoint, a coherator ModTY
ψY
−→ QcohY , the functor
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f•T ◦ jY = jX ◦ f
∗ is left adjoint to the functor ψY ◦ fT•. Denote by f∗ the composition

ψY ◦ f• ◦ jX : QcohX −→ QcohY . Thus defined functor f∗ is a right adjoint to f∗. In fact,
for any L ∈ ObQcohY and M ∈ ObQcohX , we have functorial isomorphisms:

QcohY (L,ψY ◦ fT• ◦ jX(M)) ≃ModX(f•T ◦ jY (L), jX(M))

=ModX(jX ◦ f
∗(L), jX(M)) ≃ QcohX(f∗(L),M),

hence the assertion.

4.8.3. A formula for the coherator. Assume that the inclusion functor jX has a

right adjoint,ModTX
ψX
−−−→ QcohX . Since ψX is left exact, it preserves kernels of pairs of

morphisms. In particular, it maps the exact diagram (3) to the exact diagram

ψX(M) −−−→ ψXπ•(M(U , π)) −−−→−−−→ ψXν•(M(R, ν)). (4)

The equality jU ◦ π
∗ = π• ◦ jX (reflecting the fact that π• maps quasi-coherent modules

to quasi-coherent modules) implies that π∗ ◦ ψU ≃ ψX ◦ π•. Similarly, ν∗ ◦ ψR ≃ ψX ◦ ν•.
Therefore the diagram (4) is isomorphic to the diagram

ψX(M) −−−→ π∗ψU (M(U , π)) −−−→−−−→ ν∗ψR(M(R, ν)). (5)

Since the diagram (4) is exact, the diagram (5) is exact too; i.e. ψX(M) is isomorphic to
the kernel of the pair of arrows π∗ψUπ

•(M) −→−→ ν∗ψRν
•(M).

4.8.4. Proposition. Suppose the topology T on A is such that for any S ∈ ObA,
quasi-coherent modules on S are sheaves on (A/S,TS). Let X be a presheaf such that there
exists a diagram

R

p1

−−−→
−−−→
p2

U
π

−−−→ X (1)

where R and U are representable, π ◦ p1 = π ◦ p2, and the morphism Cok(p1, p2) −→ X
induced by π is bicovering. Then the inclusion functor

QcohX
jX
−−−→ModTX

has a right adjoint.

Proof. The assertion follows from 3.5 and 3.5.2.

4.8.5. Quasi-coherent modules on presheaves and quasi-coherent modules
on the associated sheaves. Fix a ringed site (A,T;O).
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4.8.5.1. Lemma. Let (A,T) be a site, X a presheaf on A and Xa the associated
space (i.e. the associated sheaf of sets). The canonical morphism X −→ Xa is a cover
in the coinduced topology T∧.

Proof. Let HT denote the corresponding Heller’s functor A∧ −→ A∧ defined by
HT(X)(T ) = colim(A∧(S,X)| S ∈ T(T )) for all T ∈ ObA. It follows from the definition

of HT that that the canonical morphism X
τ
−→ HT(X) is a cover in the topology T∧.

The associated sheaf, Xa, is isomorphic to H2
T(X) and the canonical morphism X −→ Xa

corresponds to the composition τHT(X) ◦ τ(X) of two covers, hence it is a cover itself.

The following fact is well known (see [SGA4], II, or [Or, 2.4]).

4.8.5.2. Proposition. For any presheaf X, the canonical morphism X
jX−→ Xa

induces an equivalence of categoriesModTXa
j•X
−−−→ModTX .

Proof. The assertion follows from the fact that X −→ Xa is a cover in the coinduced
topology T∧. Details are left to the reader.

4.8.5.3. Corollary. Suppose the topology T on A is of 1-descent, i.e. quasi-coherent

modules on S are sheaves on (A/S,TS). Let X be a presheaf and X
jX−→ Xa the canonical

morphism. Then the inverse image functor QcohXa
j∗X
−−−→ QcohX is fully faithful.

Proof. In the commutative diagram

QcohXa
j∗X
−−−→ QcohXy

y

ModTXa
j•X
−−−→ ModTX

the vertical arrows are full embeddings and the lower horizontal arrow, j•X , is a category
equivalence, hence j∗X is fully faithful.

4.9. A description of the category of quasi-coherent modules. Let (A,O) be
a ringed category. Let X be a presheaf of sets on A such that there exists a diagram

R

p1

−−−→
−−−→
p2

U
π

−−−→ X (1)

where π ◦ p1 = π ◦ p2, and the morphism Cok(p1, p2) −→ X induced by π is bicovering.
Then the category QcohX of quasi-coherent modules on X is equivalent to the category
Ker(p∗1, p

∗
2) whose objects are pairs (M,φ), where M is an object of QcohU and φ is an
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isomorphism p∗1(M) ∼−→ p∗2(M). Morphisms from (M,φ) to (M ′, φ′) are given by arrows

M
g
−→M ′ which make the diagram

p∗1(M)
φ

−−−→ p∗2(M)

p∗1(g)
y

y p∗2(g)

p∗1(M
′)

φ′

−−−→ p∗2(M
′)

commute. If U and R are representable by objects resp. U and R, then QcohU = O(U)−
mod, QcohR = O(R) − mod, and inverse image functor p∗i , i = 1, 2, is the tensoring

L 7−→ O(R)⊗
O(U)

L corresponding to the ring morphism O(U)
O(pi)
−−−→ O(R).

This follows from the argument of 3.5. In particular, we have the following

4.9.1. Proposition. Let (A,O) be a ringed category and T a quasi-topology on A,
which is coarser than the quasi-topology of effective descent. Let

R

p1

−−−→
−−−→
p2

U
π

−−−→ X

be an exact diagram of sheaves of sets on A. Then the category QcohX of quasi-coherent
modules on X is equivalent to the category Ker(p∗1, p

∗
2).

If the sheaves R, U are representable by objects resp. R and U of the category A, then
the category Ker(p∗1, p

∗
2) is described by a linear algebra data: its objects are pairs (L, φ),

where L is an O(U)-module and φ is an O(R)-module isomorphism p∗1(L)
∼→ p∗2(L).

4.9.2. Remark. The category Ker(p∗1, p
∗
2) in 4.9.1 is equivalent to the category of

quasi-coherent modules on the cokernel of the pair R
p1
−→
−→
p2

U. If Cok(p1, p2)
g
−→ X is a

presheaf morphism such that the corresponding map of associated sheaves is an isomor-
phism (and T is coarser than the quasi-topology of 2-descent), than g∗ is an equivalence
of QcohX and QcohCok(p1,p2). This allows to find the category of quasi-coherent modules
on a space without finding the space itself. We illustrate the latter observation in the
following examples.

4.9.3. Application: quasi-coherent modules on Grassmannians. Let R be a
k-algebra, M and V projective left R-modules of finite type. Then the functors G

M,V
and

R
M,V

in the exact diagram

R
M,V

p1

−−−→
−−−→
p2

G
M,V

π
−−−→ Gr

M,V
(1)
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defining the presheaf Gr
M,V

are representable by resp. (G∨
M,V

,G∨
M,V

−→ R∨) and
(R∨

M,V
,R∨

M,V
−→ R∨) (cf. III.6.3), which implies that the category Qcoh

Gr
M,V

of quasi-

coherent modules on the presheaf GrM,V is defined by a linear algebra data: it is equivalent
to the category Ker(p∗1, p

∗
2) whose objects are pairs (L, φ), where L is a GM,V -module and φ

is an RM,V -module isomorphism p∗1(L)
∼−→ p∗2(L). The inverse image functor p∗i , i = 1, 2,

is isomorphic to the tensoring L 7−→ R
M,V
⊗G

M,V
L corresponding to an algebra morphism

G
M,V

p̃i
−→ R

M,V
representing pi.

Let T be a quasi-topology on the category Affk/R
∨ of affine k-schemes over R∨. Let

GrT
M,V

be the T-Grassmannian corresponding to Gr
M,V

, i.e. a sheaf of sets (a ’space’)
associated to Gr

M,V
. If T is coarser than the quasi-topology of effective descent, then the

category Qcoh
Gr
M,V

of quasi-coherent modules on Gr
M,V

is naturally equivalent to the

category Qcoh
GrT
M,V

of quasi-coherent modules on GrT
M,V

.

4.9.4. Noncommutative projective space. Let M be the free R-module of the
rank n+1, V the free R-module of the rank 1. In this case, we denote the functor Gr

M,V

by Pn
R
. If a quasi-topology T on the category Affk/R

∨ of affine k-schemes over R∨ is
coarser than the quasi-topology of 2-descent, than the category QcohPn

R
of quasi-coherent

modules on Pn
R
is equivalent to the category of quasi-coherent modules on the associated

projective space Pn
T

R
.

4.9.5. The commutative case. Let R = k. Denote by Grc
M,V

the restriction of
the presheaf Gr

M,V
to the subcategory CAffk of commutative affine k-schemes (i.e. the

opposite category to the category CAlgk of commutative k-algebras). We assume that the
rank of the k-module M at each point of Spec(k) is greater than, or equal to the rank
of the k-module V at this point; otherwise the functor Grc

M,V
maps every commutative

k-algebra to the empty set. The exact diagram (1) induces an exact diagram

Rc
M,V

p1

−−−→
−−−→

p2

Gc
M,V

π
−−−→ Grc

M,V
, (2)

where Rc
M,V

and Gc
M,V

denote the restrictions of presheaves resp. R
M,V

and G
M,V

to the
subcategory CAffk. If RM,V

and G
M,V

are representable by the algebras resp. R
M,V

and
G
M,V

, then the presheaves Rc
M,V

and Gc
M,V

are representable by abelianizations (quotients
by the commutant) of these algebras, Rc

M,V
and Gc

M,V
. By 4.9.2, the category of quasi-

coherent modules on Grc
M,V

is isomorphic to the kernelKer(p∗1, p
∗
2) of the pair of the inverse

image functors

Gc
M,V
−mod

p∗
1

−−−→
−−−→

p∗
2

Rc
M,V
−mod. (3)
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Now we regard (2) as an exact sequence of presheaves of sets on the ringed site
(CAffk,O) of commutative k-schemes for a flat (fpqc, or fppf) topology. The presheaves
Rc
M,V

and Gc
M,V

are sheaves because the flat topology is subcanonical (all representable
presheaves are sheaves). The presheaf Grc

M,V
is not a sheaf, but the sheaf associated to

Grc
M,V

is isomorphic to the Grassmannian Grassm
M,V

. Since the fpqc topology (hence
the fppf topology) is coarser than the 2-descent topology, the category of quasi-coherent
modules on the Grassmannian GrassmM,V is equivalent to the category of quasi-coherent
modules on the presheaf Grc

M,V
, i.e. to the kernel of the pair of functors (3).

5. Representable fibred categories and representable cartesian functors.

5.1. Categories over E representable by a presheaf of sets. Fix a category E .

For any presheaf Eop
S
−→ Sets, we have a category E/S over E . For any X ∈ ObE , the

fiber (E/S)X is a discrete category formed by all objects (X,X → S). In particular, it is

empty if S(X) = ∅. Any morphism X
f
−→ Y of the category E induces a functor

(E/S)Y
f∗

−→ (E/S)X , (Y, Y
ξ
→ S) 7−→ (X, ξ ◦ f).

The map f 7−→ f∗ is a functor Eop −→ Cat, and E/S is a fibred category corresponding
to this functor. Note that every morphism of the category E/S is cartesian.

5.1.1. Proposition. The map

S 7−→ E/S, S ∈ ObE∧, (S
g
→ T ) 7−→

(
E/S −→ E/T, (X, ξ) 7−→ (X, g ◦ ξ),

)

is a fully faithful functor, hE , from E∧ to the category Cat/E of categories over E. The
functor hE preserves finite limits.

Proof is left to the reader.

5.2. Definition. Let E ′ be a full subcategory of E∧. A category F over E is called
E ′-representable if it is E-equivalent to the category E/S for some object S of E ′.

In particular, any E ′-representable category over E is fibred.

5.2.1. Standard choices of E ′. For an arbitrary category E , the standard choices
of E ′ are the category E itself, the category E∧ of presheaves on E , and the subcategory of
left exact functors Eop −→ Sets.

5.3. Relatively representable cartesian functors. Fix a full subcategory E ′

of the category E∧. A cartesian functor F
Φ
−→ G between categories over E is called

E ′-representable, if, for any T ∈ ObE ′ and any cartesian functor E/T −→ G, the fibred
product E/T ×G F is E ′-representable.
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5.3.1. Affine cartesian functors. We call a cartesian functor between categories
over E affine, or representable, if it is E-representable.

5.3.2. Proposition. (a) Any E-equivalence is E ′-representable for any full subcate-
gory E ′ of E∧. In particular it is affine.

(b) Suppose E ′ has finite products taken in E∧. Then, for any E ′-representable category
F over E, the structure morphism of F is E ′-representable.

(c) Suppose E ′ has a final object. Then a structure morphism of a category F over E
is E ′-representable iff F is E ′-representable.

(c’) Suppose E has a final object. Then a structure morphism of a category F over E
is affine iff F is affine.

Proof. (a) The assertion follows from definitions.
(b) Let X ∈ ObE ′. The only E-functor E/X −→ E is the canonical functor,

(V, ξ) 7−→ V, ((V, ξ)
f
→ (V ′, ξ′)) 7−→ (V

f
→ V ′).

If F ≃ E/S for some S ∈ ObE ′, then F ×E E/X ≃ E/S ×E E/X ≃ E/(X × S), hence
the structure morphism F −→ E is E ′-representable.

(c) Suppose the structure morphism F
F
−→ E is E ′-representable. This means that

F×E E/X is E ′-representable for any X ∈ ObE ′. Taking as X a final object of the category
E ′, we obtain that F ×E E ≃ F is representable.

(c’) This assertion is a special case of (c).

5.3.3. Proposition. Let F be a category over E. Suppose E ′ is closed under finite
limits taken in E∧. Then the following conditions are equivalent:

(i) Any cartesian morphism E/S −→ F , S ∈ ObE ′ is E ′-representable.

(ii) The diagonal morphism F
∆F

−−−→ F ×E F is E ′-representable.

Proof. (i) ⇒ (ii). Let X ∈ ObE ′, and let f, g : E/X −→ F be arbitrary cartesian
morphisms over E . Consider the following canonical commutative diagram

F ×F×EF E/X −−−→ E/X ×F E/X −−−→ F
y

y
y

E/X
∆E/X

−−−→ E/X ×E E/X
(f,g)
−−−→ F ×E F

(1)

formed by two universal squares. By (i), the fiber product E/X×F E/X is E ′-representable.
Since E ′ has products, X × X exists in E ′, and E/X ×E E/X ≃ E/(X × X), i.e. it is
representable by X ×X. Since E ′ has fibred products and the embedding

E −→ Cat/E , X 7−→ E/X,
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preserves limits (cf. 2.2), the category F ×F×EF E/X over E is E ′-representable.

(ii) ⇒ (i). For any two morphisms, E/X
f
−→ F

g
←− E/Y , of CartE , the square

E/X ×F E/Y −−−→ E/X ×E E/Yy
y f × g

F
∆F

−−−→ F ×E F

is cartesian, hence the assertion.

5.4. Definition. Let P be a class of morphisms of the category E ′ stable under

base change. We say that a morphism F
f
−→ G of categories over E is P-representable, if

for any X ∈ ObE ′ and any morphism E/X −→ G, the (morphism of E ′ representing the)
projection E/X ×G F −→ E/X belongs to P.

5.4.1. Proposition. Let P be a class of morphisms of the subcategory E ′ ⊆ E∧.
(a) The class of P-representable morphisms of is stable under base change.
(b) If the class P of morphisms of E ′ is stable under composition, then same holds for

the class P̃ of P-representable morphisms of Cat/E.

Proof is left to the reader.

5.5. Finitely presentable and locally finitely presentable cartesian functors.
Let E be a category and E ′ a full subcategory of E∧. We assume that E ′ contains all
representable functors and is closed under limits of filtered projective systems.

Let F and G be fibred categories over E . A cartesian functor F
Φ
−→ G over E will be

called E ′-finitely presentable, if for any filtered projective system D
D
−→ E ′, the canonical

square
colim F+

Dµ
−−−→ F+

limD

Φ′
y

y ΦlimD

colim G+Dµ
−−−→ G+limD

is 2-cartesian. Here F+ and G+ are the canonical extensions of the fibred categories resp.
F and G onto E∧ (cf. 1.5.1); and limD is taken in E∧.

We call an E ′-finitely presentable cartesian functor locally finitely presentable if E ′ = E .
We call it finitely presentable if E ′ = E∧.

6. Representable cartesian functors and local constructions.

6.0. Fix a category E and a full subcategory E ′ of the category E∧ of presheaves of
sets on E which contains (the image of) E and is closed under fibred products. We denote
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by Ẽ ′ the fibred category over E defined as follows: for any V ∈ ObE , the fiber Ẽ ′V is the

category E ′/V̂. For any morphism U
φ
−→ V, its inverse image functor, φ∗, assigns to any

object (X,X → V̂) of the category E ′/V̂ its pull-back (X ×φ,V Û , X ×φ,V Û → Û).

6.1. Proposition. Let X be a fibred category over E. There is a natural equivalence
between the category of E ′-representable cartesian functors Y −→ X and the category of
cartesian functors X −→ Ẽ ′.

Proof. The argument is left to the reader.

6.1.1. Local constructions. We call any cartesian functor X −→ Ẽ ′ a local E ′-
construction on X. Local E-constructions will be called affine.

6.2. Relative local constructions. Fix a functor A
Φ
−→ E . Let Ẽ ′Φ denote the

fibred category Ẽ ′ ×E A = Ẽ ′ ×
Φ,E A over A.

Let X be a fibred category over A. We call any cartesian functor X −→ Ẽ ′ ×E A a
local (E ′,Φ)-construction on X, or simply a local construction on X, if it is clear what are
the subcategory E ′ and the functor Φ.

Local (E ,Φ)-constructions will be called affine.

6.3. Local constructions over a ringed category. Let (A,O) be a ringed cat-
egory. Let E be the category Affk of noncommutative affine k-schemes. Let τ be a
pretopology on E and E ′ the category of τ -locally affine spaces. The presheaf of rings O
induces a functor

Φ = ΦO : A −−−→ E , U 7−→ O(U)∨.

A local (E ,Φ)-construction on a fibred category X over A is a family of functors

XU
FU−→ (Ẽ ′ ×E A)U , U ∈ ObA, such that for any U ∈ ObA and any object x of the fiber

XU over U , FU (x) is a τ -locally affine space over O(U)∨; and for any morphism U
φ
−→ V

and any x ∈ ObXV , we are given an isomorphism of spaces

FU (φ
∗(x))

∼

−−−→ FV(x)
∏

O(V)∨

O(V)∨.

6.3.1. Affine local constructions. A local construction X
F
−→ E ′ ×E A is affine

iff for any U ∈ ObA and any x ∈ ObXU , the object FU (x) is an affine space over O(U)∨,
i.e. FU (x) is isomorphic to a pair (R(U, x)∨,R(U, x)∨ −→ O(U)∨) corresponding to a ring
morphism O(U) −→ R(U, x) defined uniquely up to isomorphism.

Thus, an affine local construction on X can be described as a function which assigns to
every pair (U, x), where U ∈ ObA and x ∈ ObXU , a ring morphism O(V) −→ R(U, x) and
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to any morphism U
φ
−→ V of A and any x ∈ ObXV , a morphism R(V, x)

ξφ
−→ R(U, φ∗(x))

such that the square

R(V, x)
ξφ
−−−→ R(U, φ∗(x))x cocart

x

O(V)
O(φ)
−−−→ O(U)

is cocartesian. In other words, the induced ring morphism

R(V, x) ⋆
O(V)
O(U)

ξ′φ
−−−→ R(U, φ∗(x))

is an isomorphism. The morphisms ξφ should satisfy standard compatibility conditions
with respect to the composition of morphisms of A.

6.3.2. Vector fibers over a ringed category. Let Bmod(A,O) denote the fibred
category of (A,O)-bimodules determined by the pseudo-functor Aop −→ Cat which assigns
to each object V of A the category opposite to the category of O(V)-bimodules and to any

morphism U
φ
−→ V the functor opposite to the functor

φ̃∗ :M 7−→ O(U)⊗O(V)M⊗O(V) O(U).

Let X be a fibred category over A. We define O-bimodules on X as cartesian functors

X
M
−−−→ Bmod(A,O). This means that M is a function which assigns to every pair

(V, x), where V ∈ ObA and x ∈ ObXV , an O(V)-bimoduleM(V, x) and to every morphism

U
φ
−→ V a bimodule isomorphism

O(U)⊗O(V)M(V, x)⊗O(V) O(U)
ζφ
−−−→ M(U, φ∗(x)) (1)

satisfying the usual compatibility conditions.
For any V ∈ ObA and x ∈ XV , let R(V, x) be the tensor algebra, T

O(V)
(M(V, x)), of

the O(V)-bimodule M(V, x). Fix a morphism U
φ
−→ V of A. The O(V)-bimodule mor-

phismM(V, x) −→M(U, φ∗(x)) and the ring morphism O(V)
O(φ)

−−−→ O(U) induce ring
morphisms T

O(V)
(M(V, x)) −→ T

O(U)
(M(U, φ∗(x)))←− O(U) which, in turn, determines

a morphism
O(U) ⋆

O(V)
T

O(V)
(M(V, x)) −−−→ T

O(U)
(M(U, φ∗(x))). (2)

Since the O-bimoduleM is quasi-coherent, (1) is a bimodule isomorphism, which implies
that the ring morphism (2) is an isomorphism.
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We denote the affine scheme T
O(V)

(M(V, x))∨ by VO(V)(M(V, x)) and the local con-
struction on X given by (V, x) 7−→ VO(V)(M(V, x)) by VO(M).

6.3.3. Vector fibers associated with pairs of quasi-coherent modules. Let
M(A,O) be the fibred category of (A,O)-modules (cf. 2). Let X be a fibred category over
A. We define O-modules on X as cartesian functors M : X −→ M(A,O). This means
thatM is a function which assigns to each pair (V, x), where V ∈ ObA and x ∈ ObXV , an

O(V)-moduleM(V, x) and to each morphism U
φ
−→ V an O(U)-module isomorphism

O(U)⊗O(V)M(V, x)
ζφ
−−−→ M(U, φ∗(x)) (3)

which satisfies the usual compatibility conditions.
LetM and P be two O-modules on X. The pair (M,P) defines a functor

Hom
O,X

(M,P) : X −−−→ Ẽ∧ ×E A (4)

which assigns to each pair (U, x), U ∈ ObA, x ∈ ObXU , the functor

O(U)\Rings −−−→ Sets, (O(U)
φ
−→ R) 7−→ HomR(φ∗(M(U, x)), φ∗(P(U, x))) (5)

naturally defined on morphisms.

6.3.3.1. Proposition. Suppose that for every U ∈ ObA and x ∈ ObXU , the O(U)-
module P(U, x) is projective of finite type. Then the functor (4) is an affine local construc-
tion.

Proof. Set for convenience M =M(U, x) and P = P(U, x). Then

HomR(φ∗(M), φ∗(P )) ≃ HomO(U)(M,φ∗φ
∗(P )) = HomO(U)(M,R⊗O(U) P ) ≃

HomO(U)(M,HomO(U)(P∨,R)) ≃ HomO(U)e(M ⊗ P
∨,R) ≃

O(U)\Algk(TO(U)(M ⊗ P
∨),R)

Here HomO(U)(P∨, S) is the (left) O(U)-module of right O(U)-module morphisms from
P∨ to S, O(U)e := O(U)⊗O(U)o, and TO(U)(M ⊗P

∨) is the tensor algebra of the O(U)-
bimodule M ⊗ P∨. This shows that (4) is isomorphic to the vector fiber VO(M⊗P

∨) of
the quasi-coherent O-bimoduleM⊗P∨.

It is useful to have an analogue of 6.3.3.1 for a family of modules. Let {Mi,Pi | i ∈ J}
be a family of O-modules on X. These family defines a functor

∏

i∈J

Hom
O,X

(Mi,Pi) : X −−−→ Ẽ
∧ ×E A (6)
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which assigns to each pair (U, x), U ∈ ObA, x ∈ ObXU , the functor

O(U)\Rings −−−→ Sets, (O(U)
φ
−→ R) 7−→

∏

i∈J

HomR(φ∗(Mi(U, x)), φ
∗(Pi(U, x)))

naturally defined on morphisms.

6.3.3.2. Proposition. Suppose that for every U ∈ ObA and x ∈ ObXU and for all
i ∈ J , the O(U)-module P(U, x) is projective of finite type. Then the functor (6) is an

affine local construction on X isomorphic to V
(⊕

i∈J

(Mi ⊗ P
∨
i )

)
.

Proof. The argument is similar to that of 6.3.3.1. Details are left to the reader.

6.3.4. The construction of isomorphisms. Fix a ringed category (A,O) and a
fibred category X over A. Let M and P be O-modules on X. We denote by GO,X

M,V
the

functor X −→ Ẽ∧ ×E A which assigns to every pair (U, x), U ∈ ObA, x ∈ ObXU , the
functor

GO(U)
M(U,x),V(U,x)

: O(U)\Rings −−−→ Sets (7)

defined as follows: to every ring morphism O(U)
φ
−→ R, the functor (7) assigns the set

of all pairs of R-module morphisms φ∗(P(U, x)) −→ φ∗(M(U, x)) −→ φ∗(P(U, x)) the
composition of which is the identical morphism.

6.3.4.1. Proposition. LetM(U, x) and P(U, x) be projective O(U)-modules of finite
type for all U ∈ ObA and x ∈ ObX. Then the functor GO,X

M,V
is an affine local construction

on X.

Proof. (a) For convenience, we set M = M(U, x) and P = P(U, x). For any ring

morphism O(U)
φ
−→ R, the set GO(U)

M,P
(R, φ) is the kernel of the pair of morphisms

HomR(φ∗(M), φ∗(P ))×HomR(φ∗(P ), φ∗(M)) −−−→−−−→ HomR(φ∗(P ), φ∗(P )) (8)

where one arrow assigns to each pair (u, v) the composition, u ◦ v, of morphisms u and
v, and the other one maps each pair (u, v) to the identity morphism, idφ∗(P ). Since (8)

depends functorially on everything, the functor GO,X
M,V

is the kernel of a pair of functor
morphisms

Hom
O,X

(M,P)×Hom
O,X

(P,M) −−−→−−−→ Hom
O,X

(P,P) (9)

Since M(U, x) and P(U, x) are projective O(U)-modules of finite type for all U ∈ ObA
and x ∈ ObX, the functors Hom

O,X
(M,P), Hom

O,X
(P,M), and Hom

O,X
(P,P) are affine
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local constructions on X resp. V
O,X

(M⊗P∨), V
O,X

(P ⊗M∨), and V
O,X

(P ⊗P∨). Thus
the diagram (9) is equivalent to the diagram

V
O,X

(M⊗P∨ ⊕ P ⊗M∨) −−−→−−−→ V
O,X

(P ⊗ P∨) (10)

(see 6.3.3.2). The kernel of a pair of morphisms between two affine local constructions is
an affine local construction.

LetM and P be O-modules on X. We denote by IsoO,X
M,P

the functor X −→ Ẽ∧ ×E A
which assigns to every pair (U, x), U ∈ ObA, x ∈ ObXU , the functor

IsoO(U)
M(U,x),P(U,x)

: O(U)\Algk −−−→ Sets

that assigns every ring morphism O(U)
φ
−→ R the set of isomorphisms

φ∗(M(U, x)) ∼−→ φ∗(P(U, x)).

6.3.4.2. Proposition. LetM(U, x) and P(U, x) be projective O(U)-modules of finite
type for all U ∈ ObA and x ∈ ObX. Then the functor IsoO,X

M,V
is an affine local construction

on X.

Proof. The functor IsoO,X
M,V

is naturally identified with the fiber product of the pair of
morphisms

GO,X
M,P

ϕ
−−−→ Hom

O,X
(M,P)×Hom

O,X
(P,M)

ψ
←−−− GO,X

P,M
, (11)

where ϕ is the natural embedding, ψ is the composition of the natural imbedding

GO,X
P,M

ϕ
−−−→ Hom

O,X
(P,M)×Hom

O,X
(M,P)

and the isomorphism

Hom
O,X

(P,M)×Hom
O,X

(M,P) ∼−→ Hom
O,X

(M,P)×Hom
O,X

(P,M)

defined by (u, v) 7−→ (v, u). By 6.3.3.2, the diagram (11) is isomorphic to the diagram

GO,X
M,P
−−−→ V

O,X
(M⊗P∨ ⊕ P ⊗M∨) ←−−− GO,X

P,M
. (12)

By 6.3.4.1, the functors GO,X
M,P

and GO,X
P,M

are affine local constructions on X. Therefore the
pull-back of (5) is an affine local construction on X.
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6.4. Grassmannians. For any associative unital ring S and any pair M, P of left
S-modules, we define the ’Grassmannian’ GrS

M,P
as the functor S\Algk −→ Sets which

assigns to every ring morphism S
φ
−→ T the isomorphism class of coretractions (– splittable

epimorphisms) φ∗(M) −→ φ∗(P ). We have a canonical exact sequence of functors

RS
M,P

p1

−−−→
−−−→
p2

GS
M,P

π
−−−→ GrS

M,P
. (1)

Here π is the natural epimorphism (sending a split pair of arrows φ∗(P )
v
→ φ∗(M)

u
→ φ∗(P )

to the class of the epimorphism u) and RS
M,P

is the ’functor of relations’, i.e.

RS
M,P

= GS
M,P

∏

GrS
M,P

GS
M,P

.

Fix a ringed category (A,O) and a fibred category X over A. Let M and P be O-
modules on X. Since the functors GrS

M,P
, GS

M,P
, and RS

M,P
in the diagram (1) depend

functorially on S, M , and P , they determine functors X −→ Ẽ∧ ×E A which we denote
resp. by GrO,X

M,V
and RO,X

M,V
. Thus, the diagram (1) induces an exact diagram

RO,X
M,V

p1

−−−→
−−−→
p2

GO,X
M,V

π
−−−→ GrO,X

M,V
(2)

of functors X −→ Ẽ∧ ×E A.

6.4.1. Proposition. Let M(U, x) and P(U, x) be projective O(U)-modules of finite
type for all U ∈ ObA and x ∈ ObX. Then (2) is the exact diagram of local constructions
on X (in particular, GrO,X

M,P
is a local construction), and the local constructions RO,X

M,V
and

GO,X
M,V

are affine.

Proof. If the S-modules M and V are projective of finite type, then, by III.6.3,
the functor RS

M,P
(and GS

M,P
) is representable. By III.6.4.1, all three functors in (1) are

compatible with the base change. The latter means that if S
φ
−→ T is a ring morphism,

and GS
M,P

denotes any of the functors in the diagram (1), then

GT
φ∗(M),φ∗(P )

≃ GS
M,P

∏

S∨

T∨.

This implies the assertion.

6.5. Flag varieties and generic flag varieties. We leave to the reader the gen-
eralization of 6.4, in particular, 6.4.1, to flag varieties and the versions for generic flag
varieties, in particular, the generic Grassmannians.
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Noncommutative Grassmannians and Related Constructions.

The main purpose of this chapter is presenting a general construction of noncommu-
tative spaces and studying its first properties. This construction can be regarded as a
far-reaching generalization of Grassmannians and flag varieties discussed in Chapter III.

There is an important aspect of noncommutative geometry which we take into con-
sideration here. Local objects of commutative algebraic geometry, affine schemes, form
a category dual to the category of commutative rings. The latter might be regarded as
commutative algebras in the symmetric monoidal category of Z-modules. The category
Affk of noncommutative affine schemes over a commutative algebra k is, by definition,
the category dual to the category of associative unital k-algebras, which are, precisely,
associative unital algebras in the symmetric monoidal category of k-modules. One of par-
ticularities of noncommutative geometry is that some interesting noncommutative spaces
’live’ in non-trivial, non-symmetric monoidal categories. For instance, the quantum flag
variety of a simple Lie algebra g is a scheme in the monoidal category of Zr-graded vector
spaces endowed with a braiding determined by the Cartan matrix of g (cf. [LR2]). Here
we adopt a framework which allows to take these phenomena into account and gives to our
constructions an appropriate level of generality. The framework is as follows: instead of
the monoidal category of modules over a commutative unital ring k, we take an arbitrary
monoidal category A∼ together with its action on a category CX and define the category
AffA∼ of affine schemes in A∼ as the category opposite to the category AlgA∼ of asso-
ciative unital algebras in A∼. The formalism of the first sections of Chapter III singles
out, among presheaves of sets on AffA∼ , the locally affine spaces and schemes. For any
associative unital algebra S in A∼, we define the category S −modX of S-modules in CX ,
which is viewed as the category of quasi-coherent modules on the affine scheme S∨ corre-
sponding to the algebra S. Applying the generalities of Chapter IV, we obtain, for an an
arbitrary presheaf of sets X on the category AffA∼ , the category QcohΦ

∼

X of quasi-coherent
modules on X related to the action Φ∼ of the monoidal category A∼ on the category CX .

A standard noncommutative example is CX = R −mod for an associative unital k-
algebra R and A∼ = Re −mod∼ = (Re −mod,⊗R, R) – the monoidal category of left
modules over Re = R⊗kR

o, acting on R−mod by tensoring over R. A unital associative
algebra S in the monoidal category Re − mod∼, that is a unital k-algebra morphism
R −→ S; and the category of S-modules in CX is naturally equivalent to the category
S −mod of left S-modules. This is the setting behind the constructions of Chapter III.

A straightforward extension of the previous example to non-affine non-commutative
setting is the monoidal category of continuous (that is having a right adjoint) k-linear
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endofunctors of a k-linear category naturally acting on this category. This setting is
implicitly used in Chapter I while studying affine morphisms.

A curious non-trivial example is the monoidal category A∼ = S − V ec∼k of S-spaces
whose objects are families of representations of all symmetric groups, Sn, n ≥ 1, in vector
spaces over a field k, and the tensor product is the so called plethysm product. Algebras
in the monoidal category S− V ec∼k are called k-linear operads. The monoidal category of
S-spaces acts canonically on the category C = V eck of k-vector spaces. Modules in V eck
over an operad P are traditionally called P-algebras.

Note that some basic notions of commutative algebraic geometry in symmetric monoidal
categories (starting with the site of affine schemes with fpqc topology) were sketched by P.
Deligne in connection with the characterization of Tannakian categories [Dl]. Our monoidal
categories are usually not symmetric and, even in the case of symmetric monoidal cate-
gories, our algebras are usually non-commutative.

Appendix 2 and Section 1 summarize preliminaries on monoidal categories and their
actions, as well as related properties of algebras in monoidal categories and modules over
them. In Section 2, we define affine schemes in monoidal categories and introduce vector
fibers of bimodules and pair of ”admissible” objects. The latter are the main building
blocks for constructing of affine and non-affine varieties of this Chapter. In Section 3, we
introduce and study presheaves of morphisms and isomorphisms between functors to a cat-
egory endowed with an action of a monoidal category. Under certain finiteness conditions,
these presheaves are representable by affine schemes, which are limits of finite diagrams
of vector fibers. In Section 4, we describe a certain combinatorial construction of affine
schemes, which is used later for constructing non-affine varieties. One of its special cases
is the universal localization. In the next two Sections, we make a step towards non-affine
varieties sketching natural generalizations of varieties discussed in Chapter III. Section 5
contains the construction of Grassmannians and generic Grassmannians. In Section 6, we
extend to this setting generic flag varieties and Stiefel schemes. In Section 7, we introduce
a construction of generalized Grassmannian type spaces. All generic and non-generic flag
varieties of Chapter III and their generalizations appeared in the previous sections of this
chapter are special cases of this construction. In Section 8, we discuss the conditions on
our combinatorial data, which guarantee (formal) smoothness of the corresponding vari-
eties. In Section 9, we apply the generalities of Chapter IV to introduce the categories of
quasi-coherent modules and bimodules associated with an action of a monoidal category.

An aesthetically nice feature is that passing from affine to non-affine objects, we still
stay inside of our initial pattern: the monoidal category of quasi-coherent bimodules acts
on the category of quasi-coherent modules.
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1. Preliminaries on algebras in monoidal categories.

1.0. Monoidal categories and their actions. Recall that an action of a monoidal
category A∼ = (A,⊙; a; I, l, r) on a category CX is a monoidal functor Φ∼ = (Φ, φ, φ0)
from A∼ to the monoidal category (End(CX), ◦, IdCX ) of endofunctors of CX .

1.0.1. Assumptions.

1.0.1.1. We usually assume that the categories A and CX have cokernels of reflexive
pairs of arrows (see I.4.2.1) and, for every M ∈ ObA, the functors

A
M⊙−
−−−→ A

−⊙M
←−−− A and CX

Φ(M)
−−−→ CX (1)

are weakly continuous, i.e. they preserve cokernels of reflexive pairs.

1.0.1.2. In addition, we assume, starting from the middle of Section 1, that the
categories A and CX have countable coproducts and the functors (1) preserve them.

1.0.2. The invariance of the assumptions under base change. Suppose that
the assumption 1.0.1.1 holds. Then, for any associative unital algebra R in the monoidal
category A∼ = (A,⊙; a; I, l, r), an action Φ∼ = (Φ, φ, φ0) of A∼ on a category CX
gives rise to an action Φ∼

R = (ΦR, φR, φR0 ) of the monoidal category

EndA∼(R) = R− bim∼ = (R− bim,⊙R, a;R, l
R, rR)

of R-bimodules on the category R−modX of R-modules in CX (see A2.10).

1.0.2.1. Notice that the monoidal category R − bim∼, the category R −modX
and the action Φ∼

R inherit the property 1.0.1.1.

1.0.2.2. If the triple (A∼,Φ∼, CX) satisfies the condition 1.0.1.2, then same holds
for (R− bim∼,Φ∼

R,R−modX).

1.0.3. Notations and basic facts. We refer to Appendix 2 for notations, notions
and basic facts on monoidal categories and their actions, which are used in the chapter.
One might browse Appendix 2 and then return to its specific parts when needed.

1.1. Limits and colimits of algebras in a monoidal category. Fix a monoidal

category A∼ = (A,⊙; a; I, l, r). Let AlgA∼
f̃∗
−−−→ A be the forgetful functor

R = (R,µR) 7−→ R, (R
ϕ
−→ S) 7−→ (̃f∗(R)

ϕ
−→ f̃∗(S)).

from the category AlgA∼ of algebras in A∼ (cf. A2.5) to the category A.
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1.1.1. Proposition. Let D
D
−→ AlgA∼ be a diagram such that there exists the limit

of D
f̃∗◦D
−−−→ A. Then there exists the limit of the diagram D.

Proof. Let px denote the projection lim(̃f∗ ◦D) −→ f̃∗ ◦D(x), x ∈ ObD. We have
the set of morphisms

(lim(̃f∗ ◦D))⊙ (lim(̃f∗ ◦D))
px⊙px
−−−→ (̃f∗ ◦D(x))⊙ (̃f∗ ◦D(x))

µ
D(x)

−−−→ f̃∗ ◦D(x), x ∈ ObD.

such that, for any morphism x
ξ
−→ y of D, the diagram

(lim(̃f∗ ◦D))⊙ (lim(̃f∗ ◦D))
px⊙px
−−−→ (̃f∗ ◦D(x))⊙ (̃f∗ ◦D(x))

µ
D(x)

−−−→ f̃∗ ◦D(x)

id
y f̃∗D(ξ)⊙ f̃∗D(ξ)

y
y f̃∗D(ξ)

(lim(̃f∗ ◦D))⊙ (lim(̃f∗ ◦D))
py⊙py
−−−→ (̃f∗ ◦D(y))⊙ (̃f∗ ◦D(y))

µ
D(y)

−−−→ f̃∗ ◦D(y)

commutes: the right square commutes, because D(ξ) is an algebra morphism; and the

left square commutes, because
(
lim(̃f∗ ◦D)

px−→ f̃∗ ◦D(x) | x ∈ ObD
)

is a cone, that is

py = f̃∗D(ξ) ◦ px. This shows that the compositions

(lim(̃f∗ ◦D))⊙ (lim(̃f∗ ◦D))
µ
D(y)

◦(px⊙px)

−−−−−−−→ f̃∗ ◦D(x), x ∈ ObD,

form a cone. Since the cone
(
lim(̃f∗ ◦ D)

px−→ f̃∗ ◦ D(x) | x ∈ ObD
)

is universal, there
exists a unique morphism

(lim(̃f∗ ◦D))⊙ (lim(̃f∗ ◦D))
µ
D

−−−→ lim(̃f∗ ◦D)

such that the diagram

(lim(̃f∗ ◦D))⊙ (lim(̃f∗ ◦D))
µ
D

−−−−−−−→ lim(̃f∗ ◦D)

id
y

y px

(lim(̃f∗ ◦D))⊙ (lim(̃f∗ ◦D))
µ
D(y)

◦(px⊙px)

−−−−−−−→ f̃∗ ◦D(x)

commutes for every x ∈ ObD. If follows from the argument above that the algebra
(lim(̃f∗ ◦D), µ

D
) is the limit of the diagram D.
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1.1.2. Note. If the diagram D in 1.1 takes values in the subcategory of unital
(resp. associative) algebras, then the algebra limD = (lim(̃f∗ ◦ D), µ

D
) is unital (resp.

associative). In particular, the limit of a diagram D taking values in the category AlgA∼

of associative unital algebras exists and is an associative unital algebra, provided the limit
of its composition with the forgetful functor exists.

1.2. Tensor algebras. Let AlgA∼
f∗
−−−→ A be the forgetful functor – the restriction

of the functor AlgA∼
f̃∗
−−−→ A to the subcategory AlgA∼ of associative unital algebras

in A∼ (see A2.5.2).

1.2.1. Proposition. (a) Let an object E of the category A be such that the functors

A
E⊙−
−−−→ A

−⊙E
−−−→ A

preserve countable coproducts; and let there exists a coproduct
∐

n≥0

E⊙n. Then the functor

A(E, f∗(−)) from AlgA∼ to Sets is corepresentable.

(b) Let {Ei | i ∈ J} be a set of objects of the category A such that there exists a

coproduct EJ =
∐

i∈J

Ei and the objects EJ and Ei, i ∈ J, satisfy the conditions (a)

above; so that the tensor algebras T (EJ), T (Ei), i ∈ J, exist. Then the algebra T (EJ)
is the coproduct of the set of algebras {T (Ei) | i ∈ J}.

Proof. (a) Denote by T (E) the algebra (
∐

n≥0

E⊙n, µE), where the multiplication µE is

given by the identical morphisms E⊙n⊙E⊙m −→ E⊙(m+n). For any associative unital al-
gebra (R,µ) in A∼, the natural map A(E,R) −→ AlgA∼(T (E), (R,µ)) is an isomorphism
functorially depending on the algebra (R,µ).

(b) It follows from (a) that

AlgA∼(T (
∐

i∈J

Ei),−) ≃ A(
∐

i∈J

Ei, f∗(−)) ≃

∏

i∈J

A(Ei, f∗(−)) ≃
∏

i∈J

AlgA∼(T (Ei),−),

hence the assertion.

1.2.2. Corollary. Assume that the category A has countable coproducts and that the

multiplication A×A
⊙
−−−→ A preserves countable coproducts in both arguments. Then

the forgetful functor AlgA∼
f∗
−−−→ A has a left adjoint.
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Proof. The assertion follows from 1.2.1(a): the left adjoint to the functor f∗ maps
each object L of the category A to the tensor algebra T (L). of L.

1.3. Proposition. Suppose that the category A has countable coproducts and that

the multiplication A×A
⊙
−→ A preserves countable coproducts in both arguments. Then

the category AlgA∼ of associative unital algebras in A∼ has finite coproducts.

Proof. (a) Let S be a unital associative algebra in A∼. By 1.0.2, for every S-bimodule
M, there exists the tensor algebra TS(M). In particular, for any object L of the category
A, there exists the tensor algebra TS(η̃

∗
S(L)) of the S-bimodule η̃∗S(L) = S ⊙ L ⊙ S.

The commutative square

I
ηS
−−−→ Sy cocart

y
T (L) −−−→ TS(η̃

∗
S(L))

(1)

is universal, that is TS(η̃
∗
S(L)) ≃ S ⋆ T (L).

This follows from the fact that the functor TS(−) is left adjoint to the forgetful functor
from the category of associative unital algebras in S − bim∼ to the category S − bim of
S-bimodules the observation that every morphism S −→ B of unital associative algebras
makes B a unital associative algebra in the monoidal category S − bim∼.

Of course, this can be easily seen directly: every pair of unital algebra morphisms
T (L) −→ B ←− S is uniquely determined by the pair of morphisms L −→ f∗(B), S −→ B,
which, in turn determines (and is determined by) an S-bimodule morphism S⊙L⊙S −→ B.

(b1) Under the assumptions, the forgetful functor AlgA∼
f∗
−−−→ A has a left adjoint,

f∗. The pair of adjoint functors f∗, f∗ satisfies the conditions of Beck’s theorem; that

is the forgetful functor AlgA∼
f∗
−−−→ A is isomorphic to the forgetful functor from the

category of modules over the associated monad Ff = (Ff, µf), where Ff = f∗.
In particular, for every algebra R in A∼, we have a canonical exact diagram

f∗f∗f
∗f∗(R)

f∗f∗ǫf(R)

−−−→
−−−→
f∗µ

R

f∗f∗(R) −−−→ R (2)

which the forgetful functor AlgA∼
f∗
−−−→ A maps to an exact diagram.

(b2) It follows from (a) above that the pair of arrows

S ⋆
(
f∗f∗f

∗f∗(R)

f∗f∗ǫf(R)

−−−→
−−−→
f∗µ

R

f∗f∗(R)
)

(3)
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is well defined. Since this pair of arrows is reflexive (because the pair of arrows in (2) is
reflexive), it has, by hypothesis, a cokernel. The latter is isomorphic to S ⋆R.

1.3.1. Remarks. (i) It follows from the part (a) of the argument that the diagram
(3) is isomorphic to the diagram

TS ◦ η̃
∗
S

(
f∗f

∗f∗(R)

f∗ǫf(R)

−−−→
−−−→
µ
R

f∗(R)
)

(4)

(ii) The role of the algebras S and R in the presentation of their star product in the
argument of 1.3 is not symmetric. If S is another algebra, then the coproduct S ⋆R of S
and R is the colimit of the coproduct of the diagrams

f∗f∗f
∗f∗(R)

f∗f∗ǫf(R)

−−−→
−−−→
f∗µ

R

f∗f∗(R) and f∗f∗f
∗f∗(S)

f∗f∗ǫf(S)

−−−→
−−−→
f∗µ

S

f∗f∗(S).

which is isomorphic to the diagram

f∗
(
f∗f

∗f∗(R)
∐

f∗f
∗f∗(S)

)
y
y

y
y

f∗
(
f∗(R)

∐
f∗(S)

)
(5)

The colimit of the diagram (5) is isomorphic to S ⋆R.

2. Affine schemes in a monoidal category. Vector fibers.

2.0. The setting. We fix a monoidal category A∼ = (A,⊙; a; I, l, r) and its action
on a svelte category CX – that is a monoidal functor Φ∼ = (Φ, φ, φ0) from A∼ to the
strict monoidal category End(CX)∼ = (End(CX), ◦, IdCX ).

We assume that they satisfy the following conditions:
(a) The categoriesA and CX have cokernels of reflexive pairs of arrows and countable

coproducts, and the functors A
Φ
−→ End(CX) and A × A

⊙
−→ A preserve countable

coproducts and cokernels of reflexive pairs of arrows.

(b) The functor A
Φ
−→ End(CX) takes values in the category Endw(CX) of weakly

continuous (i.e. preserving cokernels of reflexive pairs of arrows) endofunctors of CX .

2.1. Affine schemes. Fix a monoidal category A∼ = (A,⊙; a; I, l, r). The category
AffA∼ of affine schemes in A∼ is the category opposite to the category AlgA∼ of asso-
ciative unital algebras in A∼. For an associative unital algebra R, we denote by R∨ the
corresponding affine scheme.
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2.2. Vector fibers of objects. Let L be an object of the category A such that there

exists the coproduct of
∐

n≥0

L⊙n, or, what is the same, there exists the tensor algebra of

the object L. The affine scheme T (L)∨ of the tensor algebra T (L) is called the vector
fiber of L and is denoted by V(L). It follows from 1.2.1(b) that

V(
∐

i∈J

Li) ≃
∏

i∈J

V(Li),

provided that the vector fibers V(
∐

i∈J

Li) and V(Li), i ∈ J, are defined.

2.3. Admissible pairs of objects. Finite objects. We say that a pair (M,L)
of objects of the category CX is Φ∼-admissible, if the functor CX(M,Φ(−)(L)) from
A to Sets is corepresentable, i.e. there is an object L∧M of A (defined uniquely up to
isomorphism) and an isomorphism CX(M,Φ(−)(L)) ≃ A(L∧M,−).

2.3.0. Finite objects. We call an object L of the category CX finite, if (M,L) is an
admissible pair for any object M of the category CX .

2.3.1. Example. Let CX be the category of left modules over an associative
k-algebra R and A∼ the monoidal category of Re-modules, Re = R ⊗k R

o, acting on
the category CX via ⊗R. Then the finite objects of the category CX are projective R-
modules of finite type. If L is a projective R-module of finite type and M an arbitrary left
R-module, then L∧M ≃ M ⊗k L

∗, where L∗ denotes the dual to L (right) R-module:
L∗ = HomR(L,R). In particular, if L = R, then L∧M is isomorphic to the R-bimodule
M ⊗k Rr, where Rr is R regarded as a right R-module.

2.3.2. Example. Let Φ∼ be the standard left action of A∼ on A (see A6.1.). Let
L,M ∈ ObA. By definition, the pair (M,L) is admissible iff the functor

A −→ Sets, F 7−→ A(M,F ⊙ L))

is corepresentable. Suppose that L is a finite object, i.e. there exists an object L! such that
the functor L! ⊙ − is a right adjoint to − ⊙ L (see A6.5.2). Then F ⊙ L ≃ Hom(L!, F ),
hence

A(M,F ⊙ L)) ≃ A(M,Hom(L!, F )) ≃ A(M ⊙ L!, F )

functorially in F . In other words, L is a finite object of the monoidal category A∼ in the
conventional sense (see A6.5.2) iff it is a finite object in the sense of 2.3.
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2.3.3. Proposition. Let S and R be associative unital algebras in A∼ and R
ϕ
−→ S

a unital algebra morphism. The inverse image functor

R−modX
ϕ∗

X

−−−→ S −modX

maps Φ∼
R-admissible pairs of objects of the category R−modX to Φ∼

S -admissible pairs of
objects of the category S −modX .

The functor ϕ∗
X

maps finite objects of R−modX to finite objects of S −modX .

Proof. (a) Let (L,M) be a Φ∼
R-admissible pair of objects of the category R−modX .

Then, for every S-bimodule N, we have the following canonical isomorphisms:

S −modX(ϕ∗
X
(M),Φ∼

S (N)(ϕ∗
X
(L))) ∼−→ R−modX(M, ϕX∗Φ

∼
S (N)(ϕ∗

X
(L)))y≀

R − bim(L∧M, ϕ̃∗(N)) ∼←− R−modX(M,Φ∼
R(ϕ̃∗(N))(L)))

≀
y

S − bim(ϕ̃∗(L∧M),N)

where ϕ̃∗ is the restriction of scalars functor S − bim −→ R− bim (see A10.1) and ϕ̃∗

its left adjoint, which maps an R-bimodule L to an S-bimodule S ⊙R L⊙R S.
This shows that the object (ϕ∗

X
(L))∧ϕ∗

X
(M) exists and is isomorphic to ϕ̃∗(L∧M).

(b) Suppose that L is a finite object of the category R−modX and N an arbitrary
object of S −modX . We have a canonical exact diagram

(ϕ∗
X
ϕ
X∗)

2(N )

ϕ∗
X
ϕ
X∗ǫ(N)

−−−→
−−−→

ǫϕ∗
X
ϕ
X∗(N)

ϕ∗
X
ϕ
X∗(N )

ǫ(N )
−−−→ N

which give rise, according to (a), to a commutative diagram

S −modX(N ,Φ∼
S (−)(ϕ

∗
X
(L)))y

S −modX(ϕ∗
X
(ϕX∗(N )),Φ∼

S (−)(ϕ
∗
X
(L)))

∼

−−−→ S − bim(ϕ̃∗(L∧(ϕX∗(N ))),−)y
y

y
y

S −modX((ϕ∗
X
ϕ
X∗)

2(N )),Φ∼
S (−)(ϕ

∗
X
(L)))

∼

−−−→ S − bim(ϕ̃∗(L∧ϕ
X∗ϕ

∗
X
ϕ
X∗(N )),−)

(1)
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which is functorial in all arguments. The right pair of vertical arrows in (1) corresponds
to a reflexive pair of arrows

ϕ̃∗(L∧ϕ
X∗ϕ

∗
X
ϕ
X∗(N )) −−−→−−−→ ϕ̃∗(L∧(ϕ

X∗(N ))). (2)

Therefore, there exists a cokernel of the pair (2), which we denote by ϕ∗
X
(L)∧N . Since

the right column of the diagram (1) is an exact diagram, there exists a unique isomorphism

S −modX(N ,Φ∼
S (−)(ϕ

∗
X
(L)))

∼

−−−→ S − bim(ϕ∗
X
(L)∧N ,−)

making the diagram

S −modX(N ,Φ∼
S (−)(ϕ

∗
X
(L)))

∼

−−−→ S − bim(ϕ∗
X
(L)∧N ,−)y

y
S −modX(ϕ∗

X
(ϕ

X∗(N )),Φ∼
S (−)(ϕ

∗
X
(L)))

∼

−−−→ S − bim(ϕ̃∗(L∧(ϕ
X∗(N ))),−)y

y
y
y

S −modX((ϕ∗
X
ϕ
X∗)

2(N )),Φ∼
S (−)(ϕ

∗
X
(L)))

∼

−−−→ S − bim(ϕ̃∗(L∧ϕ
X∗ϕ

∗
X
ϕ
X∗(N )),−)

(3)
commute.

2.3.4. Proposition. Let (M,L) be an admissible pair of objects of the category CX .
Suppose that the functors CX(M,−) and Φ preserve colimits of a certain type. Then the
functor A(L∧M,−) has the same property.

Proof. Let D
D
−→ A be a functor having a colimit, which is preserved by the functor

A
Φ
−→ End(CX). Then we have the following canonical maps

colimA(L∧M,D(−)) A(L∧M, colim(D))

≀
y

x≀
colimCX(M,Φ ◦ D(−)(L)) −→ CX(M, colim(Φ ◦ D)(L)) ∼−→ CX(M,Φ(colim(D))(L))

three of which are bijections. If the functor CX(M,−) preserves colimits of functors from
D, then the remaining map is bijective too.

2.3.5. Proposition. Let (M,L) be an admissible pair of objects of the category CX .
(a) Suppose that the functor Φ preserves colimits. Then L∧M is a finite object of the

category A, provided thatM is a finite object of the category CX .
(b) If the functor Φ preserves colimits of filtered diagrams and M is a finitely pre-

sentable object of the category CX , then L∧M is a finitely presentable object of A.
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(c) Suppose that the functor Φ preserves the colimits of filtered diagrams and cokernels
of reflexive pairs of arrows. Then L∧M is a weakly finite object of the category A (cf.
II.1.7.1), ifM is a weakly finite object of the category CX .

Proof. The assertion follows from 2.3.4.

2.4. Vector fibers associated with (families of) admissible pairs. Imposing

relations. For an associative algebra S = (S, µS ) with the unit I
η
S−→ S, we denote by s

(instead of (ηS )X ) the unit of the monad Φ∼
Alg(S) and, therefore, by s∗ (instead of (ηS )X∗)

the forgetful functor

S −modX = Φ∼
Alg(S)−mod −−−→ CX

and by s∗ (instead of (ηS )
∗
X
) its standard left adjoint.

The following proposition is a generalization of Theorem 3.1 in [B].

2.4.1. Proposition. (a) Let (M,P ) be an admissible pair of objects of the category
CX . Then the presheaf

AffopA∼ = AlgA∼
HM,P

−−−→ Sets, S 7−→ S −modX(s∗(M), s∗(P )), (1)

is representable.
(b) More generally, if {(Mi, Pi), i ∈ J} is a family of admissible pairs of objects of

CX for which there exists a coproduct of {P∧
i Mi | i ∈ J}, then the presheaf

AffopA∼ = AlgA∼ −−−→ Sets, S 7−→
∏

i∈J

S −modX(s∗(Mi), s
∗(Pi)), (2)

is representable.

Proof. (a) We have the following isomorphisms functorial in S:

S −modX(s∗(M), s∗(P )) ≃ A(M, s∗(s
∗(P ))) = A(M,Φ(S)(P )) ≃

A(P∧M, s∗(S)) ≃ AlgA
∼(T(P∧M), S) ≃ AffA∼(S∨,V(P∧M)),

i.e. the functor (1) is representable by the vector fiber V(P∧M).
(b) By (a), we have functorial isomorphisms:

∏

i∈J

S −modX(s∗(Mi), s
∗(Pi)) ≃

∏

i∈J

A(P∧
i Mi, s∗(S)) ≃

A(
∐

i∈J

(P∧
i Mi), s∗(S)) ≃ AlgA

∼(T(
∐

i∈J

P∧
i Mi), S) ≃ AffA∼(S∨,V(

∐

i∈J

P∧
i Mi)),
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hence the assertion.

The next assertion is a generalization of Theorem 3.2 in [B].

2.4.2. Proposition. (Imposing relations) (a) Let (M,P ) be an admissible pair of

objects of the category CX , and let M
f

−→
−→
g

P be a pair of arrows. There exists a unique

up to isomorphism algebra R such that Φ(R)(f) = Φ(R)(g) and universal for this property:
given any algebra S with s∗(f) = s∗(g), there exists a unique algebra morphism R −→ S.

(b) More generally, given a family of pairs of morphisms, Mi

fi
−→
−→
gi

Pi, i ∈ J, such that

all pairs (Mi, Pi) are admissible and there exists a coproduct of the family {P∧
i Mi| i ∈ J},

there is an algebra R universal for the property Φ(R)(fi) = Φ(R)(gi) for all i ∈ J .

Proof. (a) Since S −modX(s∗(M), s∗(P )) ≃ AlgA∼(T (P∧M),S) (see the argument

of 2.4.1(a)), to every morphism M
f
−→ P, there corresponds a unital algebra morphism

T (P∧M)
fa

−→ I. Therefore, the universal algebra R is the cokernel of the pair of algebra
morphisms

T(P∧M)
fa

−→
−→
ga

I

corresponding to the morphisms f and g. Notice that, by the conditions 2.0, this cokernel
exists, because any pair of unital algebra morphisms to I is reflexive.

(b) It follows from the functorial isomorphism

∏

i∈J

S −modX(s∗(Mi), s
∗(Pi)) ≃ AlgA

∼(T(
∐

i∈J

(P∧
i Mi), S)

(see the argument of 2.4.1(b)) that the universal algebra R is a cokernel of the pair of
algebra morphisms

T(
∐

i∈J

P∧
i Mi)

fa

−→
−→
ga

I

corresponding to the family of pairs of morphisms {fi, gi, i ∈ J}.

2.4.2.1. Note. Let the conditions of 2.4.2(a) hold. Let K2 denote the Kronecker
quiver x1−→−→x2, A1 the quiver a1 −→ a2; and let G be the diagram K2 −→ A1, which
maps both arrows of K2 to the unique arrow of A1. Let E be the diagram K2 −→ CX

which maps K2 to M
f

−→
−→
g

P. Consider the presheaf of sets on AffA∼ which maps every
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unital associative algebra S in A∼ to the set of all diagrams A1
H
−→ S −modX such that

the diagram

K2

E
−−−→ CX

G
y

y η∗
S

A2

H
−−−→ S −modX

commutes. It is easy to see that the map is functorial. The assertion 2.4.2(a) means that
this functor is (representable by) an affine scheme in the monoidal category A∼.

We leave to the reader the corresponding reformulation for 2.4.2(b).

2.4.3. Interpretation: the enriched category of finite objects. The category
B∧ of presheaves of sets on a svelte category B is a monoidal category with respect to
product, whose unit object is the presheaf • with values in one element set – the final object
of B∧. If the category B has finite products and a final object, then the full subcategory
of B∧ generated by representable presheaves is a monoidal subcategory of (B∧,×, •).

In particular, the category Aff∧
A∼ of presheaves of sets on the category of affine

schemes in A∼ is a monoidal category, and the Yoneda embedding is the monoidal functor
from the monoidal category Aff∼

A∼ = (AffA∼ ,×, I∨) to (Aff∧
A∼)∼ = (Aff∧

A∼ ,×, •).
The assignment to each pair of objects, L, M, of the category CX the presheaf of sets

AffopA∼ = AlgA∼
HL,M

−−−→ Sets, S 7−→ S −modX(s∗(L), s∗(M)),

turns CX into (Aff∧
A∼)∼-enriched category.

2.4.3.1. Finite objects and vector fibers. We denote by CXf,Φ∼ , or simply by
CXf

(if the action Φ∼ of the monoidal category A∼ on the category CX is fixed) the full
subcategory of the category CX generated by Φ∼-finite objects.

It follows from 2.4.1 that the structure of (Aff∧
A∼)∼-enriched category on CX induces

the structure of Aff∼
A∼-enriched category on its full subcategory CXf

. Moreover, the
category CXf

is, actually, enriched by the monoidal subcategory of Aff∼
A∼ formed by

vector fibers of objects of A and their morphisms induced by morphisms of objects – the
essential image of the functor

Aop
V

−−−→ AffA∼

which assigns to every object of A its vector fiber.

2.5. Isomorphisms and ”splittings”; the group scheme GLV . Fix a pair of
objects V, W of the category CX . We have a presheaf of sets

AffopA∼ = AlgA∼
Iso

V,W

−−−−−−−→ Sets, (1)
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on the category AffA∼ of affine schemes in A∼, which maps every associative unital
algebra S in A∼ to the set Iso(s∗(V ), s∗(W )) of isomorphisms from s∗(V ) to s∗(W ).

2.5.1. The presheaf GW,V . For any pair V, W of objects of the category CX ,
we denote by GV,W the subpresheaf of the presheaf HW,V ×HV,W which assigns to every
associative unital algebra S in A∼ the subset of all pairs (u, v) ∈ HV,W × HW,V (S) such
that u ◦ v = id. In other words, GW,V is the kernel of the pair of maps

HW,V ×HV,W (S)

αS

−−−→
−−−→
βS

S −modX(s∗(V ), s∗(V )) = HV,V (S) (2)

defined by αS(v, u) = u ◦ v and βS(v, u) = ids∗(V ).

2.5.2. Proposition. Let (V,W ) be a pair of objects of the category CX .
(a) Let the category A have kernels of pairs of arrows. If (V,W ), (W,V ), (V, V ) are

admissible pairs, then the presheaf GW,V is representable.
(b) Suppose, in addition, that the category A has fiber products and the pair (W,W )

are admissible. Then the presheaf Iso
V,W

is representable.

Proof. (a) Suppose that the pairs (V,W ), (W,V ), and (V, V ) are admissible. Then

HV,V ≃ V(V ∧V )) and HV,W ×HW,V ≃ V(W∧V )× V(V ∧W ) ≃ V(W∧V
∐

V ∧W ).

Let

V(W∧V
∐

V ∧W ) ≃ V(W∧V )× V(V ∧W )

α′

−−−→
−−−→

β′

V(V ∧V ) (3)

be the pair of morphisms of vector fibers corresponding to (2). It follows that the presheaf
GV,W is representable by the kernel of the pair (3), which, by hypothesis, exists.

(b) The set Iso
V,W

(S) = Iso(s∗(V ), s∗(W )) is naturally isomorphic to the set of pairs

of morphisms s∗(V )
u
−→ s∗(W ), s∗(W )

v
−→ s∗(V ) such that u ◦ v = id and v ◦ u = id.

So Iso(s∗(V ), s∗(W )) is identified with the fiber product of the morphisms

GV,W (S)
j(S)
−−−→ HV,W (S)×HW,V (S)

ψ(S)
←−−− GW,V (S),

where j = jV,W is the natural embedding, ψ is the composition of the natural embedding

GW,V
jW,V
−−−→ HW,V ×HV,W and the functorial isomorphism

HW,V ×HV,W
∼

−−−→ HV,W ×HW,V , (u, v) 7−→ (v, u)
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Thus the presheaf Iso
V,W

is determined via a cartesian square

IsoV,W −−−→ GW,Vy cart
y ψ

W,V

GV,W
j
V,W

−−−→ HV,W ×HW,V

Suppose that (V,W ), (W,V ), (V, V ), and (W,W ) are admissible pairs of objects of
CX . Then both the source and the target of the arrows j, ψ, the presheaves GV,W and
HV,W ×HW,V , are representable. Since, by hypothesis, the category A has fiber products,
the presheaf Iso

V,W
is representable too.

2.5.2. Corollary. Let V be an object of the category CX such that the pair (V, V ) is

admissible. Then the presheaf GLV
def
= IsoV,V is representable by an affine A∼-scheme

in groups.

3. Morphisms, isomorphisms and automorphisms of functors.

3.1. The presheaf of natural transformations. Let B be a svelte category and

B
F

−→
−→

G

CX a pair of functors. We denote by HF,G the presheaf of sets on AffA∼

which assigns to every associative unital algebra S in the monoidal category A∼ the set
Hom(s∗ ◦ F , s∗ ◦ G) of functor morphisms from s∗ ◦ F to s∗ ◦ G.

Here s∗ denotes the canonical left adjoint to the forgetful functor S −modX
s∗−→ CX .

3.2. Isomorphisms. We denote by IsoF,G the presheaf of sets on AffA∼ which
maps every associative unital algebra S in A∼ the set Iso(s∗ ◦F , s∗ ◦G) of isomorphisms
from s∗ ◦ F to s∗ ◦ G.

3.3. The group GLF . We shall write GLF instead of IsoF,F . The presheaf GLF

has a natural structure of a group in the category of presheaves of sets on AffA∼ .

3.4. Proposition. Let B be a svelte category and B
F

−→
−→

G

CX a pair of functors.

Suppose that the category A has colimits of diagrams of the cardinality less or equal
to the cardinality of HomB.

(a) Let the pair of objects (F(L),G(M)) of the category CX be admissible for every
pair of objects L, M of the category B such that B(L,M) is not empty. Then the presheaf
HF,G is representable by a vector fiber.

(b) Let the pairs of objects (F(L),G(M)) and (G(L),F(M)) be admissible for every
pair of objects L, M of the category B such that B(L,M) is not empty.

Then the presheaf IsoF,G is representable.
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Proof. (a1) If the category B is discrete, then

HF,G(S)
def
= Hom(s∗ ◦ F , s∗ ◦ G) =

∏

L∈ObB

S −modX(s∗(F(L)), s∗(G(L))) =

∏

L∈ObB

CX(F(L), s∗s
∗(G(L))) =

∏

L∈ObB

CX(F(L),Φ(ηS∗(S))(G(L))) ≃

∏

L∈ObB

A(G(L)∧F(L), ηS∗(S)) ≃ A(
∐

L∈ObB

G(L)∧F(L), ηS∗(S)) ≃

AlgA∼(V(
∐

L∈ObB

G(L)∧F(L)),S)

which shows that, in this case, the presheaf HF,G is representable by the vector fiber

V(
∐

L∈ObB

G(L)∧F(L)) of the object
∐

L∈ObB

G(L)∧F(L).

(a2) In the general case, every morphism L
f
−→ M of the category B gives rise to

the pair of maps:

S −modX(s∗(F(L)), s∗(G(L))) S −modX(s∗(F(M)), s∗(G(M)))

s∗(f) ◦
y and

y ◦ s∗(f)

S −modX(s∗(F(L)), s∗(G(M))) S −modX(s∗(F(L)), s∗(G(M)))

g 7−→ s∗(f) ◦ g h 7−→ h ◦ s∗(f).

It follows that the set

HF,G(S)
def
= Hom(s∗ ◦ F , s∗ ◦ G)

of functor morphisms is the limit of the diagram

S −modX(s∗(F(M)), s∗(G(M)))
y ◦ s∗(f)

S −modX(s∗(F(L)), s∗(G(L)))
s∗(f)◦

−−−−−−−→ S −modX(s∗(F(L)), s∗(G(M))),

(L
f
→M) ∈ HomB.

(1)
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Under the assumptions of (a), the diagram (1) is isomorphic to the limit of the diagram

A(G(M)∧F(M), S)y A(G(M)∧F(f), S)

A(G(L)∧F(L), S)
A(G(f)∧F(L),S)
−−−−−−−→ A(G(M)∧F(L), S),

(L
f
→M) ∈ HomB.

(2)

This shows that, under the conditions of (a), the presheaf HF,G is representable by
the vector fiber V(MF,G), where the object MF,G is the colimit of the diagram

G(M)∧F(L)
G(f)∧F(L)
−−−−−−−→ G(L)∧F(L)

G(M)∧F(f)
y

G(M)∧F(M)

(L
f
→M) ∈ HomB.

(b) For every associative unital algebra S in A∼, the set IsoF,G(S) is the limit of the
diagram

HF,G(S)× HG,F (S)

m

−−−→
−−−→

pG

HG,G(S)

S(S)
y≀

HG,F (S)× HF,G(S)

m

−−−→
−−−→

pF

HF,G(S)

(3)

where S is the standard symmetry, (x, y) 7−→ (y, x), m is the composition; and pG(S)
maps HF,G(S) × HG,F (S) = Hom(s∗ ◦ F , s∗ ◦ G) ×Hom(s∗ ◦ G, s∗ ◦ F) to the identical
endomorphism of s∗ ◦ G. The diagram (3) is functorial in S; so that the presheaf IsoF,G
of isomorphisms from F to G is the limit of the diagram

HF,G × HG,F

m

−−−→
−−−→

pG

HG,G

S
y≀

HG,F × HF,G

m

−−−→
−−−→

pF

HF,G

(3′)
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of presheaves of sets. It follows from (a2) that, if the conditions of (b) hold, each of the
functors in the diagram (3’) is representable. Therefore, IsoF,G is representable by the
limit of the diagram IsoF,G is the limit of the diagram

V((MF,G
∐
MG,F )

∼−→ V(MF,G)× V(MG,F )

m

−−−→
−−−→

pG

V(MG,G)

σ
y≀ S

y≀

V((MG,F
∐
MF,G)

∼−→ V(MG,F )× V(MF,G)

m

−−−→
−−−→

pF

V(MF,F )

(4)

which exists, because, by hypothesis, A has colimits.

3.5. Corollary. Let B be a svelte category and B
F
−→ CX a functor. Suppose that

the category A has colimits of diagrams of the cardinality less or equal to the cardinality of
HomB, and the pair of objects (F(L),F(M)) of the category CX be admissible whenever
B(L,M) is not empty. Then the presheaf of groups GLF is representable.

In other words, the group GLF is affine.

Proof. The fact follows from 3.4(b).

3.6. Finiteness conditions.

3.6.0. Finitely presentable functors and actions. We call a functor finitely
presentable, if it preserves colimits of inductive systems (that is filtered diagrams).

We call an action Φ∼ = (Φ, φ, φ0) of a monoidal category A∼ on a category CX

finitely presentable, if the functor A
Φ
−→ End(CX) is finitely presentable.

In this subsection, we assume that the action Φ∼ of A∼ on CX is finitely presentable.

3.6.1. Proposition. Let B be a finite category and B
F

−→
−→

G

CX a pair of functors.

Suppose that the pair of objects (F(L),G(M)) of the category CX is admissible for
every pair of objects L, M of the category B such that B(L,M) is not empty.

(a) If F(L) is a finitely presentable object of CX for every L ∈ ObB, then the presheaf
HF,G of morphisms from F to G (see 3.1) is locally finitely copresentable.

(b) If the category A has finite colimits, then the presheaf HF,G is representable by
a vector fiber of a finitely presentable object of the category A.

Proof. (a) It follows from the argument of 3.4(a) that the presheaf HF,G is the limit
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of the finite diagram of presheaves

A(G(M)∧F(M), f∗(−))y A(G(M)∧F(ξ), f∗(−))

A(G(L)∧F(L), f∗(−))
A(G(ξ)∧F(L),f∗(−))
−−−−−−−→ A(G(M)∧F(L), f∗(−)),

(L
ξ
→M) ∈ HomB.

(1)

Here f∗ is the forgetful functor AlgA∼ −→ A. The functor f∗ preserves colimits of filtered
systems and, by 2.3.5(b), the objects G(M)∧F(L), G(M)∧F(M) and G(L)∧F(L) are
finitely presentable. Therefore, all the presheaves of the diagram (1) are locally finitely
copresentable. By (the dual version of) II.1.4, the presheaf HF,G , being a limit of a finite
diagram of locally finitely copresentable presheaves, is locally finitely copresentable.

(b) By the argument of 3.3(a), the presheaf HF,G is representable by the vector fiber
V(MF,G), where the object MF,G is the colimit of the diagram

G(M)∧F(L)
G(ξ)∧F(L)
−−−−−−−→ G(L)∧F(L)

G(M)∧F(ξ)
y

G(M)∧F(M)

(L
ξ
→M) ∈ HomB.

(2)

Since the category B is finite, the diagram (2) is finite. It follows from 2.3.5 that, under
the assumptions, each of the objects of the diagram (2) is finitely presentable. Therefore,
the colimit of the diagram (2) is a finitely presentable object.

3.6.2. Proposition. Let B be a finite category and B
F

−→
−→

G

CX a pair of functors.

Suppose that the pairs of objects (F(L),G(M)) and (F(M),G(L)) of CX are ad-
missible for every pair of objects L, M of the category B such that B(L,M) is not empty.

(a) If F(L) is a finitely presentable object of CX for every L ∈ ObB, then the presheaf
IsoF,G of isomorphisms from F to G (see 3.2) is locally finitely copresentable.

(b) If the category A has finite colimits, then the presheaf IsoF,G is representable.

Proof. (a) It follows from the argument of 3.4(b) that, under the assumptions, the
presheaf IsoF,G is the limit a finite diagram of locally finitely copresentable presheaves.
Therefore, by II.1.4, it is locally finitely copresentable.

(b) This is a consequence of 3.4(b).
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4. A construction of affine schemes. The following proposition is a generalization
of Theorem 4.3 in [B].

4.1. Proposition. Let B and D be small categories and G a functor B −→ D

which is a bijection on objects. Let B
E
−→ CX be a functor having the following property:

(†) the pair of objects (E(M), E(L)) is admissible if D(G(M), G(L)) 6= ∅.

Suppose that the category A has small colimits. Then there exist an associative unital

algebra RE,G in A∼ and a functor D
HE,G
−−−→ RE,G −modX which make the diagram

B
E
−−−→ CX

G
y

y η∗
E,G

D
HE,G
−−−→ RE,G −modX

(1)

commute, and which are universal for this property.

Proof. (a) Suppose first that D coincides with the image of G. Then applying 2.4.2(b),

we obtain an algebra R (which is a quotient of I) and a functor D
H
−→ R −modX such

that the diagram

B
E
−−−→ CX

G
y

y η∗
R

D
H
−−−→ R−modX

commutes and the pair (H,R) is universal for this property.

(b) If HomB
G
−→ HomD is not surjective, (a) gives a reduction to the case when B

is a subcategory of D with the same set of objects and G is the inclusion functor. We apply
2.4.1(b) to obtain all morphisms needed, and then apply 2.4.2(b) for relations. Details are
left to the reader.

4.2. Localizations and universal localizations. We have the following corollary
of Proposition 4.1:

4.2.1. Proposition. Let B
E
−→ CX be a functor satisfying the condition

(†∗) The pair (E(M), E(L)) is admissible if B(M,L) is non-empty.

Let Σ be a class of morphisms of the category B and G = q∗Σ the localization functor
B −→ Σ−1B. Then there exists a unique (up to isomorphism) algebra RΣ and a unique



Noncommutative Grassmannians and Related Constructions 285

functor Σ−1B
EΣ

−−−→ RΣ −modX such that the diagram

B
E
−−−→ CX

q∗Σ

y
y η∗

RΣ

Σ−1B
EΣ

−−−→ RΣ −modX

(3)

commutes and which are universal for this property.

4.2.2. Note. Suppose the conditions of 4.1 on functors D
G
←− B

E
−→ CX and the

category A hold. Consider a map, which assigns to any algebra S in A∼ the set HE,G(S)

of all functors D
H
−→ S −modX such that the diagram

B
E
−−−→ CX

G
y

y η∗
S

D
H
−−−→ S −modX

commutes. It is easy to see that the map is functorial. The assertion 4.1 means that this
functor is (representable by) an affine scheme in the monoidal category A∼.

In the case when the functor B
G
−→ D is a localization, the set HE,G(S) is either

empty, or has only one element.

The bijectivity condition in 4.1 can be replaced by a weaker requirement:

4.3. Proposition. Let B and D be small categories, and let B
G
−→ D be a functor

injective on objects and such that every object of D is isomorphic to an object of the image
of the functor G. Suppose that the category A has small colimits. Then, for any functor

B
E
−→ CX satisfying the condition (†) of 4.1, there exist an algebra RE,G and a functor

D
HE,G
−−−→ RE,G −modX

which make the following diagram commute

B
E
−−−→ CX

G
y

y η∗
E,G

D
HE,G
−−−→ RE,G −modX

(1)



286 Chapter 5

and which are universal for this property. In particular, the functor HE,G is defined
uniquely up to isomorphism.

Proof. Let D′ be the full subcategory of D defined by ObD′ = G(ObB), and let

B
G′

−→ D′ be the corestriction of the functor G to D′. By 4.1, there exist an algebra RE,G′

and a functor D′
HE,G′

−−−→ CE,G′ such that the diagram

B
E
−−−→ CX

G′
y

y η∗
E,G′

D′
HE,G′

−−−→ RE,G′ −modX

(2)

commutes and which are universal for this property. The embedding D′ J∗−→ D is an

equivalence of categories. Let D
J∗

−→ D′ denote a left adjoint (a quasi-inverse) to J∗ such
that J∗ ◦ J∗ = IdD′ . Then HE,G = HE,G′ ◦ J∗ is the universal functor.

4.4. The pseudo-functor F∼
E,G. Passing to essentially bijective, but, not necessarily

injective functors requires a relaxation of the setting, which is as follows.

Fix svelte categories D and B and functors D
G
←− B

E
−→ CX .

For any associative unital algebra S in the monoidal category A∼, let F∼
E,G(S) denote

the category whose objects are pairs (L, γL), where L is a functor D −→ S −modCX
and γL a functor isomorphism L ◦G ∼−→ s∗ ◦ E.

A morphism (L, γL) −→ (L′, γL′) is given by a functor morphism L
ψ
−→ L′ such that

γL′ ◦ ψG = γL. In particular, ψG is a functor isomorphism.
The correspondence S 7−→ F∼

E,G(S) extends to a pseudo-functor

AlgA∼ = AffopA∼

F∼
E,G

−−−→ Cat

which maps every algebra morphism S
t
−→ T to the functor

F∼
E,G(S)

F∼
E,G(t)

−−−→ F∼
E,G(T )

assigning to each object (L, γL) of the category F∼
E,G(S) the object (t∗ ◦L, αs,tE ◦ t

∗γL)

of the category F∼
E,G(T ) and to every morphism (L, γL)

ψ
−→ (L′, γL′) the morphism

(t∗ ◦ L, αs,tE ◦ t
∗γL)

t∗ψ
−−−→ (t∗ ◦ L′, αs,tE ◦ t

∗γL′).
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Here αs,t is the unique isomorphism t∗ ◦ s∗ ∼−→ (t ◦ s)∗.

4.4.1. The presheaf FE,G. The map FE,G, which assigns to every associative unital
algebra S in A∼ the set FE,G(S) of isomorphism classes of objects of the category F∼

E,G(S)
extends to a presheaf of sets

AlgA∼ = AffopA∼

FE,G
−−−→ Sets

on the category AffA∼ of affine A∼-schemes.

4.4.2. Proposition. Suppose that the functor B
G
−→ D in the data E is essentially

bijective on objects (that is it induces bijective map of isomorphism classes of objects) and

the functor B
E
−→ CX satisfies the condition

(†) the pair of objects (E(M), E(L)) is admissible, if D(G(M), G(L)) 6= ∅.

Then the presheaf FE,G is representable, provided the category A has colimits.

Proof. Since the category B is svelte and the functor G is essentially bijective on
objects (that is it induces a bijection of the sets of isomorphism classes of objects), there

is a small full subcategory B of the category B such that the inclusion functor B
J∗−→ B

is a category equivalence and the restriction of the functor B
G
−→ D to B is injective on

objects. By 4.3, there exists a universal commutative diagram

B
E◦J∗

−−−→ CX
G ◦ J∗

y
y η∗

E,G

D
HE,G
−−−→ RE,G −modX

(1)

Since the composition J∗ ◦ J
∗ of the inclusion functor B

J∗−→ B with its quasi-inverse is
isomorphic to the identical functor B −→ B, it follows that the diagram

B
E
−−−→ CX

G
y

y η∗
E,G

D
HE,G
−−−→ RE,G −modX

(2)

quasi-commutes. It follows from the argument that the diagram (2) is universal for this
property.
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4.5. Proposition. Let D
G
←− D

G
←− B

E
−→ CX be a diagram such that the presheaf

FE,G is representable by R∨
E,G. Then the presheaf FG◦G,E is naturally isomorphic to the

presheaf FHE,G,G, where HE.G is the unique up to isomorphism functor

D −−−→ RE,G −modX

defined by the quasi-commutativity of the diagram 4.4.2(2)).

Proof. The argument is left to the reader.

4.5.1. An application. Let B be a svelte category and B
E
−→ CX a functor

satisfying the condition
(†∗) The pair (E(M), E(L)) is admissible if B(M,L) is non-empty.

Suppose that the category A has colimits. Then, for any functor B
G
−→ D, the

presheaf FE,G is isomorphic to the presheaf FEΣG
,Gs

, where ΣG is the class of all arrows of
B, which the functor G maps to isomorphisms, and Gs is the “conservative” component
of the functor G (– the functor G is the composition of the localization at ΣG and Gs);
and EΣG is the canonical functor

Σ−1
G B

EΣG

−−−→ RΣG −modX

whose existence follows from 4.4.1.

4.6. Proposition (base change). Let the conditions of 4.1 hold. Let S be an

algebra in A∼ and ES the composition of B
E
−→ CX and CX

s∗

−→ S −modX .
Then the universal algebra RES ,G is naturally identified with RE,G

∐
S and the

canonical functor HES ,G with the composition of the functor

D
HE,G
−−−→ RE,G −modX

and the functor

RE,G −modX
s̃∗
X

−−−→ RE,G
∐
S −modX

corresponding to the coprojection RE,G
s̃

−−−→ RE,G
∐
S.

Proof. It follows from the commutative diagram

B
E
−−−→ CX

s∗

−−−→ S −modX
G

y
y

y

D
HE,G
−−−→ RE,G −modX

s̃∗
X

−−−→ RE,G
∐
S −modX

(4)
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and the universal property of the algebra RE,G that there exists a unique algebra mor-

phism RES ,G

ψ
−−−→ RE,G

∐
S such that s̃∗ ◦HE,G is the composition of HES ,G and the

functor RES ,G −modX
ψ∗

−−−→ RE,G
∐
S −modX .

On the other hand, the universal property of the algebra RE,G gives rise to a
commutative square

I
η
S

−−−→ Sy
y

RE,G −−−→ RES ,G

of algebra morphisms; and, by the universal property of a coproduct, this square determines

a unique unital algebra morphism RE,G
∐
S

ϕ
−−−→ RES ,G. By a standard argument,

the algebra morphisms ψ and ϕ are inverse to each other.

4.7. Finiteness conditions.

4.7.1. Proposition. Suppose that the action Φ∼ of the monoidal category A∼ on
the category CX is finitely presentable (see 3.6.0). Let B and D be finite categories and

B
G
−→ D a functor, which is essentially bijective on objects. Let B

E
−→ CX be a functor,

which maps all objects of B to finitely presentable objects of the category CX and satisfies
the property

(†) the pair of objects (E(M), E(L)) is admissible, if D(G(M), G(L)) 6= ∅.

Then the presheaf of sets FE,G is locally finitely copresentable.

Proof. The presheaf FE,G is the limit of the presheaves

AffopA∼ = AlgA∼
HE(M),E(L)

−−−−−−−→ Sets, S 7−→ S −modX(s∗(E(M)), s∗(E(L))),

where D(G(M), G(L)) 6= ∅. If the condition (†) holds, then it follows from 2.4.1 that
FE,G is the limit of the presheaves representable by the vector bundles V(E(L)∧E(M))
with D(G(M), G(L)) 6= ∅. Since each E(M), M ∈ ObB, is a finitely presentable object
of the category CX , it follows from 2.3.5 that E(L)∧E(M) is a finitely presentable object
of the category A; hence V(E(L)∧E(M)) is a finitely corepresentable affine scheme.

Therefore, since the categories B and D are finite, the presheaf FE,G is the limit of
a finite diagram of locally finitely corepresentable presheaves. By II.1.4, this implies that
the presheaf FE,G is locally finitely copresentable.

4.7.2. Note. Suppose that the conditions of 4.7.1 hold. Then it follows from
4.4.2 that, if the category A has colimits of finite diagrams, then the presheaf FE,G is
representable.
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5. Grassmannians.

5.1. The presheaf Gr
M,V

. For a pair (M,V ) of objects of the category CX ,
consider the presheaf of sets

AffopA∼ = AlgA∼
Gr

M,V

−−−→ Sets

which assigns to every associative unital algebra R in A∼ the set of isomorphism classes

of split epimorphisms η∗
R
(M) −→ η∗

R
(V ) and to any unital algebra morphism R

ϕ
−→ S

the map

Gr
M,V

(R)
Gr

M,V
(ϕ)

−−−−−−−→ Gr
M,V

(S)

induced by the inverse image functor R−modX
ϕ∗

X

−−−→ S −modX .

5.1.1. The presheaf G
M,V

. We denote by G
M,V

the presheaf of sets

AffopA∼ = AlgA∼ −→ Sets

which assigns to every associative unital algebra R in A∼ the set of pairs of morphisms
η∗
R
(V )

v
−→ η∗

R
(M)

u
−→ η∗

R
(V ) such that u◦v = idη∗

R
(V ) and acts naturally on morphisms.

The map

G
M,V

π
M,V

−−−→ Gr
M,V

, (v, u) 7−→ [u], (1)

is an epimorphism of presheaves.

5.1.2. Relations. Let RM,V denote the ”presheaf of relations”, which is, by defi-

nition, the kernel pair Ker2(πM,V ) = G
M,V

∏

Gr
M,V

G
M,V

of the morphism (1). Explicitly,

RM,V is a subpresheaf of the product GM,V ×GM,V which assigns to each associative unital
algebra R in A∼ the set of all 4-tuples (u1, v1;u2, v2) ∈ GM,V (R) × GM,V (R) such that

the split epimorphisms η∗
R
(M)

u1

−−−→
−−−→
u2

η∗
R
(V ) are equivalent. The latter means that there

exists an isomorphism η∗
R
(V )

ψ
−−−→ η∗

R
(V ) such that u2 = ψ ◦ u1, or, equivalently,

ψ−1 ◦ u2 = u1. Since ui ◦ vi = id, i = 1, 2, these equalities imply that ψ = u2 ◦ v1 and
ψ−1 = u1 ◦ v2. Thus R

M,V
(R) is a subset of all (u1, v1;u2, v2) ∈ GM,V

(R)×G
M,V

(R)
satisfying the following relations:

u2 = (u2 ◦ v1) ◦ u1, u1 = (u1 ◦ v2) ◦ u2 (2)
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in addition to the relations describing G
M,V

(R)×G
M,V

(R):

u1 ◦ v1 = id = u2 ◦ v2 (3)

Let RM,V

p1

−−−→
−−−→
p2

GM,V denote the canonical projections. It follows from the surjec-

tivity of the projection G
M,V

π
M,V

−−−→ Gr
M,V

that the diagram

R
M,V

p1

−−−→
−−−→
p2

G
M,V

π
M,V

−−−→ Gr
M,V

(4)

is exact.

5.1.3. Remark. Let A∼ = Re − mod∼ acting on the category R − mod of left
modules over an associative unital k-algebra R. This is the setting of Chapter III (starting
from Section 5). Notice, however, that the presheaves Gr

M,V
and G

M,V
are defined

for arbitrary pairs of R-modules (M,V ), while in Chapter III, we required that V is a
projective R-module (cf. III.6.0).

5.1.4. Proposition. Suppose that the category A has limits of finite diagrams.
If the pairs of objects (M,V ), (V,M) and (V, V ) are admissible, then the presheaves

G
M,V

and R
M,V

are representable.

Proof. The argument follows the lines of the argument of III.6.3.
The presheaf G

M,V
is the kernel of the pair

H
M,V
×H

V,M

c

−−−→
−−−→

℘

H
V,V

(5)

of presheaf morphisms, where, for every unital associative algebra S in A∼, the map c(S)
is the composition of morphisms and the map ℘(S) sends the whole set to the identical
morphism of η∗S(V ). If the pairs of objects (M,V ), (V,M) and (V, V ) are admissible, then
the presheaves in (5) are representable. Therefore, since A has limits of finite diagrams,
the presheaf G

M,V
is representable.

The representability of the presheaf R
M,V

follows from the representability of G
M,V

,
the description of R

M,V
in terms of relations (cf. 5.1.2), and Proposition 2.4.2. Details are

left to the reader.

5.1.4.1. Note. The representability of the presheaf G
M,V

is a consequence of 4.1
applied to the following setting: D is a category with two objects, x and y, and arrows
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x
f
→ y, y

g
→ x such that f ◦ g = idy; B is the discrete subcategory of D (i.e. it has only

identical morphisms) with objects x and y; and the functor B
F
−→ C maps the object x to

M and the object y to V .

5.1.5. Finiteness conditions. There is the following generalization of III.6.3.1:

5.1.5.1. Proposition. Let the action Φ∼ of the monoidal category A∼ on the cate-
gory CX be finitely presentable. Suppose that the pairs (M,V ), (V,M) and (V, V ) are
admissible and M is a finitely presentable object of the category CX . Then the presheaves
RM,V , GM,V and GrM,V are locally finitely copresentable.

Proof. Notice that if M is a finitely presentable object of CX , then η∗S(M) is a
finitely presentable object of the category S − modX ; and η∗S(V ) is finitely presentable
object of S − modX , if G

M,V
(S) 6= ∅. This implies that G

M,V
is the kernel of a pair

of morphisms between locally finitely copresentable presheaves. Therefore, the presheaf
G
M,V

is locally finitely copresentable. One of the consequences of the latter fact is that the
presheaf of relations R

M,V
is the limit of a finite diagram of locally finitely copresentable

presheaves, hence it is locally finitely copresentable. The presheaf Gr
M,V

is locally finitely
copresentable, because it is the cokernel of a pair of morphisms between locally finitely
copresentable presheaves.

5.2. Generic Grassmannians. Fix an object E of the category CX . For any
associative unital algebra S in A∼, we denote by GrE(S) the set of isomorphism classes
of split epimorphisms S(E) −→ L. The map S 7−→ GrE(S) extends naturally to a
presheaf of sets

AffopA∼ = AlgA∼
GrE
−−−→ Sets.

For any L ∈ ObA, there is a natural presheaf morphism GE,L
ρL
−−−→ GrE .

5.2.1. The presheaf PrE. Let

AffopA∼ = AlgA∼
PrE
−−−→ Sets

be presheaf of sets which assigns to any associative unital algebra S in A∼ the set of

projectors of η∗
S
(E), i.e. morphisms η∗

S
(E)

p
−→ η∗

S
(E) such that p2 = p.

5.2.1.1. Lemma. Suppose that the category CX is Karoubian; i.e. every idempotent
splits. Then, for any monad F = (F, µF ) on CX , the category (F/X) − mod of
F-modules is Karoubian too.

Proof. Let M = (M, ξM) be an F-module and M
p
−→ M an idempotent such

that the idempotent M
p
−→ M of the object M is the composition of an epimorphism
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M
e
−→ L and a monomorphism L

j
−→ M. The fact that p = p2 can be expressed as

j ◦ (e ◦ j) ◦ e = j ◦ e, which implies that j ◦ (e ◦ j) = j (because e is an epimorphism) and
e◦ j = idL, because j is a monomorphism. The fact that p = j◦e is an F-module morphism
is expressed by

j ◦ e ◦ ξM = ξM ◦ F (j) ◦ F (e).

Set ξL = e ◦ ξM ◦ F (j). It follows that

e ◦ ξM = e ◦ j ◦ e ◦ ξM = (e ◦ ξM ◦ F (j)) ◦ F (e) = ξL ◦ F (e) and

j ◦ ξL = j ◦ (e ◦ ξM ◦ F (j)) = ξM ◦ F (j) ◦ F (e) ◦ F (j) = ξM ◦ F (j),

which shows that j is a morphism from the action L = (L, ξL) toM = (M, ξM) and e is a
morphism fromM to the action L. It remains to observe that

ξL ◦ F (ξL) = e ◦ ξM ◦ F (j) ◦ F (e) ◦ F (ξM) ◦ F 2(j) =

e ◦ ξM ◦ F (j ◦ e) ◦ F (ξM) ◦ F 2(j) = e ◦ (j ◦ e) ◦ ξM ◦ F (ξM) ◦ F 2(j) =

e ◦ ξM ◦ µ(M) ◦ F 2(j) = e ◦ ξM ◦ F (j) ◦ µ(L) = ξL ◦ µ(L) and

ξL ◦ ηF (L) = e ◦ ξM ◦ F (j) ◦ ηF (L) = e ◦ ξM ◦ ηF (M) ◦ j = e ◦ j = idL,

where IdCX
η
F−→ F is the unit of the monad F . This shows that F (L)

ξL
−→ L is an

F-module structure.

5.2.1.2. Remark. The object L in the decomposition M
e
−→ L

j
−→M of the idem-

potent p is isomorphic to the kernel and the cokernel of the pair of morphisms M
p

−→
−→
id

M.

Since the both arrows are endomorphisms of the F-moduleM, the action L = (L, ξL) is

the kernel of the pair M
p

−→
−→
id

M of F-module morphisms. This also shows, by passing,

that F (L)
ξL
−→ L is an F-module structure.

5.2.1.3. Corollary. Suppose that the category CX is Karoubian. Then there is a
natural presheaf epimorphism

PrE
π
E

−−−→ GrE (1)

Proof. It follows from 5.2.1.1 that, for any associative unital algebra S in A∼, there
is a well defined map

PrE(S)
π
E
(S)

−−−→ GrE(S),
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which assigns to every idempotent η∗
S
(M)

p
−→ η∗

S
(M) of Φ∼

Alg(S)-module η∗
S
(M) the

isomorphism class of the cokernel η∗
S
(M) −→ L of the pair η∗

S
(M)

p

−→
−→
id

η∗
S
(M).

5.2.2. Relations. Two projectors, η∗S(E)
p1
−→
−→
p2

η∗S(E) are equivalent, if their images

by (1) are isomorphic. The latter can be expressed by the equalities

p1p2p1 = p1 and p2p1p2 = p2. (2)

Thus, the functor of relations RE
def
= Ker2(πE) = PrE

∏

GrE

PrE of the morphism (1)

assigns to each associative unital algebra S in A∼ the subset of all elements (p1, p2) of
the set PrE(S)×PrE(S) satisfying the relations (2) above (in addition to the relations
p2i = pi, i = 1, 2 describing PrE(S)).

We have an exact diagram

RE

p1

−−−→
−−−→
p2

PrE
π
E

−−−→ GrE (3)

5.2.3. Proposition. Suppose that the category CX is Karoubian and the category
A has limits of finite diagrams. Let M be an object of CX such that the pair (M,M) is
admissible. Then the presheaves PrM and RM are representable.

Proof. The argument below mimics the corresponding part of the proof of III.8.5.
(a) For any associative unital algebra S in A∼, the set PrM(S) is the kernel of the

pair of maps

S −modX(η∗S(M), η∗S(M)) = HM,M (S)

s(S)

−−−→
−−−→

id

HM,M (S), (1)

where s is the ”taking square” – the composition of the diagonal map

H
M,M

(S)
∆
−−−→ H

M,M
(S)×H

M,M
(S)

and the composition of endomorphisms. The diagram (1) is functorial in S; i.e. it is the
value at S of the pair

H
M,M

s

−−−→
−−−→

id

H
M,M

(2)
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of morphisms of presheaves. If (M,M) is an admissible pair, then the presheaf H
M,M

is
representable by the vector fiber of M∧M. Therefore, the presheaf PrM is representable
by the cokernel of the pair of unital algebra morphisms

T (M∧M)

σ

−−−→
−−−→

id

T (M∧M),

where σ is the morphism of algebras corresponding to the presheaf morphism s in (2).
(b) For any associative unital algebra S in A∼, the set RM(S) is the limit of the

diagram

PrM (S)×PrM (S)

m

−−−→
−−−→
π1

PrM (S)

S
y≀

y id

PrM (S)×PrM (S)

m

−−−→
−−−→
π1

PrM (S)

(3)

where m is the composition map, π2 is the projection on the first component, (x, y) 7−→ x;
and the left vertical map is the standard symmetry: (x, y) 7−→ (y, x).

If the pair (M,M) is admissible, then, by (a) above, the presheaf PrM is repre-
sentable. Therefore, since, by hypothesis, the category A has finite limits, the presheaf
RM is representable.

5.2.4. Finiteness conditions.

5.2.4.1. Proposition. Suppose that the category CX is Karoubian and the action Φ∼

of the monoidal category A∼ on CX is finitely presentable. Let M be a finitely presentable
object of the category CX such that the pair (M,M) is admissible. Then the presheaves
RM , PrM and GrM are locally finitely copresentable.

Proof. By the argument of 5.2.3, the presheaf PrM is the kernel of the pair

H
M,M

s

−−−→
−−−→

id

H
M,M

of presheaf morphisms. If (M,M) is an admissible pair, then the

presheaf HM,M is presentable by the vector fiber of the object M∧M of the category A. If,
in addition, M is a finitely presentable object of the category CX , then the object M∧M
of A is finitely presentable, hence the presheaf H

M,M
is a locally finitely copresentable

presheaf of sets. Therefore the presheaf PrM is locally finitely copresentable.
Therefore, the presheaf of relations RM is the limit of a finite diagram (– the diagram

(3) in the argument of 5.2.3) formed by finitely corepresentable presheaves. Therefore, RM

is locally finitely corepresentable.
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The presheaf GrM is locally finitely corepresentable, because it is the cokernel of a
pair of morphisms between locally finitely corepresentable presheaves.

5.3. Some properties of Grassmannians.

5.3.1. Functoriality. One can see that the maps E 7−→ GrE and E 7−→ GrE,L
are functorial for split epimorphisms. Moreover, we have the following

5.3.1.1. Proposition. For any split epimorphism E′ −→ E, the corresponding
morphisms GrE −→ GrE′ and GrE,L −→ GrE′,L are closed immersions.

Proof. An adaptation of the argument of III.8.6, which is left to the reader.

5.3.1.2. Proposition. The canonical morphism GrE,L
ρE
−−−→ GrE is functorial

in E. Moreover, for any locally split epimorphism E′ −→ E, the square

GrE,L
ρE
−−−→ GrEy cart

y

GrE′,L

ρE′

−−−→ GrE′

(1)

is cartesian.

Proof. See III.8.6.

5.3.2. Proposition. Grassmannians are separated.

Proof. Let R∨ be an arbitrary affine scheme, and let R∨
u1
−→
−→
u2

GrE,L be a pair of

morphisms. The claim is that the kernel of the pair (u1, u2) is representable.

Let η∗
R
(E)

ξi
−→ Li be a split morphism corresponding to ui, i = 1, 2. Let (vi1, v

i
2) be

a pair of arrows Mi

vi
1
−→
−→
vi
2

η∗
R
(E) such that ui is a cokernel of (vi1, v

i
2), i = 1, 2. Consider

the compositions

M2

ξ1v
2
1

−−−→
−−−→
ξ1v

2
2

L1 and M1

ξ2v
1
1

−−−→
−−−→
ξ2v

1
2

L2 (1)

By 2.4.2, there exists a universal affine scheme morphism S∨
ψ
−→ R∨ such that the

image of each of the pairs (1) by ψ∗ belongs to the diagonal. This morphism ψ is a closed
immersion.
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5.4. Vector bundles and Grassmannians. Fix a morphism L
φ
−→ E. For any

algebra S, consider the set Fφ;E,L(S) of all morphisms η∗
S
(E)

v
−→ L′ such that v ◦ η∗

S
(φ) is

an isomorphism.

5.4.1. Proposition. (a) The map S 7−→ Fφ;E,L(S) is naturally extended to a
subpresheaf Fφ;E,L : AffopA∼ = AlgA∼ −→ Sets of the presheaf GrE,L.

(b) Suppose that the pairs (E,L) and (L,L) are admissible. Then the presheaf Fφ;E,L
is representable.

(c) The canonical morphism Fφ;E,L −→ GrE,L is an affine localization.

Proof. (a) (i) In fact, if η∗
S
(E)

v
−→ L′ belongs to Fφ;E,L(S), i.e. v ◦ η∗

S
(φ) is an

isomorphism, then for any morphism S
h
−→ T, the composition h∗(v) ◦ h∗η∗

S
(φ) is an

isomorphism. There is a natural morphism Fφ;E,L −→ GrE,L.

(ii) One can identify Fφ;E,L(S) with the set of morphisms η∗
S
(E)

v
−→ η∗

S
(L) such

that v ◦ η∗
S
(φ) = idη∗

S
(L). In fact, if η∗

S
(E)

v′
−→ L′ is such that

w = v′ ◦ η∗
S
(φ) : η∗

S
(L) −→ L′

is an isomorphism, then v = w−1 ◦ v′ has the required property.
(iii) One of the consequences of the observation (ii) is that the canonical morphism

Fφ;E,L −→ GrE,L is a monomorphism.
(b) There are two maps,

S −modX(η∗
S
(E), η∗

S
(L))

αS

−−−→
−−−→
βS

S −modX(η∗
S
(L), η∗

S
(L)),

defined by v
αS7−→ v ◦ η∗

S
(φ), v

βS
7−→ idη∗

S
(L). The maps αS and βS are functorial in S,

hence they define morphisms, resp. α and β, from the presheaf

S∨ 7−→ S −modX(η∗
S
(E), η∗

S
(L)) ≃ A(E, η∗

S
(L))

to the presheaf
S∨ 7−→ S −modX(η∗

S
(L), η∗

S
(L)) ≃ A(L, η∗

S
(L)).

The first presheaf is representable by V(L∧E), the second one is representable by
V(L∧L). Let α′ and β′ be morphisms from V(L∧E) to V(L∧L) corresponding to resp. α
and β. The presheaf Fφ;E,L is the kernel of the pair (α, β), hence it is representable by
the kernel, Fφ;E,L, of the pair (α′, β′).
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(c) The presheaf morphism Fφ;E,L −→ GrE,L is representable by an affine morphism;
i.e. for any affine A∼-scheme S∨ and any morphism S∨ −→ GrE,L, the presheaf

AffopA∼ −−−→ Sets, T 7−→ Fφ;E,L(T )
∏

GrE,L(T )

S∨(T )

is representable by an affine subscheme of S∨.
In fact, any morphism S∨ −→ GrE,L is uniquely determined by an element of

GrE,L(S), i.e. by the equivalence class, [v], of a split epimorphism η∗
S
(E)

v
−→ L′.

The corresponding map S∨(Z) −→ GrE,L(Z) sends any morphism S
t
−→ T to [t∗(v)].

The fiber product Fφ;E,L(T )
∏

GrE,L(T )

S∨(T ) consists of all pairs (w, t), where t ∈ S∨(T )

and [T (E)
w
−→ T (L)] are such that w ◦ T (φ) = idT (L) and w = t∗(v). Since v and φ

here are fixed, the fiber product Fφ;E,L(T )
∏

GrE,L(T )

S∨(T ) can be identified with the set

of all morphisms S
t∨
−→ T such that t∗(v ◦ T (φ)) = idη∗

T
(L). In other words, the fiber

product Fφ;E,L(T )
∏

GrE,L(T )

S∨(T ) is identified with the kernel of the pair of morphisms

S∨(T )

αT

−−−→
−−−→
βT

T −modX(T (L), T (L))

defined by
βT : t 7−→ idT (L), αT : t 7−→ t∗(v ◦ T (φ)).

The morphisms βT , αT are functorial in T , and the presheaf

T ∨ 7−→ T −modX(η∗
T
(L), η∗

T
(L))

is representable by the vector fiber V(L∧L). Therefore, the morphisms β = (βT ), α =
(αT ) define a pair of morphisms

S∨
α′

−−−→
−−−→

β′

V(L∧L),

and the presheaf of sets T 7−→ Fφ;E,L(T )
∏

GrE,L(T )

S∨(T ) is representable by the kernel

of the pair (α′, β′).
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5.4.2. Projective completion of a vector bundle. Let E′′ = E
∐
L; and let

L
j
L−→ E′′ be the coprojection. The presheaf FjL;E′′,L is isomorphic to the presheaf, which

assigns to an affine A∼-scheme S∨ the set S − modX(η∗
S
(E), η∗

S
(L)) = H

E,L
(S) (see

(ii) and (b) in the argument of 5.4.1). If the pair (E,L) is admissible, then the presheaf
H
E,L

is representable by the vector fiber V(L∧E) of the object L∧L of the category
A. By 5.4.1 we have an affine embedding (an open immersion) V(L∧E) −→ GrE,L. In
particular, taking L = I, we obtain a canonical immersion V(E) −→ PE . The projective
space PE⊔I can be regarded (as in the commutative case) as the projective completion of
the vector bundle V(E).

6. Generic flags and generalized Stiefel varieties.

6.1. Generic flags. Let I be a preordered set with initial object ∗. Fix an object,
E, of the category CX . For any associative unital algebra S in A∼, we denote by FlIE(S)
the set of isomorphism classes of functors I −→ CX which map all arrows ∗ −→ i to split
epimorphisms η∗

S
(E) −→ Li. The map S 7−→ FlIE(S) is functorial in S; i.e. it defines a

presheaf of sets

AffopA∼ = AlgA∼
FlIE
−−−→ Sets, (1)

which we call the variety of generic flags.

6.2. Generalized Stiefel varieties. Let E be an object of the category CX . Con-
sider the presheaf

AffopA∼ = AlgA∼
FI
E

−−−→ Sets, (2)

which assigns to every associative unital algebra S in the monoidal category A∼ the set of

projectors η∗
S
(E)

pi
−→ η∗

S
(E) such that pipj = pi, if i ≤ j.

6.2.1. Definition. We call the presheaf AffopA∼

FI
E

−−−→ Sets the generalized Stiefel
variety of the object E, or, more precisely, the Stiefel I-variety of the object E.

The reason for this terminology is provided by III.11.1.

6.3. Note. If A∼ is the monoidal category of Re-modules acting on the category
R−mod of left R-modules for some associative unital k-algebra R and E is a projective R-
module of finite type, then the definition 6.2.1 gives the same notion as III.11.3. Otherwise,
these two notions are different.

6.4. The canonical projection and the relations. Suppose that all projectors
of the object E split (say, CX is a Karoubian category). Then there is a natural presheaf
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morphism

FI
E

πI
E

−−−→ FlIE (2)

and its kernel pair RI
E

1πI
E

−−−→
−−−→

2πI
E

FI
E . The presheaf of relations RI

E = FI
E

∏

FlI
E

FI
E consists

of all ({pi|i ∈ I}, {p′i|i ∈ I}) ∈ FI
E × FI

E satisfying the relations

pip
′
ipi = pi and p′ip[ip

′
i = p′i (3)

(see the argument of 5.2.1).
If I = {0, 1, 2, ..., r} with the natural order, we shall write FlrE instead of FlIE and FrE

instead of FI
E .

6.4.1. Proposition. Suppose that (E,E) is an admissible pair and the category A
has coproducts of sets of copies of the object E∧E of the cardinality ≤ 4|I|. Then the
presheaves FI

E and RI
E are representable.

Proof. The argument (mimicking that of III.9.2(c)) is as follows.
(a) The presheaf FI

E is the limit of the diagram

H×I
E,E

pi×pj
−−−→ H

E,E

∏
H
E,E

m

−−−→
−−−→

p1

H
E,E

for all i, j ∈ I− {•} such that i ≤ j,

(4)

where the left arrow is the projection of the product of I copies of H
E,E

on the product
of ith and jth components, the upper right arrow is the composition and the lower one is
the projection on the first component. The limit of the diagram (4) is the kernel of the
corresponding pair of arrows

H×I
E,E

mI

−−−→
−−−→

pI
1

H×Hom(I−{•})
E,E

.

Here the preorder I is regarded as a category; so that Hom(I − {•}) can be identified
with the set of all pairs (i, j) such that i ≤ j and i 6= •.

If the pair (E,E) is admissible, then H×I
E,E

is representable by the vector fiber of

the coproduct of I copies of E∧E. Similarly, H×Hom(I−{•})
E,E

is representable by the
vector fiber of the coproduct of Hom(I − {•}) copies of E∧E. Both coproducts exist
by hypothesis. Therefore, the presheaf FI

E is representable.
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(b) The presheaf RI
E is the limit of the diagram

H×I
E,E

pi×pj
−−−→ HE,E ×HE,E

m

−−−→
−−−→
π1

HE,E

πI
1

x

H×I
E,E

∏
H×I
E,E

pi×pi
−−−→ H

E,E
×H

E,E

m

−−−→
−−−→
π1

H
E,E

S
y≀ σ

y≀

H×I
E,E

∏
H×I
E,E

pi×pi
−−−→ H

E,E
×H

E,E

m

−−−→
−−−→
π1

H
E,E

πI
1

y

H×I
E,E

pi×pj
−−−→ H

E,E
×H

E,E

m

−−−→
−−−→
π1

H
E,E

i ∈ I− {•} ∋ j and i < j.

(5)

HereS denotes the standard symmetry; the vertical arrow πI
1 and the (four times repeated)

horizontal arrow π1 in the right column are projections to the first component, and the

(four times repeated) arrow H
E,E
×H

E,E

m
−−−→ H

E,E
is the composition map.

The limit of the diagram (5) is isomorphic to the kernel of the pair of arrows between
presheaves representable by the vector fibers of coproducts of sets of copies of the object
E∧E associated with the diagram (5). Hence the representability of the presheaf RI

E .

6.5. Proposition. Suppose that the category A has limits of finite diagrams, I is

finite, and the pair (E,E) is admissible. Then the presheaf of sets
∏

i∈I

GrE is locally

representable and the natural embedding

FlIE −−−→
∏

i∈I

GrE (3)

is a closed immersion.

Proof. The argument is an adaptation of the proof of III.9.3 left to the reader.

6.6. An action of GLE on generic flag varieties. The presheaf of groupsGLE acts
naturally on the presheaf FI

E and on FlIE , and the canonical morphism 6.1(1) is compatible
with these actions.In particular, the induced action of GLE on FI

E × FI
E preserves the

subpresheaf of relations RI
E .
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7. General Grassmannian type spaces.

7.1. The combinatorial data. We fix an action of the monoidal category A∼ on a

category CX . For any unital associative algebra S inA∼, we denote by CX
s∗

−−−→ S−modX

the canonical left adjoint to the restriction of scalars functor S −modX
s∗
−−−→ CX .

We denote by E the diagram

B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2

formed by small categories and functors and by ES the data

B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

y s∗

D1

G2

−−−→ D2 S −modX

obtained from E by ’extension of scalars’.

7.2. The presheaf FlE. Let (L, γL), (L
′, γL′) be objects of the category F∼

E,G(S)
introduced in 4.4. Recall L is a functor from D2 to S − modX and γL is a functor
isomorphism L ∼−→ s∗ ◦ E. We say that the objects (L, γL), (L

′, γL′) are equivalent, if
there is a functor isomorphism

L ◦G2

λ
−−−→ L′ ◦G2

satisfying the equality
γL′G0 ◦ λG1 = γLG0. (1)

This is, indeed, an equivalence relation such that isomorphic objects belong to the
same equivalence class. We denote by FlE(S) the set of equivalence classes of objects of
the category FE,G(S)

∼ and by πE(S) the natural surjection FE,G(S) −→ FlE(S).
The equivalence relation is functorial in S. So that S 7−→ FlE(S) is a presheaf of

sets and S 7−→ πE(S) is a presheaf epimorphism FE,G
πE

−−−→ FlE.

7.3. Relations. We complement the projection FE,G
πE

−−−→ FlE with its kernel
pair – the relations:

RE

p1
E

−−−→
−−−→

p2
E

FE,G
πE

−−−→ FlE. (1)
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By definition, RE(S) consists of all pairs ([(L, γL)], [(L
′, γL′)]) ∈ FE,G(S)× FE,G(S)

such that there exists an isomorphism L◦G2

λ
−−−→ L′◦G2 satisfying γL′G0◦λG1 = γLG0.

7.4. Remark. Suppose that the functor B
G
−→ D2 in the data E is injective and

essentially surjective on objects. The latter means that G induces a surjection (hence
bijection) of isomorphism classes of objects. Then it follows from 4.3 that each object
(L, γL) of the category F∼

E,G(S) is isomorphic to an object of the form (L, id), that is
L ◦G = s∗ ◦ E. (Evidently, such representative is unique, if G is bijective on objects.)

Therefore, in this case, elements of the set Fl∼E (S) are equivalence classes of the objects
of the form (L, id), where (L, id) and (L′, id) are equivalent, if there exists an isomorphism

L ◦G2

λ
−−−→ L′ ◦G2 such that λG1 = id.

7.5. Representability and finiteness conditions.

7.5.1. Proposition. (a) Suppose that the functor B
G
−→ D2 in the data E induces

bijective map on isomorphism classes of objects and the pair of functors D2
G
←− B

E
−→ CX

satisfies the condition

(†) the pair of objects (E(M), E(L)) is admissible, if D2(G(M), G(L)) 6= ∅.

Then the presheaf FE,G is representable, provided the category A has colimits.

(b) If, in addition, the functor D1
G2−→ D2 in the data E induces a bijective map on

isomorphism classes of objects, then the presheaf RE of relations is representable too.

Proof. (a) The assertion follows from Proposition 4.4 applied to the pair of functors

D2
G
←− B

E
−→ CX .

(b1) We consider the data

Ẽ =




B̃0

G̃0

−−−→ B
E
−−−→ CX

G̃1

y cart
y G

D1

G2

−−−→ D2




obtained via replacing the square in E with the canonical cartesian (in pseudo-sense)

square. The fact that the functors B
G
−→ D2 and D1

G2−→ D2 induce bijections on

objects implies that the functors B̃0
G̃0−→ B and B̃0

G̃1−→ D1 have the same property.
Besides, they are surjective on objects. It follows from the surjectivity of the functor

B̃0
G̃0−→ B on objects that the condition (†) for the pair D2

G
←− B

E
−→ CX implies the

condition (†) for the pair D1

G̃1

←−−− B̃0

E◦G̃0

−−−→ CX . Set Ẽ = E ◦ G̃0.
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(b2) For every associative unital algebra S is A∼, there is a natural functor

F∼
E,G(S) −−−→ F∼

Ẽ.G̃1
(S)

which maps every object (L, γL) of the category F∼
E,G(S) to (L ◦ G2, γLG̃0) and acts

accordingly on morphisms. This functor induces a map

FE,G(S) −−−→ F
Ẽ.G̃1

(S)

between the sets of isomorphism classes of objects, which is functorial in S. So that we
have a presheaf morphism

FE,G −−−→ F
Ẽ,G̃1

.

(b3) If the functor B
G
−→ D2 is essentially bijective on objects, then the functor

B̃0
G̃1−→ D1 is surjective on objects, which implies that the natural map from RE(S) to

the kernel pair of the map FE,G(S) −−−→ F
Ẽ.G̃1

(S) defined in (b2) is an isomorphism

for any associative unital algebra S in A∼.

(b4) Suppose now that the functor D1
G2−→ D2 is essentially bijective on objects.

Then the pair of functors D1

G̃1

←−−− B̃0

E◦G̃0

−−−→ CX satisfies the conditions of (a); hence
the presheaf F

Ẽ,G̃1
is representable. Therefore, it follows from (b3) that the presheaf of

relations RE is the kernel pair of a morphism between representable presheaves. Therefore,
since, by hypothesis, the category A∼ has colimits (in particular, the cokernel pairs of
morphisms), the presheaf of relations RE is representable.

7.5.2. Proposition. Suppose that the categories B, D1, D2 in the data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




are finite, the functors B
G
−→ D2 and D1

G2−→ D2 are essentially bijective on objects,

and the pair of functors D2
G
←− B

E
−→ CX satisfies the condition

(†) the pair of objects (E(M), E(L)) is admissible, if D2(G(M), G(L)) 6= ∅.

Then the presheaves FE,G, RE, and FlE are locally finitely corepresentable.

Proof. It follows from 4.7.1 that the presheaf FE,G is locally finitely copresentable.
By the argument of 7.5.1, the presheaf RE is the limit of a square formed by presheaves,
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which, by the same 4.7.1, are locally finitely copresentable. Therefore, RE is locally finitely
copresentable. Finally, FlE is locally finitely copresentable, because it is the cokernel of a
pair of arrows between locally finitely copresentable presheaves.

7.5.3. Note. It follows from 7.5.1 that, under the conditions of 7.5.2, the presheaves
FE,G and FE are representable, if the category A has colimits of finite diagrams.

7.6. Functorialities. A morphism from the data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




to the data

E′ =




B′
0

G′
0

−−−→ B′
E′

−−−→ CX

G′
1

y
y G

D′
1

G′
2

−−−→ D′
2




is a 1-morphism of the diagram E to the diagram E′ identical on CX . Explicitly, it is given
by the commutative diagram

B0

G0

−−−→ B
E
−−−→ CX

Ψ0

y
y Ψ†

y IdCX

B0

Ψ0

−−−→ B′
0

G′
0

−−−→ B′
E′

−−−→ CX

G1

y G′
1

y
y G

D1

Ψ1

−−−→ D′
1

G′
2

−−−→ D′
2

Ψ1

x
x Ψ2

D1

G2

−−−→ D2

(1)

The composition of morphisms is defined in a natural way.

To each morphism E
Ψ̄
−→ E′ (that is the diagram (1) above) and every algebra S in

A∼, there corresponds a functor

F∼
E′,G′(S)

F∼
Ψ̄
(S)

−−−→ F∼
E,G(S), (L, γL) 7−→ (L ◦Ψ2, γLΨ2), (2∼)
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which induces maps

FE′,G′(S)
FΨ̄(S)
−−−→ FE,G(S) and FlE′(S)

FlΨ̄(S)
−−−→ FlE(S)

functorially depending on S and such that the diagram

FE′,G′(S)
πE′ (S)

−−−→ FlE′(S)

FΨ̄(S)
y

y FlΨ̄(S)

FE,G(S)
πE(S)
−−−→ FlE(S)

commutes. The latter implies the existence of a unique morphism

RE′(S)
RΨ̄(S)
−−−→ RE(S)

which makes the diagram

RE′(S)

p1
E′ (S)

−−−→
−−−→
p2
E′

(S)

FE′,G′(S)
πE′ (S)

−−−→ FlE′(S)

RΨ̄(S)
y FΨ̄(S)

y
y FlΨ̄(S)

RE(S)

p1
E

(S)

−−−→
−−−→
p2
E

(S)

FE,G(S)
πE(S)
−−−→ FlE(S)

commute. This diagram depends functorially on S; i.e. it is the value at S of the commu-
tative diagram

RE′

p1
E′

−−−→
−−−→

p2
E′

FE′,G′

πE′

−−−→ FlE′

RΨ̄

y FΨ̄

y
y FlΨ̄

RE

p1
E

−−−→
−−−→

p2
E

FE,G
πE

−−−→ FlE

of presheaves and presheaf morphisms.
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7.6.1. Reduction. We call a data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




reduced if the functors G and G2 are injective – that is they are faithful and injective on
objects. Let

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




be arbitrary and S an associative unital algebra in A∼ such that the category FE,G(S)
∼

is non-empty. Then we have an obvious morphism

B0

G0

−−−→ B
s∗◦E
−−−→ S −modX

IdB0

y
y Ψ†

y IdCX

B0

IdB0

−−−→ B0

G′
0

−−−→ G(B)
E′
S

−−−→ S −modX

G1

y G′
1

y
y G

D1

Ψ1

−−−→ G2(D1)
G′

2

−−−→ D2

Ψ1

x
x IdD2

D1

G2

−−−→ D2

(2)

from the data

ES =




B0

G0

−−−→ B
s∗◦E
−−−→ S −modX

G1

y
y G

D1

G2

−−−→ D2




to the associated with it reduced data

ESred =




B0

G′
0

−−−→ G(B)
E′
S

−−−→ S −modX

G′
1

y
y G′

G2(D1)
G′

2

−−−→ D2


 (3)
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It follows that the morphism (3) induces isomorphisms

FES ,G
∼−→ FE,Gr

and FlES
∼−→ FlES

red

of presheaves of sets on AffA∼
S
.

7.6.2. Cutting off objects. Let

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




be a reduced data; that is G and G2 are injective functors. Then we have a morphism

B0

G0

−−−→ B
E
−−−→ CX

Ψ0

y
y Ψ†

y IdCX

B0

IdB0

−−−→ B0

G′
0

−−−→ B′
E′

−−−→ CX
Gr

1

y G′
1

y
y G

Dr
1

Ψ1

−−−→ D1

G2

−−−→ Dr
2

Ψ1

x
x Ψ2

Dr
1

Gr
2

−−−→ Dr
2

(4)

whereDr
2 is the full subcategory ofD2 generated by the image of ObB and Dr

1 = G−1
2 (Dr

2).
Therefore, we have canonical morphisms

RE

Rℑ̄

−−−→ REr , FE,G
Fℑ̄

−−−→ FE,Gr and FlE
Flℑ̄
−−−→ FlEr . (5)

making the diagram

RE

p1
E

−−−→
−−−→

p2
E

FE,G
πE

−−−→ FlE

Rℑ̄

y Fℑ̄

y
y Flℑ̄

REr

p1
Er

−−−→
−−−→

p2
Er

FE,Gr

πEr

−−−→ FlEr
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commute.

7.7. Proposition. (a) Let the functor G in the data

Ei =




B0

G0

−−−→ B
Ei
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2


 , i = 1, 2,

be faithful and bijective on objects; and let E1
β
−→ E2

ϕ
−→ E1 be functor morphisms such

that
ϕ ◦ β = idE1 and E2(ξ) = β(b) ◦ E1(ξ) ◦ ϕ(a)

for every arrow a
ξ
−→ b of G(HomB) such that G(ξ) is a composition of arrows from

HomD2 −G(HomB).
Then the pair (β, ϕ) determines a presheaf morphism

FE1,G1

Fβ,ϕ
−−−→ FE2,G2 . (6)

(b) Suppose, in addition, that ϕ(a) (hence β(a)) is an isomorphism for every a ∈
G2(ObD1)−G2 ◦G1(ObB0). then the pair (β, ϕ) determines a presheaf morphism

FlE1

Flβ,ϕ
−−−→ FlE2

making the diagram

FE1

πE1

−−−→ FlE1

Fβ,ϕ

y
y Flβ,ϕ

FE2,G2

πE2

−−−→ FlE2

(7)

commute.

Proof. (a) Let the conditions of (a) hold.
(i) Let (L, γL) be any object of the category F∼

E1,G1
(S); that is L is a functor from

D2 to S −modX and γL a functor isomorphism L ◦G ∼−→ s∗ ◦ E1.
The bijectivity of the functor G on objects implies that there exists a unique functor

D2
L̃
−→ S −modX such that L̃(G(a) = s∗ ◦E1(a) for all a ∈ ObB and the object (L̃, id)

is isomorphic to (L, γL). The functor L̃ maps a morphism a
ξ
−→ b to the composition of

L̃(a) = s∗ ◦ E1(G
−1(a))

γ−1
L

(G−1(a)

−−−−−−−→ L(a)
L(ξ)
−−−→ L(b)

γL(G−1(b)
−−−−−−−→ s∗ ◦ E1(G

−1(b)) = L̃(b).
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(ii) It follows from (i) that the category FE1(S)
∼ is equivalent to its discrete sub-

category consisting of the objects of the form (L, id). In other words, the set FE1(S) is

realized as the set of all functors D2
L
−→ S −modX such that L ◦G = s∗ ◦ E1.

Since this fact is based on bijectivity of the functor G on objects, same holds for the
category FE2(S)

∼.
(iii) For any object a of D2, we set (using the condition that G is identical on objects)

Lβ,ϕ(a) = s∗ ◦ E2(G
−1(a)). For a morphism a

ξ
−→ b, of D2, set

Lβ,ϕ(ξ) = s∗ ◦ E2(ξ
′), if ξ = G(ξ′) for some ξ′ ∈ HomB;

Lβ,ϕ(ξ) = s∗(β(b)) ◦ L(ξ) ◦ s∗(ϕ(a)) otherwise.

It follows that

Lβ,ϕ(ξ1) ◦ Lβ,ϕ(ξ2) = s∗(β(b)) ◦ L(ξ1) ◦ s
∗(ϕ(a)) ◦ s∗(β(b)) ◦ L(ξ2) ◦ s

∗(ϕ(a)) =

s∗(β(b)) ◦ L(ξ1) ◦ L(ξ2) ◦ s
∗(ϕ(a)) = s∗(β(b)) ◦ L(ξ1 ◦ ξ2) ◦ s

∗(ϕ(a)) = Lβ,ϕ(ξ1 ◦ ξ2)

for any pair a
ξ1
−→ b

ξ2
−→ c of arrows from HomD2 − (G(HomB).

Suppose that ξ1 ◦ ξ2 = G(ζ) for some ζ ∈ G(HomB). Then, by hypothesis,

Lβ,ϕ ◦G(ζ) = Lβ,ϕ(ξ1 ◦ ξ2) = s∗(β(b)) ◦ L(ξ1 ◦ ξ2) ◦ s
∗(ϕ(a)) =

s∗(β(b)) ◦ L ◦G(ζ) ◦ s∗(ϕ(a)) = s∗(β(b)) ◦ s∗ ◦ E1(ζ) ◦ s
∗(ϕ(a)) =

s∗(β(b) ◦ E1(ζ) ◦ ϕ(a)) = s∗ ◦ E2(ζ).

Altogether shows that D2

Lβ,ϕ
−−−→ S −modX is a well defined functor and the pair

(Lβ,ϕ,Lβ,ϕ ◦ G
id
−→ s∗ ◦ E) is an object of the category F∼

E2
(S); or, what is the same,

the functor Lβ,ϕ is an element of the set F∼
E2
(S).

(b) Let L, L′ be two elements of FE1(S). By definition, they are equivalent iff there

is a functor isomorphism L ◦G2

λ
−−−→ L′ ◦G2 such that λG1 = idE1G2G1 .

For a ∈ ObD1, we set

λβ,ϕ(a) = idG2(a), if a ∈ G0(ObB0);

λβ,ϕ(a) = s∗(β(a)) ◦ λ(a) ◦ s∗(ϕ(a)) otherwise.

One can see that λβ,ϕ = {λβ,ϕ(a) | a ∈ ObD2} is a functor morphism

Lβ,ϕ ◦G2−−−→L
′
β,ϕ ◦G2
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such that λβ,ϕG1 = idE2G2G1 .
If the conditions (b) hold, than the morphism λβ,ϕ is an isomorphism; i.e. it

establishes equivalence between Lβ,ϕ and L′
β,ϕ.

7.7.1. Remarks. (a) In the condition (a) of Proposition 7.7, it suffices to require the
essential bijectivity of the functor G on objects: that is G induces a bijective map between
the sets of isomorphism classes of objects of the categories B and D2.

(b) The commutativity of the diagram (7) implies that there exists a unique morphism

RE1

Rβ,ϕ
−−−→ RE2 making the diagram

RE1

p1
E1

−−−→
−−−→

p2
E1

FE1

πE1

−−−→ FlE1

Rβ,ϕ

y Fβ,ϕ

y
y Flβ,ϕ

RE2

p1
E2

−−−→
−−−→

p2
E2

FE2

πE2

−−−→ FlE2

(8)

commute.
(c) Let the functors B

G
−→ D2

G2←− D1 in the assumptions of 7.7 be injective. Then,
by 7.6.1, there are canonical morphisms

RE2

Rℑ̄

−−−→ REr
2
, FE2

Fℑ̄

−−−→ FEr and FlE2

Flℑ̄
−−−→ FlEr

RE1

Rℑ̄′

−−−→ REr
1
, FE1

Fℑ̄′

−−−→ FEr
1

and FlE1

Flℑ̄′

−−−→ FlEr
1

(9)

corresponding to the morphism Er ℑ̄
−→ E of the data. The data Er and Er

1 satisfy the
assumptions (a) of 7.7. Therefore, under assumptions (b), we have a commutative diagram

RE1

Rℑ̄′

−−−→ REr
1

Rβ,ϕ
−−−→ REr

2

Rℑ

←−−− RE2

p1E1

y
y p2E1

p1Er
1

y
y p2Er

1
p1Er

y
y p2Er p1E2

y
y p2E2

FE1

Fℑ̄′

−−−→ FEr
1

Fβ,ϕ
−−−→ FEr

Fℑ

←−−− FE2

πE1

y πEr
1

y
yπEr

y πE2

FE1

Fℑ̄′

−−−→ FlEr
1

Flβ,ϕ
−−−→ FlEr

Flℑ
←−−− FlE2

of presheaves of sets on AffA∼ .
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7.8. Non-generic, generic and partly generic flag varieties.

7.8.1. Grassmannians. Let D2 be the category with two objects, x0, x1, and three
non-identical morphisms: x0

e
−→ x1

m
−→ x0, and m ◦ e such that e ◦m = idx1 . Let B

be the discrete subcategory of D2 with objects x0, x1, B0 the discrete subcategory of D2

generated by object x0, and D1 the subcategory of D2 generated by the arrow x1
e
−→ x0.

The functors

B0

G0

−−−→ B

G1

y
y G

D1

G2

−−−→ D2

are natural embeddings. Fix a functor

B
E
−→ CX xi 7−→ Ei, i = 0, 1.

The presheaf of sets FE,G corresponding to the data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




coincides with the Grassmannian GrE0,E1 .

7.8.2. Flag varieties. Let I = (I,≤) be a preorder with an initial object •, B the
discrete subcategory of I with the set of objects I and B0 the subcategory of B generated
by •. Let D1 coincide with (I,≤). Finally, let D2 be the category with ObD2 = I and the

set of morphisms generated by morphisms y
exy
−→ x and x

myx
−→ y defined for all x, y ∈ I

such that x ≤ y, which satisfy the following relations:

exymyx = idx, and, for any x ≤ y ≤ z, exyeyz = exz, mzymyx = mzx.

In particular, there are projections myxexy : y −→ y. The functors

B0

G0

−−−→ B

G1

y
y G

D1

G2

−−−→ D2
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are natural embeddings. Fix a functor B
E
−→ CX , x 7−→ Ex. The presheaf of sets

corresponding to the data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




will be denoted by FlE,I and called the flag variety corresponding to the preorder I =

(I,≤) and the functor I
E
−→ CX .

Taking I = (x1 ≤ x0), we recover Grassmannians.

7.8.3. From flag varieties to the varieties of generic flags. Let I = (I,≤) be a
preorder with an initial object •. Let the categories B0, D1, and D2 be like in 7.8.3; and

let B = B0. The functors Gi, i = 0, 1, 2, are natural embeddings. The functor B
E
−→ CX

maps the initial object • to an object E of the category CX .
Applying the procedures of 7.6.1 (”reduction”) and 7.6.2 (”cutting objects off”), we

obtain the data consisting of the full subcategory D′
2 of the category D2 generated by the

object • and its trivial subcategories B0 = B = D′
1. One can see that HomD′

2 is the set
{px| x ∈ I} of endomorphisms of • satisfying the conditions: pxpy = px if x ≤ y. The
corresponding presheaf of sets FE′ is the generic flag variety FlE of E. We recover generic
Grassmannians taking I = {0, 1}.

7.8.3.1. Proposition. The canonical presheaf morphism FlE −→ FE′ = FlE is an
isomorphism.

Proof. The argument is left to the reader.

7.8.4. Partly generic flags. Let I = (I,≤) be a preorder, and let I0 be a cofinal
subset of I; that is, for any x ∈ I, there exists y ∈ I0 such that y ≤ x. Let B0 = B
be the discrete category with the set of objects I0; and let the categories D1, D2 be
as in 7.8.2. The functors G and Gi, i = 1, 2, are natural embeddings. Fix a functor

B
E
−→ CX , x 7−→ Ex, x ∈ I0. Applying the procedure of 7.6.1 and 7.6.2, we obtain the

data

E′ =




B0

G0

−−−→ B
E
−−−→ CX

G′
1

y
y G′

D′
1

G′
2

−−−→ D′
2


 ,

where D′
i is the full subcategory of Di, i = 1, 2, such that ObD′

1 = ObD′
2 = I0. Clearly

the flag variety of 7.8.2 and the generic flag variety of 7.8.3 are particular extreme cases of
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this example. By an obvious reason, we call FE′ variety of partly generic flags. We denote
it by FlE,I0,I . As in the particular case 7.8.3, the canonical morphism FlE −→ FlE,I0,I
is an isomorphism.

7.8.5. Example. Consider the category D2 formed by three objects, x, y, z, and
generating arrows

x
a

−−−→ y
iտց b ր c

z

subject to the relations b ◦ i = idz, c ◦ b = a, which imply that c = a ◦ i and e = i ◦ b
is an idempotent. Let D1 be the subcategory of D2 generated by arrows

x
a

−−−→ y
bց ր c

z

and B the subcategory of D1 generated by x
a
−→ y. Finally, the category B0 is trivial; i.e.

it has only one arrow – idx. The functors G and Gi, i = 0, 1, 2, are natural embeddings.

Fix a functor B
E
−→ CX . Applying the procedure of 7.6.1, we obtain the functors

D′
2

G′
2←− D′

1 = B
G′

1←− B
E
−→ CX ,

where G′
1 is the identical functor and D′

2 is the category generated by x
e
−→ x

a
−→ y

subject to the relations e2 = e, a ◦ e = a.

7.8.5.1. Proposition. The canonical morphism FlE −→ FlE′ is an isomorphism.

Proof. The argument is left to the reader.

7.9. Base change. Fix a data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




Due to the universality of our constructions, the diagram RE
−→
−→ FE,G is compatible

with the base change. That is for any affine scheme S∨, we have a canonical commutative
diagram with isomorphic horizontal arrows
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S∨ ×RE

∼
−−−→ RESy

y
y
y

S∨ × FE,G
∼
−−−→ FES

(1)

Here

ES =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

y s∗

D1

G2

−−−→ D2 S −modX




This implies that the diagram

RE
−−−→
−−−→ FE,G −−−→ FlE

is compatible with the base change. In particular, we have a unique isomorphism

S∨ × FlE
∼

−−−→ FlES

which makes the diagram

S∨ ×RE
∼

−−−→ RESy
y

y
y

S∨ × FE,G
∼

−−−→ FESy
y

S∨ × FlE
∼

−−−→ FlES

(2)

commute.

8. Formal smoothness and smoothness.

8.1. Relatively projective and relatively conservative objects. Fix a functor

CX
f∗

−→ CY. We call an object L of the category CX

– f∗-projective, if the map

CX(L,M)
f∗L,M
−−−→ CY(f∗(L), f∗(M)), α 7−→ f∗(α),

is surjective for allM∈ ObCX,
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– conservative for f∗, if the map

CX(L,L)
f∗L,L
−−−→ CY(f∗(L), f∗(L))

reflects isomorphisms.

8.2. Proposition. Let D2
G
←− B

E
−→ CX be the pair of functors between svelte

categories such that G is essentially bijective on objects and, in addition, the following
condition holds:

(i) HomD2 − G(HomB) is generated by a set Ξ of arrows with the relations of
the form ξ ◦ ζ = idV , where ξ ∈ Ξ, ζ is the composition of arrows of Ξ − {ξ} and
G(HomB); and for each ξ ∈ Ξ, there is at most one such relation.

Let S
ϕ
−→ T be a morphism of algebras in A∼ such that

(ii) for every relation ξ ◦ ζ = idV , ξ ∈ Ξ, from (i), the object s∗(E(V )) is

conservative for S −modX
ϕ∗

−−−→ T −modX .

(iii) the functor B
s∗◦E
−−−→ S −modX takes values in ϕ∗-projective objects;

Then the map FE,G(S)
FE,G(ϕ)

−−−→ FE,G(T ) is surjective.

Proof. Let D2

L
−−−→ T −modX be an object of the category FE,G(T ); that is

t∗ ◦ E = ϕ∗ ◦ s∗ ◦ E = L ◦G.

The claim is that the functor L is isomorphic to the composition ϕ∗ ◦ L′ for some

object D2

L′

−−−→ S −modX of the category F∼
E,G(S).

We start with constructing a diagram D2

L̃′

−−−→ S −modX such that ϕ∗ ◦ L̃′ = L
and then transform it to a functor with the same property.

The restriction of the diagram L̃′ to the subcategory G(HomB) of D2 is determined

by the equality L̃′ ◦G = s∗ ◦E. By Zorn Lemma, there exists a maximal subcategory D′
2

of D2 containing G(B) such that L̃′ extends to a functor L′ on D′
2 with the property that

ϕ∗ ◦ L′′ is the restriction of the functor L to the subcategory D′
2. If D

′
2 6= D2, then there

exists an arrow V1
ξ
−→ V2 which belongs to Ξ−HomD′

2.
By hypothesis, the functor G is bijective on objects. Therefore, it follows from (iii)

that there is a morphism

s∗ ◦ E(V1)
L̃(ξ)
−−−→ s∗ ◦ E(V2)

such that ϕ∗(L̃′(ξ)) = L(ξ).
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If ξ enters into the relation ξ ◦ ζ = idV of (i) with ζ ∈ HomD′
2, then, by (ii), the

object s∗(E(V )) is conservative for ϕ∗. Therefore, the fact that ϕ∗(L̃′(ξ◦ζ)) is an (identical)

isomorphism implies that L̃′(ξ ◦ζ) is an isomorphism. We set L′(ξ) = L̃′(ξ ◦ζ)−1 ◦L̃′(ξ).

If ξ does not enter into any relation ξ ◦ ζ = idV of (i) with ζ ∈ HomD′
2, then we

set L′(ξ) = L̃′(ξ). It follows from (i) that this produces a well defined extension of L′ to
the subcategory of D2 generated by HomD′

2 and ξ, which is strictly larger than D′
2 – a

contradiction with the maximality of D′
2.

8.3. Infinitesimal morphisms. Let S and T be associative unital algebras in the

monoidal category A∼. We call a unital algebra morphism S
ϕ
−→ T infinitesimal, if

all finite objects of the category S − modX (with respect to the natural action of the
monoidal category S − bim∼ of S-bimodules) are ϕ∗-projective and ϕ∗-conservative.

8.3.1. Strongly infinitesimal morphisms. We say that an infinitesimal morphism

S
ϕ
−→ T of associative unital algebras in A∼ is strongly infinitesimal, if every finite object

of the category T −modX is isomorphic to ϕ∗(V) for some finite object V of the category
S −modX .

8.3.2. Formal smoothness. In what follows, formal smoothness is the formal
smoothness with respect to strongly infinitesimal morphisms.

8.4. Proposition. Let the functor G in the data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2




be essentially bijective on objects and the following conditions hold:

(i) HomD2 − G(HomB) is generated by a set Ξ of arrows with the relations of
the form ξ ◦ ζ = idV , where ξ ∈ Ξ, ζ is the composition of arrows of Ξ − {ξ} and
G(HomB); and for each ξ ∈ Ξ, there is at most one such relation.

(ii) for every relation ξ ◦ ζ = idV , ξ ∈ Ξ, from (i), the object E(V ) is finite;

(iii) the functor B
E
−→ CX maps those objects of B which do not belong to the

essential image of B0 to finite objects.

Then all presheaves and presheaf morphisms of the diagram

RE

p1
E

−−−→
−−−→

p2
E

FE,G
πE

−−−→ FlE
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are formally smooth.

Proof. (a) It follows from 8.2 that the presheaf FE,G is formally smooth.

(b) Since FE,G
πE

−−−→ FlE is a presheaf epimorphism, it follows from the formal
smoothness of FE,G that the presheaf FlE is also formally smooth.

(c) The presheaf morphism FE,G
πE

−−−→ FlE is formally smooth.

Let S
ϕ
−→ T be an infinitesimal algebra morphism and

T∨
ζ

−−−→ FE,G

ϕ∨
y

y πE

S∨
ξ

−−−→ FlE

(1)

a commutative diagram of presheaf morphisms. Let D2
Lζ
−→ T −modX be the functor

corresponding to the morphism ζ and D2
Lξ
−→ S −modX a representative of the element

of FlE corresponding to ξ. The commutativity of the diagram (1) means that there is a

functor isomorphism ϕ∗ ◦ Lξ ◦G2

λ
−−−→ Lζ ◦G2 such that λG1 = idG◦G0 .

By (a), the presheaf FE,G is formally smooth. Therefore, there exists a functor

D2

L̃ζ
−−−→ S −modX

which is an element of FE,G(S) satisfying the equality ϕ∗ ◦ L̃ζ = Lζ .

(d) Since formally smooth morphisms are stable under pull-backs, it follows from (c)

that the morphisms RE

p1
E

−−−→
−−−→

p2
E

FE,G are formally smooth. This and the fact that the

presheaf FE,G is formally smooth imply that the presheaf of relations RE is formally
smooth too.

8.5. Smoothness. Smoothness is understood as above, as the smoothness with
respect to strongly infinitesimal morphisms (see 8.3.1).

8.5.1. Proposition. Suppose that the categories B, D1, D2 in the data

E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2
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are finite, the functors B
G
−→ D2 and D1

G2−→ D2 are essentially bijective on objects,

and the pair of functors D2
G
←− B

E
−→ CX satisfies the condition

(†) the pair of objects (E(M), E(L)) is admissible, if D2(G(M), G(L)) 6= ∅.

Suppose, in addition, that the conditions (i), (ii) and (iii) of 8.4 hold. Then all
presheaves and presheaf morphisms of the diagram

RE

p1
E

−−−→
−−−→

p2
E

FE,G
πE

−−−→ FlE (1)

are smooth.

Proof. It follows from 8.4 that all presheaves and presheaf morphisms of the diagram
(1) are formally smooth. By 7.5.2, all presheaves of the diagram (1) are locally finitely
copresentable. Therefore they are smooth.

9. Quasi-coherent modules and bimodules.

9.0. The A∼-ringed categories. We call this way pairs (B,OB), where B is a
category and OB is a presheaf of associative unital algebras in A∼ on the category B.

9.1. The cofibred categories associated with an action. Fix an A∼-ringed
category (B,OB). Given an action Φ∼ of A∼ on a svelte category CX , we associate with
the pair (B,OB) a pseudo-functor from the category B to the bicategory of actions of the
monoidal categories, which assigns to every object Z of B the category OB(Z) −modX
endowed with the action of the monoidal category OB(Z) − bim∼ of OB(Z)-bimodules
and to every morphism Y −→ Z the restriction of scalars functors

OB(Y)−modX
OB(ϕ)

X∗

−−−−−−−→ OB(Z)−modX and

OB(Y)− bim∼
OB(ϕ)∼∗
−−−−−−−→ OB(Z)− bim∼.

(1)

(see A2.10.1). This defines a pair of pseudo-functor: the first one from the category B
to Cat and the second one to the category MCat of monoidal categories and monoidal
functors. In addition, the second one acts on the first one.

These pseudo-functors define a cofibred category and, respectively, a cofibred monoidal
category. Therefore, we have a monoidal category OB −Mod∼ of modules on the latter,
which acts on the category OB −ModX of modules on the former.

Under our standard hypothesis on the monoidal category A∼ and its action Φ∼, both
the cofibred category and the cofibred monoidal category are bifibred. In this case, the
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category Qcoh(B,OB)∼ of quasi-coherent OB-bimodules is a monoidal subcategory of
OB − Mod∼, which acts on the subcategory Qcoh(B,OB)X of quasi-coherent OB-
modules in CX .

9.2. Remark. A presheaf of associative unital algebras in A∼ on a category B is,

by definition, the dual to a functor the category B
O∨

−−−→ AffA∼ from B to the category
AffA∼ of affine schemes in A∼. We have canonical bifibred category of modules in CX
and the monoidal fibred category of bimodules with the base AffA∼ , which acts on the
bifibred category of modules. The actions described above are pull-backs along the functor

B
O∨

B

−−−→ AffA∼ of the similar actions over AffA∼ .

9.3. Quasi-coherent modules and bimodules over a presheaf of sets. For
every presheaf of sets X on the category AffA∼ , we take as B the category AffA∼/X and
apply the generalities above to the forgetful functor

AffA∼/X
O∨

X

−−−→ AffA∼

corresponding to a presheaf OX of associative unital algebras in A∼.
We denote by OX −Mod∼ the corresponding monoidal category of OX-bimodules on

AffA∼/X; and we denote by Qcoh(X,OX)
∼ its monoidal subcategory formed by quasi-

coherent OX-bimodules. The monoidal category Qcoh(X,OX)
∼ acts on the category

Qcoh(X,OX)X of quasi-coherent OX-modules in CX .
If the presheaf X is representable by an affine scheme R∨, then it follows from IV.1.3

that the category Qcoh(X,OX)X is naturally equivalent to the category R − modX of
R-modules in CX , the monoidal category Qcoh(X,OX)

∼ is equivalent to the monoidal
category R − bim∼ of R-bimodules, amd the action of Qcoh(X,OX)

∼ on Qcoh(X,OX)X
corresponds, via these equivalences, to the standard action of R − bim∼ on the category
R−modX (see A2.10.1).

9.4. Quasi-coherent sheaves of modules and bimodules. Let τ be a quasi-
topology on the category B and OB a sheaf of associative unital algebras on (B, τ).

Thanks to the fact that the forgetful functor AlgA∼
f∗
−−−→ A is conservative and

preserves limits, this means, precisely, that the composition of the presheaf

Bop
OB

−−−→ AlgA∼

with the forgetful functor AlgA∼
f∗
−−−→ A is a presheaf on the quasi-site (B, τ) with the

values in the category A.



Noncommutative Grassmannians and Related Constructions 321

Applying the generalities of Sections 3 and 4 of Chapter IV, we obtain the monoidal
category O∼

B − ShτMod∼, which acts on the category OB − ShτModX of sheaves
of OB-modules in CX , and its monoidal subcategory Qcoh((B, τ),O∼

B)∼ acting on the
category Qcoh((B, τ),OB)X of quasi-coherent sheaves of modules in CX .

9.4.1. Quasi-coherent sheaves of modules and bimodules on a presheaf of
sets. Let τ be a quasi-topology on the category AffA∼ of affine schemes in A∼ such that
the canonical presheaf of algebras on AffA∼ (– the identical functor AffopA∼−−−→AlgA∼)
is a sheaf. For any presheaf of sets X on the category AffA∼ and the forgetful functor

AffA∼/X
O∨

X

−−−→ AffA∼

the corresponding to a presheaf OX of associative unital algebras in A∼ is a sheaf with
respect to the induced quasi-topology τX on the category AffA∼/X. Thus, we obtain the
monoidal category Qcoh((X, τ),OX)

∼ of quasi-coherent sheaves of OX-bimodules on the
quasi-site (AffA∼/X, τX) acting on the category Qcoh((B, τ),OB)X of quasi-coherent
sheaves of modules in CX .

If the τ is a quasi-topology of 1-descent (which holds for all canonical pretopologies,
starting from the most important smooth pretopology, which is, even, of effective descent)
the categories of quasi-coherent sheaves of bimodules and modules defined above, coincide
with the corresponding categories of presheaves; so that the choice of the quasi-topology
τ does not matter, as long as the quasi-topology is of effective descent.

We leave to the reader the description of these categories and the action for the
varieties described in this Chapter.



Appendix 1: Fibred Categories.

Main references are Exposé VI in [SGA1] and Exposé VI in [SGA4]. The purpose of
this appendix is to recall basic notions and fix notations. All categories we consider here
belong to a fixed universum, U.

A1.1. Categories over a category. Fix a category E . Let (A,A
F
→ E) and

(B,B
G
→ E) be objects of the category Cat/E . For any two morphisms, Φ, Ψ from (A,F )

to (B,G) (called E-functors), an E-morphism Φ → Ψ is defined as any functor morphism
φ : Φ −→ Ψ such that G(φ(x)) = idF (x) for all x ∈ ObA. This defines a subcategory,
HomE((A,F ), (B,G)), of the category Hom(A,B) of all functors from A to B. The
composition

Hom(A,B)×Hom(B,C)−−−→Hom(A,C)

induces a composition

HomE((A,F ), (B,G))×HomE((B,G), (C,H))−−−→HomE((A,F ), (C,H)).

The map ((A,F ), (B,G)) 7−→ HomE((A,F ), (B,G)) defines a functor

(Cat/E)op × Cat/E −−−→ Cat.

A1.2. Inner hom. For any two categories F , G over E and any category H, there
is an isomorphism

Hom(H, HomE(F ,G))
∼−→ HomE(F ×H,G)

functorial in all three arguments).

A1.3. Base change. If F and E ′ are two categories over E , F ×E E
′ denotes their

product in Cat/E . Recall that Ob(F ×E E
′) = ObF ×ObE ObE

′ and Hom(F ×E E
′) =

HomF ×HomE HomE
′. Fixing γ : E ′ −→ E , we obtain the base change functor

Cat/E −→ Cat/E ′, (F 7−→ F ×E E
′, πE′),

where πE′ is the canonical projection.
For any two categories, F , G, over E , the projection G ×E E

′ −→ G induces a category
isomorphism

HomE′(F ×E E
′,G ×E E

′) −−−→ HomE(F ×E E
′,G).
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The inverse morphism sends any E-functor Φ to the E ′-functor Φ×E E
′.

A1.3.1. Proposition. If an E-functor Φ : F −→ G is fully faithful, then for any
base change E ′ −→ E, the corresponding E ′-functor Φ×E E

′ : F ×E E
′ −→ G ×E E

′ is fully
faithful too.

A1.3.2. Definition. An E-functor Φ : F −→ G is called an E-equivalence if there
exists E-functor Ψ : G −→ F and E-isomorphisms Φ ◦Ψ ∼→ IdG , Ψ ◦ Φ

∼→ IdF .

A1.3.3. Proposition. The following conditions on an E-functor Φ : F −→ G are
equivalent:

(i) Φ is an E-equivalence.
(ii) For any category E ′ over E, the functor Φ ×E E

′ : F ×E E
′ −→ G ×E E

′ is an
equivalence of categories.

(iii) Φ is an equivalence of categories, and for any X ∈ ObE, the functor ΦX : FX −→
GX induced by Φ is an equivalence of categories.

A1.4. Cartesian morphisms. Inverse image functors. Fix a category E and an

object A = (A,A
F
→ E) of the category Cat/E . For any X ∈ ObE , we denote by AX the

fiber of F in X which is the subcategory F−1(idX) of A. For any f : X → Y of E and
x, y ∈ ObA such that F (x) = X, F (y) = Y , we set Af (x, y) := {ξ : x→ y| F (ξ) = f}.

A1.4.1. Cartesian morphisms. A morphism ξ ∈ A(x, y) is called cartesian if for
any x′ ∈ ObAX and any ξ′ : x′ → y such that F (ξ′) = f := F (ξ), there exists a unique
X-morphism u : x′ → x (that is Fu = idX) such that ξ′ = ξ ◦ u. In other words, for any
y ∈ AF (x), the map

AX(x′, x)−−−→Af (x
′, y), v 7−→ ξ ◦ v,

is bijective. This means also that the pair (x, ξ) represents the functor

AopX −→ Sets, x′ 7−→ Af (x
′, y).

If for a morphism f ∈ E(X,Y ), there exists a cartesian morphism ξ : x→ y such that
F (ξ) = f , then the object x is defined uniquely up to isomorphism and is called inverse
image of y by f . The standard notation: x = f∗(y). The morphism ξ : f∗(y)→ y is then
denoted by ξf , or by ξf (y).

A1.4.2. Inverse image functor. Suppose an inverse image exists for all y ∈ AY .
Then the map y 7−→ (f∗(y), ξf (y)) defines a functor f∗ : AY −→ AX .

In fact, fix objects y, y′ of AY and a cartesian morphisms ξf (y) : f∗(y) −→ y and
ξf (y

′) : f∗(y′) −→ y′. For any morphism φ : y → y′ of AY , there exists a unique morphism,
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f∗(φ) : f∗(y) −→ f∗(y′), such that the diagram

f∗(y)
ξf (y)

−−−→ y

f∗(φ)
y

y φ

f∗(y′)
ξf (y

′)

−−−→ y′

(1)

commutes.

A1.4.3. Note. Let

x
ξ

−−−→ y

ψ
y

y φ

x′
ξ′

−−−→ y′

be a commutative diagram in A such that ψ ∈ IsoAX and φ ∈ IsoAY . Then ξ is cartesian
iff ξ′ is cartesian.

A1.5. Cartesian functors. Let A = (A,F ), B = (B,G) be E-categories. An E-
functor Φ : A −→ B is called a cartesian functor if it transforms cartesian morphisms to
cartesian morphisms. The full subcategory of HomE(A,B) formed by cartesian functors
is denoted by CartE(A,B).

A1.5.1. Proposition. (a) Any E-equivalence is a cartesian functor.

(a’) Given an E-equivalence Φ : A = (A,F ) −→ B, a morphism ξ of A is cartesian iff
Φ(ξ) is cartesian.

(b) Any E-functor which is isomorphic to a cartesian functor is cartesian.

(c) Composition of cartesian functors is a cartesian functor.

A1.5.2. Corollary. Let Φ : A = (A,F ) −→ B be an E-equivalence. Then for any
E-category C, the functors Ψ 7−→ Ψ ◦ Φ and Ψ 7−→ Φ ◦Ψ induce equivalence of categories:

CartE(B, C)
∼

−−−→ CartE(A, C)

CartE(C,A)
∼

−−−→ CartE(C,B).

A1.5.3. The category CartE . We denote by CartE the category objects of which
are same as objects of Cat/E and morphisms are cartesian functors.
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A1.5.3.1. The category Cart. For a given universum U, we denote by CartU, or
by Cart, the subcategory of the category Cat2U, whose objects are same as objects of Cat2U

– functors, and morphisms from A′ F ′

−→ E ′ to A
F
−→ E are commutative diagrams

A′
G
−−−→ A

F ′
y

y F

E ′
G′

−−−→ E

such that G is a cartesian functor from (A′, G′ ◦ F ′) to (A,F ).

A1.5.4. Colimits. Let B, C be categories and S a family of morphisms of B.
Denote by HomS(B,C) the category of functors B → C which transform morphisms of S
into isomorphisms.

Let A = (A,F ) be a category over E and SA the family of cartesian morphisms of A.
The E-category A defines two functors Cat −→ Sets:

C 7−→ HomSA(A,C), (1)

C 7−→ CartE(A, (C × E , PE)). (2)

Here PE is the natural projection C × E −→ E .

A1.5.4.1. Lemma. The functors (1) and (2) are canonically isomorphic.

Proof. Cartesian morphisms of C × E are all morphisms of the form (m, f), where m
is an isomorphism of A.

A1.5.4.2. Corollary. For any E-category A = (A,F ), the functor

Cat −→ Sets, C 7−→ CartE(A, (C × E , PE)), (2)

is representable by the category (SA)
−1A.

A1.5.4.3. Definition. The functor (2) and the category (SA)
−1A representing it

are denoted by ColimA/E and are called a colimit of A over E .

A1.5.5. Limits.

A1.5.5.1. Proposition. Let A = (A,F ) be a category over E. The functor

Cat −→ Sets, C 7−→ CartE((C × E , PE),A),

is representable by the category CartE(E ,A) of E-cartesian functors E → A.
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Proof. Let A be a category and G : (C × E) −→ A a cartesian functor. For any
z ∈ ObC, the functor

E −→ A, X 7−→ G(z,X),

is cartesian. This gives a map CartE((C × E , PE) −→ CartE(E ,A) functorial in A. This
map is a bijection.

A1.5.5.2. Definition. The category CartE(E ,F) is called the category of cartesian
sections of A over E . It is also called a limit of A over E and is denoted by LimA/E .

A1.6. Fibred and prefibred categories.

A1.6.1. Definitions. (a) A category A = (A,A
F
→ E) over E is called prefibred if for

any morphism f : X → Y of E , an inverse image functor exists.
(b) A prefibred category A over E is called fibred if the composition of cartesian

morphisms is a cartesian morphism.

A1.6.1.1. The 2-category of fibred categories over E. We denote by Fib/E
the 2-category of fibred categories over E . Its 1-morphisms are cartesian functors and
2-morphisms natural transformation of (cartesian) functors.

A1.6.2. Fibred and prefibred subcategories. Let A = (A,F ) be a fibred (resp.
prefibred) category over E . A subcategory B of A is called a fibred subcategory of A (resp.
a prefibred subcategory of A) if B = (B,F |B) is a fibred (resp. prefibred) category and the
inclusion functor is a cartesian functor B −→ A.

A1.6.2.1. Lemma. Let A = (A,F ) be a fibred (resp. prefibred) category over E.
If B is a full subcategory of A, then B is a fibred (resp. prefibred) subcategory of A iff
for any morphism f : X → Y of E and for any y ∈ ObBY , the inverse image, f∗A(y) is
AX-isomorphic to an object of BX .

A1.6.2.2. Example. Let A = (A,F ) be a fibred category over E . And let B be
a subcategory of A having same objects; morphisms of B are cartesian morphisms of A.
In particular, for any X ∈ ObE , morphisms of BX are all isomorphisms of AX . The
subcategory B is a fibred subcategory of A.

A1.6.3. Proposition. Let F : A −→ E be a functor. The following conditions are
equivalent:

(a) All morphisms of A are cartesian.
(b) A = (A,F ) is a fibred category and all fibers are groupoids.

If the equivalent conditions (a), (b) hold, (A,F ) is called fibred category of groupoids.
If E is a groupoid, then the conditions (a), (b) are equivalent to the condition
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(c) The category A is a groupoid, and the functor F : A −→ E is transportable. The
latter means that for any isomorphism f : X → Y of E and any object x of AX , there
exists an isomorphism ξ : x→ y such that F (ξ) = f .

A1.6.4. Proposition. Let Φ : A −→ B be an E-equivalence. Then A is a fibred
(resp. prefibred) category over E iff B is such.

Proof. The assertion follows from the fact that a morphism ξ of A is cartesian iff Φ(ξ)
is cartesian.

A1.6.5. Proposition. Let A1, A2 be categories over E and let ξ = (ξ1, ξ2) be a
morphism of A = A1 ×E A2. The morphism ξ is cartesian iff ξ1, ξ2 are cartesian.

A1.6.6. Proposition. Let A = A1 ×E A2, and let Ψ = (Ψ1,Ψ2) be an E-functor
B → A. The functor Ψ is cartesian iff Ψ1 and Ψ2 are cartesian. Thus one has a category
isomorphism

CartE(B,A1 ×E A2)
∼

−−−→ CartE(B,A1)× CartE(B,A2)

In particular, there is a natural isomorphism of categories

Lim(A1 ×E A2/E)
∼

−−−→ Lim(A1/E)× Lim(A2/E)

Proof. The assertion follows from A1.6.5.

A1.6.6.1. Corollary. Let A1, A2 be fibred (resp. prefibred) categories over E. Then
A1 ×E A2 is a fibred (resp. prefibred) category over E.

A1.6.6.2. Remark. The results above hold for fibred products of any (small) set of
categories over E .

A1.6.7. Proposition. Let A = (A,F ) be a category over E and G : E ′ −→ E a
functor. Let A′ = (A′, F ′), where A′ = A ×E E

′and F ′ is the projection A′ → E ′. A
morphism, ξ′, of A′ is cartesian iff its image, ξ, in A is cartesian.

A1.6.7.1. Corollary. For any cartesian functor F : A −→ B of categories over E
and any functor G : E ′ −→ E, the functor F ′ = F ×E E

′ : A′ = A×E E
′−−−→B′ = B ×E E

′

is cartesian.

Thus the functor HomE(A,B)−−−→HomE′(A′,B′) induces a functor

CartE(A,B)−−−→CartE′(A′,B′).
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Taking into consideration the canonical isomorphism

HomE′(A′,B′)
∼

−−−→ HomE(A×E E
′,B),

one can see that cartesian E ′-functors correspond to E-functorsA×EE
′−−−→B transforming

any morphism the first projection of which is cartesian into a cartesian morphism of B.

A1.6.7.2. Corollary. The category Lim(A′/E ′) is isomorphic to the full subcategory
of HomE(E

′,A) formed by E-functors which transform any morphism into a cartesian
morphism.

In particular, if A is a fibred category over E and Ac is the subcategory of A morphisms
of which are all cartesian morphisms of A, then there is a bijection

ObLim(A′/E ′)
∼

−−−→ ObHomE(E
′,Ac).

A1.6.8. Proposition. Let A be a fibred (resp. prefibred) category over E. Then for
any functor E ′ −→ E, A′ := A×E E

′ is a fibred (resp. prefibred) category over E ′.

A1.6.9. Proposition. Let A and B be prefibred categories over E, Φ a cartesian
functor A −→ B. The functor Φ is faithful (resp. fully faithful, resp. E-equivalence) iff for
any X ∈ ObE, the induced functor ΦX : AX −→ BX is faithful (resp. fully faithful, resp.
an equivalence).

Proof. The fact follows from definitions.

A1.6.10. Proposition. Let A = (A,F ) be a prefibred category over E. It is fibred
iff the following condition holds:

(Fib) Let ξ : x → y be a cartesian morphism over f : X → Y (i.e. F (ξ) = f). For
any morphism g : V → X and any v ∈ ObAV , the map

Homg(v, x)−−−→Homfg(v, x), u 7−→ ξ ◦ u,

is bijective.

A1.6.10.1. Corollary. Let A = (A,F ) be a category over E, ξ a morphism of A.
(a) If ξ an isomorphism, then ξ is cartesian and F (ξ) is an isomorphism.
(b) If A is fibred, then the inverse is true.

A1.6.10.2. Corollary. Let ξ : x → y and α : v → x be morphisms of a fibred
category A over E. Suppose ξ is cartesian. Then α is cartesian iff ξ ◦ α is cartesian.
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A1.7. Fibred categories and pseudo-functors. A pseudo-functor Eop −→ Cat is
given by the following data:

(i) A map ObE −→ ObCat, X 7−→ AX .
(ii) A map HomE −→ HomCat which associates to any f : X → Y a functor

f∗ : AY −→ AX .

(iii) A map which associates to any pair of composable morphisms, S
f
−→ T

g
−→ U a

functor morphism cg,f : f∗g∗ −→ (gf)∗.
This data should satisfy the following conditions:
(a) cf,idS = idf∗ = cidT ,f for any morphism f : S → T of E ,
(b) For any composable morphisms, f : S → T, g : T → U, h : U → V of E , the

diagram

f∗g∗h∗
cf,gh

∗

−−−→ (gf)∗h∗

f∗ch,g

y
y ch,gf

f∗(hg)∗
chg,f
−−−→ (hgf)∗

commutes.
Pseudo-functors Eop −→ Cat form a category defined in a natural way.

A1.7.1. Prefibred categories and pseudo-functors. Let A = (A,F ) be a prefi-
bred category over E . Then there is a function which assigns to any morphism f of E its
inverse image functor, f∗ in such a way that (idX)∗ = IdAX for all X ∈ ObE .

Let f : X → Y and g : V → X be morphisms of E and y an object of AY . There
exists a unique V -morphism

cf,g(y) : g
∗f∗(y) −→ (fg)∗(y)

such that the diagram

g∗f∗(y)
ξg(f

∗(y))

−−−→ f∗(y)

cf,g(y)
y

y ξf (y)

(fg)∗(y)
ξfg(y)

−−−→ y

is commutative. These morphisms are functorial in y, i.e. cf,g = {cf,g(y)|y ∈ ObAY } is
a morphism g∗f∗ −→ (fg)∗ of functors AY −→ AV . One can check that they satisfy the
conditions (a), (b) of A1.7.1.

Conversely, let Eop −→ Cat, X 7−→ AX , f 7−→ f∗ be a pseudo-functor. Set ObA =∐
X∈ObE AX = {(X,x)| X ∈ ObE , x ∈ ObAX}. A morphism from x̄ = (X,x) to ȳ = (Y, y)

is a pair (f, ξ), where f is a morphism X → Y, ξ a morphism x→ f∗(y). A composition
is defined by

(f, ξ) ◦ (g, µ) := cf,g(y) ◦ g
∗(ξ) ◦ µ. (1)
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Set hf (x̄, ȳ) := HomAX (x, f
∗(y)) and A(x̄, ȳ) =

∐
f∈E(X,Y ) hf (x̄, ȳ). The composition

(1) defines the composition on A. The projection functor, F : A −→ E , is given by the
maps (X,x) 7−→ X, (f, ξ) 7−→ f .

The E-category F : A −→ E is fibred iff all morphisms cf,g are isomorphisms.

A1.8. Limits, Colimits, and pseudo-functors. Let A = (A,F ) be a prefibred
category corresponding to a pseudo-functor Eop −→ Cat,

ObE ∋ X 7−→ AX , HomE ∋ f 7−→ f∗, HomE ×ObE HomE ∋ (f, g) 7−→ cf,g. (1)

A1.8.1. Colimits of pseudo-functors. The composition of inclusion functors
AX →֒ A and the canonical functor A −→ ColimA/E provide for any X ∈ ObE a functor
qX : AX −→ ColimA/E , and for any morphism f : X → Y of E a diagram commutative
up to isomorphism:

AY
f∗

−−−→ AX
qY ց ւ qX
ColimA/E

Thus ColimA/E is a colimit in the sense of pseudo-functors of the pseudo-functor
Eop −→ Cat.

Note that if X 7−→ AX , f 7−→ f∗ is a functor, the category ColimA/E is not, in
general, the colimit of this functor.

A1.8.2. Limits of pseudo-functors. Fix a pseudo-functor

Eop −→ Cat, X 7−→ AX , f 7−→ f∗, (f, g) 7−→ cf,g.

For any X ∈ ObE , denote by pX the functor LimA/E −→ AX of evaluation at X.
For any morphism f : X → Y of E , there is a diagram

AY
f∗

−−−→ AX
pY տ ր pX

LimA/E

commutative up to isomorphism. This means that LimA/E is a limit in the sense of
pseudo-functors of the pseudo-functor Eop −→ Cat.

If X 7−→ AX , f 7−→ f∗ is a functor, the category LimA/E is not, in general, the limit
of this functor.

A1.9. Cofibred and bifibred categories. Fix a category A = (A,A
F
→ E),

over E . A morphism ξ : x → y of A is called cocartesian if it is a cartesian morphism
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of the category Aop := (Aop, F op) over Eop. This means that for any x′ ∈ ObAY , the
map AX(y, y′) −→ Homf (x, y

′), u 7−→ u ◦ ξ, is bijective. In this case, (y, ξ) is called
a direct image of x by f . If it exists for any x ∈ AX , then there exists a direct image
functor f∗ : AX −→ AY . It is defined (uniquely up to isomorphism) by an isomorphism
of bifunctors

AY (f∗(x), y)
∼−→ Homf (x, y).

A1.9.1. Suppose f∗ exists. Then f∗ exists iff f∗ has a right adjoint.
In fact, the functor f∗ is defined (uniquely up to isomorphism) by a functorial iso-

morphism AX(x, f∗(y)) ∼−→ Homf (x, y). Therefore we have a functorial isomorphism
AX(x, f∗(y)) ≃ AY (f∗(x), y).



Appendix 2: Monoidal categories and their actions.

The main practical purpose here is to fix notations and give an overview of the subject
in the form convenient for its use in Chapter V. The reader might look shortly at this text
and then return to its specific parts when needed.

A2.1. Categories with multiplication and morphisms between them. A
category with multiplication is a pair (A,⊙), where A is a category and ⊙ is a functor
A×A −→ A. Categories with multiplications form a category: a morphism from (A,⊙)
to (A′,⊙′) is a pair (Φ, φ), where Φ is a functor A −→ A′ and φ is a functor morphism
⊙′ ◦ (Φ× Φ) −→ Φ ◦ ⊙. The composition of

(A,⊙)
(Φ,φ)
−−−→ (A′,⊙′) and (A′,⊙′)

(Ψ,ψ)
−−−→ (A′′,⊙′′)

is (Ψ ◦ Φ,Ψφ ◦ ψ(Φ× Φ)).

A2.1.1. Strict morphisms. A morphism

(A,⊙)
(Φ,φ)
−−−→ (A′,⊙′)

of categories with multiplication is called strict if φ is the identical morphism; that is
⊙′ ◦ (Φ× Φ) = Φ ◦ ⊙. It follows that strict morphisms are closed under composition.

A2.1.2. Associative multiplications. The category with multiplication (A,⊙)
is called strict if the functor

A
L⊙

−−−→ End(A), a 7−→ a⊙−, (1)

is a strict morphism from (A,⊙) to (End(A), ◦). The latter means precisely that the
multiplication ⊙ is associative: ⊙ ◦ (⊙× IdA) = ⊙ ◦ (IdA ×⊙).

A2.2. Strict monoidal categories. A strict category with multiplication (A,⊙)
is called a strict monoidal category, if there exists an object I of A such that

I⊙− = IdA = −⊙ I.

Notice that the unit object I is uniquely determined by these equalities.
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A standard example of a strict monoidal category is the category EndC of endofunctors
of a category C with the composition as multiplication.

A strict monoidal functor from a strict monoidal category (A,⊙, I) to a strict

monoidal category (A′,⊙′, I′) is a functor A
Φ
−→ A′ such that

⊙′ ◦ (Φ× Φ) = Φ ◦ ⊙ and Φ(I) = I
′.

A2.2.1. If (A,⊙, I) is a strict monoidal category, then the canonical functors

A
L⊙

−−−→ End(A), a 7−→ a⊙−,

A
R⊙

−−−→ End(A), a 7−→ −⊙ a,

are strict monoidal functors from (A,⊙, I) to (End(A), ◦, IdA).

A2.3. Actions. An action of a category with multiplication (A,⊙) on a category

CX is a morphism (A,⊙)
(Φ.φ)
−−−→ (End(CX), ◦).

A2.3.1. Associativity constraints. Every extension (L⊙, a) of the canonical
functor

A
L⊙

−−−→ End(A), x 7−→ x⊙−, (1)

to an action of (A,⊙) on the category A is a choice of a morphism

⊙ ◦ (IdA ×⊙)
a

−−−→ ⊙ ◦ (⊙× IdA). (2)

of functors from A×A×A to A. If the morphism a in (2) is an isomorphism, it is called
an associativity constraint. Every associativity constraint a on (A,⊙) gives an extension
(R⊙, a

−1) of the functor

A
R⊙

−−−→ End(A), x 7−→ −⊙ x,

to an action of (A,⊙) on the category A.
Triples (A,⊙; a), where a is an associativity constraint, are objects of a category

whose morphisms (A,⊙; a) −−−→ (A′,⊙′; a′) are morphisms (A,⊙)
(Φ.φ)
−−−→ (A′,⊙′),

which are compatible with associativity constraints in the sense that the diagram

⊙′ ◦ (Φ×⊙′ ◦ (Φ× Φ))
⊙′(idΦ×φ)
−−−−−−−→ ⊙′ ◦ (Φ× Φ ◦ ⊙)

φ(IdA×⊙)
−−−−−−−→ Φ ◦ ⊙ ◦ (IdA ×⊙)

a′Φ
y

y Φa

⊙′ ◦ (⊙′ ◦ (Φ× Φ)× Φ)
⊙′(φ×idΦ)
−−−−−−−→ ⊙′ ◦ (Φ ◦ ⊙ × Φ)

φ(⊙×IdA)
−−−−−−−→ Φ ◦ ⊙ ◦ (⊙× IdA)

(3)
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commutes. It is immediate that the compatibility with associativity constraints – that is
the commutativity of the diagram (3), survives composition.

A2.3.2. Associative actions. An action of (A,⊙; a) on a category CX (sometimes

called an associative action) is a morphism (A,⊙; a)
(Φ,φ)
−−−→ (End(CX), ◦; id).

In other words, the diagram

Φ(x) ◦ (Φ(y) ◦ Φ(z))
Φ(x)φy,z
−−−→ Φ(x) ◦ Φ(y ⊙ z)

φx,y⊙z
−−−→ Φ(x⊙ (y ⊙ z))

id
y

y Φa

(Φ(x) ◦ Φ(y)) ◦ Φ(z))
φx,yΦ(z)

−−−→ Φ(x⊙ y) ◦ Φ(z))
φx⊙y,z
−−−→ Φ((x⊙ y)⊙ z)

(4)

commutes for all objects x, y, z of the category A.

A2.3.3. Unital actions.

A2.3.3.1. Categories with multiplication and ’unit’ objects. Those are triples
(A,⊙; I), where I is an object of the category A. A morphism from (A,⊙; I) to (A′,⊙′; I′)
is a triple (Φ, φ, φ0), where (Φ, φ) is a morphism (A,⊙) −→ (A′,⊙′) and φ0 is a morphism
I′ −→ Φ(I). The composition is defined naturally.

A2.3.3.2. Unital actions. Suppose that (Φ, φ, φ0) is a morphism from (A,⊙; I)
to (End(CX), ◦; IdCX ), i.e. (Φ, φ) is an action of (A,⊙) on the category CX and φ0 is a

morphism IdCX −→ Φ(I). We denote by Φ(−)
φℓ

−−−→ Φ(I⊙−) the composition of

Φ(−)
φ0Φ
−−−→ Φ(I) ◦ Φ(−) and Φ(I) ◦ Φ(−)

φ
I,−

−−−→ Φ(I⊙−)

and by Φ(−)
φr

−−−→ Φ(−⊙ I) the composition of

Φ(−)
φ0Φ
−−−→ Φ(I) ◦ Φ(−) and Φ(I) ◦ Φ(−)

φ
−,I

−−−→ Φ(−⊙ I).

We call the action (Φ, φ, φ0) ’unital’ if φℓ(I) = φr(I).

A2.3.3.3. Associative unital actions. Consider now categories with multiplica-
tion, associativity constraint and a ’unit’ object. Let (A,⊙; a, I) be one of them and
(Φ, φ, φ0) a morphism of (A,⊙; I) to (End(CX), ◦; IdCX ). We call this morphism an
associative unital action if (Φ, φ) is an associative action of (A,⊙; a) on the category
CX (i.e. the diagram 3.2.2(4) commutes for all x. y, z in ObA) and (Φ, φ, φ0) is unital:
φℓ(I) = φr(I).
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A2.4. Monoidal categories and their actions. A monoidal category is a data
(A,⊙; a; I, l, r), where (L⊙, a, l) and (R⊙, a

−1, r) are associative unital actions of
(A,⊙; a; I) on the category A such that

I⊙ IdA
l

←−−− IdA
r

−−−→ IdA ⊙ I

are functor isomorphisms making the diagram

I⊙ IdA
l

←−−− IdA
r

−−−→ IdA ⊙ I

I⊙ r
y

y l⊙ I

I⊙ (IdA ⊙ I)
a

−−−−−−−→ (I⊙ IdA)⊙ I

(1)

commute.

A2.4.1. Monoidal functors. Amorphism from a monoidal category (A,⊙; a; I, l, r)
to a monoidal category (A′,⊙′; a′; I′, l′, r′) (otherwise called a monoidal functor) is a
morphism (Φ, φ, φ0) from (A,⊙; a; I) to (A′,⊙′; a′; I′) such that the diagram

I′ ⊙′ Φ(−)
l′Φ
←−−− Φ

r′Φ
−−−→ Φ(−)⊙′ I′

φI,−

y
y idΦ

y φ−,I

Φ(I⊙−)
Φl
←−−− Φ

Φr
−−−→ Φ(−⊙ I)

(2)

commutes. The composition of monoidal functors is a monoidal functor.

A2.4.2. Morphisms of monoidal functors. Let A∼ = (A,⊙; a; I, l, r) be a svelte
monoidal category; and let (Φ, φ, φ0) and (Ψ, ψ, ψ0) be monoidal functors from A∼ to

a monoidal category Ã∼ = (Ã, ⊙̃; ã; Ĩ, l̃, r̃). A morphism from (Φ, φ, φ0) to (Ψ, ψ, ψ0)

is a functor morphism Φ
ζ
−→ Ψ such that the diagrams

Φ(x)⊙̃Φ(y)
φx,y
−−−→ Φ(x⊙ y) Φ(I)

ζ(I)

−−−→ Ψ(I)

ζ(x)⊙̃ζ(y)
y

y ζ(x⊙ y) and φ0 տ րψ0

Ψ(x)⊙̃Ψ(y)
ψx,y
−−−→ Ψ(x⊙ y) Ĩ

commute for all x, y ∈ ObA.

A2.4.3. The 2-category of monoidal categories. We denote by MCat the 2-
category whose objects are svelte monoidal categories, 1-morphisms are monoidal functors
and 2-morphisms are morphisms of monoidal functors.
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A2.4.4. Actions of monoidal categories. An action of a monoidal category
A∼ = (A,⊙; a; I, l, r) on a category CX is a morphism (Φ, φ, φ0) of A∼ to the the strict
monoidal category (End(CX), ◦, IdCX ). It follows that (Φ, φ, φ0) is an assoicative unital

action of (A,⊙; a; I) on CX such that the morphism Φ
φl

−−−→ Φ(I ⊙ −) (defined in

A2.3.3.2) coincides with Φ(l) and Φ
φr

−−−→ Φ(−⊙ I) coincides with Φ(r).

A2.4.5. Morphisms between actions of monoidal categories. Let Φ∼ =
(Φ, φ, φ0) be an action of a monoidal category A∼ = (A,⊙; a; I, l, r) on the category

CX and Φ̃∼ = (Φ̃, φ̃, φ̃0) be an action of a monoidal category Ã∼ = (Ã, ⊙̃; ã; Ĩ, l̃, r̃) on

the category CY . A morphism from Φ∼ = (Φ, φ, φ0) to Φ̃∼ = (Φ̃, φ̃, φ̃0) is a triple

(Ψ∼; g∗, γ), where Ψ∼ = (Ψ, ψ, ψ0) is a monoidal functor from A∼ to Ã∼, g∗ is a

functor CX −→ CY , γ is a morphism Φ̃ ◦ Ψ(−) ◦ g∗−−−→ g∗Φ(−) of functors from A
to Hom(CX , CY ) satisfying natural compatibility conditions.

A2.4.6. Examples of actions.

A2.4.6.1. Bimodules and modules. A standard noncommutative example is the
monoidal category Re − mod∼ = (Re − mod,⊗R, R) of left Re-modules acting on the
category of left modules over an associative k-algebra R.

A2.4.6.2. Continuous endofunctors. Let CX be a svelte k-linear category and
Endck(CX) the category of continuous k-linear endofunctors of the category CX . It is the
monoidal subcategory of the strict monoidal category End(CX)∼ = (End(CX), ◦, IdCX )
naturally acting on the category CX . It follows from Eilenberg-Moore theorem that, it
CX = R−mod, this example is naturally equivalent to A2.4.6.1.

A2.4.6.3. Weakly continuous functors. Let CX be a svelte category with coker-
nels of reflexive pairs of arrows, and let Endw(CX) denote the category of weakly continuous
(that is preserving cokernels of reflexive pairs of arrows) endofunctors of the category CX .
The monoidal category Endw(CX)∼ = (Endw(CX), ◦, IdCX ) acts on the category CX .

A2.4.6.4. One of the main examples. Let CX be a svelte category with cokernels
of reflexive pairs of arrows and countable coproducts; and let Endw(CX) denote the full
subcategory of Endw(CX) generated by all endofinctors of CX which preserve countable
coproducts. The monoidal subcategory Endw(CX)∼ = (Endw(CX), ◦, IdCX ) is one of our
main examples: the actions of other monoidal categories on CX are usually required to be
monoidal functors to the monoidal Endw(CX)∼.

A2.5. Algebras in monoidal categories. An algebra in a monoidal category
A∼ = (A,⊙; a; I, l, r) is a pair (R, µ), where R is an object of the category A and µ is
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a morphism R⊙R −→ R. A morphism of algebras (R, µR) −→ (S, µS) is given by a

morphism R
ϕ
−→ S of the category A such that the diagram

R⊙R
ϕ⊙ϕ
−−−→ S ⊙ S

µR

y
y µS

R
ϕ

−−−→ S

commutes. If (R, µR)
ϕ

−−−→ (S, µS ) and (S, µS)
ψ

−−−→ (T , µT ) are algebra morphisms,

then the composition R
ψ◦ϕ
−−−→ T is an algebra morphism (R, µR)

ψ◦ϕ
−−−→ (T , µT ).

This defines the category AlgA∼ of algebras in the monoidal category A∼.

A2.5.1. Unital algebras. An algebra (R, µ) is called unital if there is a morphism

– the unit element, I
ηR
−→ R such that the diagram

I⊙R
l
R

←−−− R
r
R

−−−→ R⊙ I

ηR ⊙ idR

y
y idR

y idR ⊙ ηR

R⊙R
µ

−−−→ R
µ

←−−− R⊙R

(2)

commutes. There is at most one unit element, because if I
η
−→ R

η̃
←− I are unit elements,

then it follows from the commutativity of the diagram (2) that

η = (µ ◦ (η̃ ⊙ idR) ◦ lR) ◦ η = µ ◦ (η ⊙ η̃) ◦ lI =

µ ◦ (η ⊙ η̃) ◦ rI = (µ ◦ (idR ⊙ η̃) ◦ rR) ◦ η̃ = η̃.

A2.5.1.1. Unital algebra morphisms. Let (R, µR) and (S, µS ) be unital

algebras with the unit elements R
η
R←− I

η
S−→ S. An algebra morphism

(R, µR)
ϕ

−−−→ (S, µS )

is called unital if ϕ◦ηR = ηS . The composition of unital morphisms is a unital morphism.
Unital algebras and unital algebra morphisms form a subcategory of the category of

AlgA∼ of algebras in A∼, which we denote by AlguA∼.

A2.5.2. The category of associative unital algebras. An algebra (R, µ) in the
monoidal category A∼ = (A,⊙; a; I, l, r) is called associative if the diagram

R⊙ (R⊙R)
a

−−−−−−−→ (R⊙R)⊙R

idR ⊙ µ
y

y µ⊙ idR

R⊙R
µ

−−−→ R
µ

←−−− R⊙R

(1)
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commutes.
We denote by AlgA∼ the full subcategory of the category AlguA∼ whose objects are

associative unital algebras in the monoidal category A∼.

A2.5.2.1. Note. Associative unital algebras in a monoidal category A∼ are oftenly
called monoids in A∼. We prefer to use ’monoids’ in the traditional meaning – as algebras
in the monoidal category of sets.

A2.5.3. Monoidal functors and algebras.

A2.5.3.1. Functors between algebras induced by monoidal functors. Every
morphism Φ∼ = (Φ, φ, φ0) from a monoidal category A∼ = (A,⊙; a; I, l, r) to a monoidal
category A

′∼ = (A′,⊙′; a′; I′, l′, r′) induces a functor

AlgA∼
Φ∼

Alg

−−−→ AlgA
′∼, (R, µ) 7−→ (Φ(R),Φ(µ) ◦ φR,R), (1)

which maps an algebra morphism (R, µR)
ϕ

−−−→ (S, µS ) to

(Φ(R), µR ◦ φR,R)
Φ(ϕ)
−−−→ (Φ(S), µS ◦ φR,R).

It follows that the functor AlgA∼
Φ∼

Alg

−−−→ AlgA
′∼ maps associative algebras to

associative algebras and unital algebra morphisms to unital algebra morphisms.
In particular, the functor Φ∼

Alg induces a functor

AlgA∼
Φ∼
Alg

−−−→ AlgA
′∼ (2)

from the category of associative unital algebras in A∼ to the category of associative unital
algebras in A

′∼.

A2.5.3.2. Actions and monads. The category of associative unital algebras in
the strict monoidal category (End(CX), ◦, IdCX ) of endofunctors of a svelte category
CX coincides with the category Mon(X) of monads on CX . So that every action Φ∼ =
(Φ, φ, φ0) of a monoidal category A∼ on the category CX induces a functor

AlgA∼
Φ∼
Alg

−−−→ Mon(X). (3)

A2.5.3.3. Elements of algebras. Let A∼ = (A,⊙; a; I, l, r) be a monoidal cate-
gory. For every object V of the category A, we denote by |V| the set A(I,V). The elements
of |V| are called elements of the object V. The functor

A
A(I,−)
−−−→ Sets, V 7−→ |V|,
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assigning to each object the set of its elements has a natural structure of a monoidal functor
| − |∼ = (| − |, φ, φ0) from A∼ to the monoidal category Sets∼ = (Sets,×, •) of sets.

Here • is a one element set – the unit object of Sets∼. The morphism •
φ0
−→ |I| = A(I, I)

assigns to the unique element of • the identical morphism I→ I.
For any pair of objects V, W of the category A, the morphism

|V| × |W|
φ
V,W

−−−→ |V ⊙W|

is defined by φV,W (v,w) = (v ⊙ w) ◦ lI – the composition of I ⊙ I
v⊙w
−−−→ V ⊙W and

the canonical isomorphism I
lI−→ I⊙ I.

By the generality A2.5.3.1, the monoidal functor | − |∼ = (| − |, φ, φ0) from A∼ to
Sets∼ induces a functor | − |∼Alg from the category AlgA∼ of associative unital algebras
in A∼ to the category of monoids, which is precisely the category of associative unital
algebras in the monoidal category Sets∼.

A2.5.3.3.1. Invertible elements of algebras. Let R be an associative unital
algebra in a monoidal category A∼ and |R| the monoid of its elements. We denote by |R|∗

the group of all invertible elements of the monoid |R| and call it the group of invertible
elements of the algebra R.

A2.5.4. Reflection of monoidal categories and opposite algebras.

A2.5.4.1. Reflection of monoidal categories. Let A∼ = (A,⊙; a; I, l, r) be a

monoidal category. We denote by ⊙σ the composition of the functor A × A
⊙
−−−→ A

with the standard symmetry

A×A −−−→ A×A, (x, y) 7−→ (y, x),

and set
lσx = rx, rσy = ly, aσx,y,z = a−1

z,y,x for all x, y, z ∈ ObA. (1)

One can see that A∼
σ = (A,⊙σ; aσ; I, lσ, rσ) is a monoidal category, which we call

the reflection of A∼. Evidently, the map A∼ 7−→ A∼
σ is involutive: (A∼

σ )
∼
σ = A∼.

A2.5.4.2. Reflection of monoidal functors. If Φ∼ = (Φ, φ, φ0) is a monoidal

functor from A∼ = (A,⊙; a; I, l, r) to Ã∼ = (Ã, ⊙̃; ã; Ĩ, l̃, r̃), then Φ∼
σ = (Φ, φσ, φ0),

where φσx,y = φx,y for all x, y ∈ ObA, is a monoidal functor from A∼
σ to Ã∼

σ .
The map which assigns to monoidal categories and monoidal functors their respective

reflections is an involutive automorphism of the category (actually the 2-category) MCat
of svelte monoidal categories and monoidal functors.
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A2.5.4.3. Opposite algebras. Every algebra R = (R,µR) in A∼ defines an
algebra Ro = (R,µ

Ro
) in the monoidal category A∼

σ , which we call the algebra opposite
to R.

If R = (R,µR)
ϕ

−−−→ S = (S, µS ) is a morphism of algebras in A∼, then the same

R
ϕ
−→ S defines a morphism Ro = (R,µ

Ro
)

ϕ
−−−→ So = (S, µ

So
) of opposite algebras.

This produces an isomorphism between the category AlgA∼ of algebras in the
monoidal category A∼ and the category AlgA∼

σ of algebras in the monoidal cate-
gory A∼

σ – the reflection of A∼. Since R 7−→ Ro maps unital (resp. associative)
algebras to unital (resp. associative) algebras, the isomorphism

AlgA∼ ∼−→ AlgA∼
σ

induces an isomorphism
AlgA∼ ∼−→ AlgA∼

σ

between the categories of associative unital algebras.

A2.5.5. Digression: braidings, symmetries and commutative algebras.

A2.5.5.1. Morphisms to the reflection. Let A∼ = (A,⊙; a; I, l, r) be a monoidal
category and (IdA, β, idI) a monoidal functor from the monoidal category A∼ to its
reflection A∼

σ = (A,⊙σ; aσ; I, lσ, rσ) (see A2.5.4.1). This means that β is a functor
morphism ⊙σ −→ ⊙ making commute the diagram

⊙σ ◦ (IdA ×⊙
σ)

⊙σ(IdA×β)
−−−−−−−→ ⊙σ ◦ (IdA ×⊙)

β(IdA×⊙)
−−−−−−−→ ⊙ ◦ (IdA ×⊙)

aσ
y≀ ≀

y a

⊙σ ◦ (⊙σ × IdA)
⊙σ(β×IdA)
−−−−−−−→ ⊙σ ◦ (⊙× IdA)

β(⊙×IdA)
−−−−−−−→ ⊙ ◦ (⊙× IdA)

(1)

obtained via specialization of the diagram A2.3.1(3) and the diagram

I⊙σ IdA
lσ

←−−− IdA
rσ

−−−→ IdA ⊙
σ I

βI,−

y
y id

y β−,I

I⊙ IdA
l

←−−− IdA
r

−−−→ IdA ⊙ I)

(2)

which is a special case of A2.4.1(2). Or, what is the same, the diagrams

(z ⊙ y)⊙ x)
βy,z⊙idx
−−−−−−−→ (y ⊙ z)⊙ x

βx,y⊙z
−−−−−−−→ x⊙ (y ⊙ z)

az,y,x

x≀ ≀
y ax,y,z

z ⊙ (y ⊙ x)
idz⊙βx,y
−−−−−−−→ z ⊙ (x⊙ y)

βx⊙y,z
−−−−−−−→ (x⊙ y)⊙ z

(3)
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and

x⊙ I
rx
←−−− x

lx
−−−→ I⊙ x

βI,x

y
y idx

y βx,I

I⊙ x
lx
←−−− x

rx
−−−→ x⊙ I

(4)

commute for all x, y, z ∈ ObA.
The commutativity of the diagram (4) means that

βI,x = lx ◦ r
−1
x and βx,I = rx ◦ l

−1
x for all x ∈ ObA. (5)

A2.5.5.2. Note. Applying A2.5.5.1 to a monoidal functor (IdA, β
′, idI) from the

reflection A∼
σ = (A,⊙σ; aσ; I, lσ, rσ) of the monoidal category A∼ = (A,⊙; a; I, l, r)

to A∼, we obtain that (IdA, β
′, idI) being a monoidal functor is equivalent to the

commutativity of the diagram

(z ⊙ y)⊙ x)
β′
z⊙y,z

←−−−−−−− x⊙ (z ⊙ y)
idx⊙β

′
y,z

←−−−−−−− x⊙ (y ⊙ z)

az,y,x

x≀ ≀
y ax,y,z

z ⊙ (y ⊙ x)
β′
y⊙x,z

←−−−−−−− (y ⊙ x)⊙ z
β′
x,y⊙idz

←−−−−−−− (x⊙ y)⊙ z

(6)

for all x, y, z ∈ ObA together with the equalities

β′
x,I = lx ◦ r

−1
x and β′

I,x = rx ◦ l
−1
x for all x ∈ ObA. (7)

A2.5.5.3. The action on algebras. As any monoidal functor, a monoidal functor
β∼ = (IdA, β, idI) from a monoidal category A∼ = (A,⊙; a; I, l, r) to its reflection
A∼
σ = (A,⊙σ; aσ; I, lσ, rσ) gives rise to a functor

AlgA∼
β∼
Alg

−−−→ AlgA∼
σ

which maps an algebra R = (R,µR) in A∼ to the algebra Rβ = (R,µβ
R
), where

µβ
R
= µR ◦ βR,R.

A2.5.5.4. Definition. Let β∼ = (IdA, β, idI) be a monoidal functor from a
monoidal category A∼ = (A,⊙; a; I, l, r) to its reflection A∼

σ = (A,⊙σ; aσ; I, lσ, rσ).
We say that an algebra R = (R,µR) in A∼ is β-commutative if Rβ = (R,µβ

R
) =

(R,µR ◦ βR,R) coincides with the algebra Ro (see A2.5.4.3).
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A2.5.5.5. Braidings. A monoidal functor β∼ = (IdA, β, idI) from a monoidal
category A∼ = (A,⊙; a; I, l, r) to its reflection A∼

σ = (A,⊙σ; aσ; I, lσ, rσ) is called a
braiding if it has the inverse monoidal functor. Equivalently, (IdA, β

−1, idI) is a monoidal

functor from A∼
σ to A∼. Here β−1

x,y
def
= (βy,x)

−1.
Applying A2.5.5.2(6) to β′ = β−1, we obtain the diagram

(z ⊙ y)⊙ x)
βx,z⊙y

−−−−−−−→ x⊙ (z ⊙ y)
idx⊙βy,z
−−−−−−−→ x⊙ (y ⊙ z)

az,y,x

x≀ ≀
y ax,y,z

z ⊙ (y ⊙ x)
βy⊙x,z

−−−−−−−→ (y ⊙ x)⊙ z
βx,y⊙idz
−−−−−−−→ (x⊙ y)⊙ z

(8)

which commutes for all x, y, z ∈ ObA.

Thus, a braiding β∼ is identified with a morphism ⊙
β
−→ ⊙σ such that the diagrams

(8) and

(z ⊙ y)⊙ x)
βy,z⊙idx
−−−−−−−→ (y ⊙ z)⊙ x

βx,y⊙z
−−−−−−−→ x⊙ (y ⊙ z)

az,y,x

x≀ ≀
y ax,y,z

z ⊙ (y ⊙ x)
idz⊙βx,y
−−−−−−−→ z ⊙ (x⊙ y)

βx⊙y,z
−−−−−−−→ (x⊙ y)⊙ z

(3)

commute for all x, y, z ∈ ObA and

βI,x = lx ◦ r
−1
x and βx,I = rx ◦ l

−1
x for all x ∈ ObA. (5)

A2.5.5.6. Symmetries. We call a monoidal functor β∼ = (IdA, β, idI) from a
monoidal category A∼ = (A,⊙; a; I, l, r) to its reflection A∼

σ = (A,⊙σ; aσ; I, lσ, rσ) a
symmetry if the reflection βσ

∼

= (IdA, β
σ, idI) of β∼ (cf. A2.4.3) is the inverse of β∼.

In other words, βx,y ◦ βy,x = idx⊙y for any x, y ∈ ObA.

A2.5.5.7. Note. Evidently, every symmetry is a braiding. Moreover, if β∼ =
(IdA, β, idI) is a symmetry, then the commutativity of the diagram (8) is equivalent to
the commutativity of the diagram (3). So that symmetries are identified with morphisms

⊙
β
−→ ⊙σ such that βx,y ◦ βy,x = idx⊙y and βI,x = lx ◦ r

−1
x for all x, y ∈ ObA and the

diagram (8) (or (3)) commutes for all x, y, z ∈ ObA.

A2.5.6. Digression: operads and algebras over operads. Fix a symmetric

monoidal k-linear category C∼ = (C,⊗, I, a, l, r;β); here β =
(
X ⊗ Y

βX,Y
−−−→ Y ⊗X

)
is a

symmetry. Let S denote the category whose objects are sets [n] = {1, ..., n}, n ≥ 1, and
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[0] = ∅ and morphisms are bijections. Denote by CS the category of functors Sop −→ C.
In other words, objects of CS are collectionsM = (M(n)| n ≥ 0), where Mn is an object
of C with an action of the symmetric group Sn.

The category CS acts on the category C by polynomial functors:

M : V 7−→M(V ) =
⊕

n≥0

M(n)⊗Sn V
⊗n (1)

The composition of polynomial functors is again a polynomial functor. This defines
a tensor product, ⊙, on CS called the plethism product. We denote the corresponding
monoidal category (CS,⊙, IS) by C∼S. Here IS is the unit object IS. One can see that
IS(n) = 0 if n 6= 1 and IS(1) is the unit object of the category C∼.

Thus, we have a natural action of the monoidal category CS on the category C.
Associative unital algebras in the monoidal category C∼S are called operads in the

monoidal category C∼, or C∼-operads. Modules in C over an operad P are traditionally
called algebras.

A2.6. Actions and modules. Fix an action Φ∼ = (Φ, φ, φ0) of a monoidal

category A∼ = (A,⊙; a; I, l, r) on a category CX such that the functor A
Φ
−→ End(CX)

takes values in the full monoidal subcategory Endw(CX) of the category End(CX) whose
objects are weakly continuous (that is preserving cokernels of reflexive pairs of arrows)
endofunctors. For any unital associative algebra R in A∼, we denote by R−modX the
category of modules over the monad Φ∼

Alg(R).

A2.6.1. The left standard action and left modules. Consider the standard left
action of the monoidal category A∼ on the category A:

A∼
(L⊙,a,l)

−−−→ (End(A), ◦, IdA), x 7−→ x⊙−.

For any associative unital algebra R = (R,µR), we denote the corresponding category
of R-modules by R −mod and call its objects left R-modules. It follows that objects of
R − mod are pairs (M, ξM), where M is an object of the category A and ξM a left
R-module structure – a morphism R⊙M −→M such that the diagrams

R⊙ (R⊙M)
a
R,R,M

−−−−−−−→ (R⊙R)⊙M R⊙M
ξM
−−−→ M

R⊙ ξM

y
y µR ⊙M and η

R
⊙M տ րlM

R⊙M
ξM
−−−→ M

ξM
←−−− R⊙M I⊙M

commute. Here I
η
R−→ R is the unit of the algebra R = (R,µR).
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A morphism from a left R-module L = (L, ξL) to a left R-module M = (M, ξM) is

given by a morphism L
g
−→M such that the diagram

R⊙ L
R⊙g
−−−→ R⊙M

ξL

y
y ξM

L
g

−−−→ M

commutes.

A2.6.2. The right standard action and right modules. The right standard
action of the monoidal category A∼ = (A,⊙; a; I, l, r) on the category A is given by

A∼
(R⊙,a

−1,r)

−−−−−−−→ (End(A), ◦, IdA), x 7−→ −⊙ x.

For any associative unital algebra R = (R,µR), we denote the corresponding category
of R-modules by mod−R and call its objects right R-modules. It follows that objects of
R−mod are pairs (M, ζM), where M is an object of the category A and ζM a morphism
M ⊙R −→M making the diagrams

(M ⊙R)⊙R
a
M,R,R

←−−−−−−− M ⊙ (R⊙R) M ⊙R
ζM
−−−→ M

ζM ⊙R
y

y M ⊙ µR and M⊙η
R
տ րrM

M ⊙R
ζM
−−−→ M

ζM
←−−− M ⊙R M ⊙ I

commute.

A2.6.3. Note. The right action of the monoidal category A∼ = (A,⊙; a; I, l, r) on
A is the same as the left action of the monoidal category A∼

σ = (A,⊙σ; aσ; I, lσ, rσ) – the
reflection of A∼.

A2.6.4. Monoidal functors and left and right modules. Let R = (R,µR) be
an associative unital algebra in a monoidal category A∼ = (A,⊙; a; I, l, r). Any monoidal

functor Φ∼ = (Φ, φ, φ0) from A∼ to Ã∼ = (Ã, ⊙̃; ã; Ĩ, l̃, r̃) induces a functor

R−mod
Φ∼

R

−−−→ Φ∼
Alg(R)−mod

which maps an R-module L = (L, ξL) to the Φ∼
Alg(R)-module (Φ(L), ξΦ(L)), where the

action ξΦ(L) is the composition of

Φ(R)⊙̃Φ(L)
φR,L
−−−→ Φ(R⊙ L) and Φ(R⊙ L)

Φ(ξL)
−−−→ Φ(L).
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Simmetrically, the monoidal functor Φ∼ induces a functor

mod−R
RΦ∼

−−−→ mod− Φ∼
Alg(R)

from the category of right R-modules to the category of right Φ∼
Alg(R)-modules.

A2.6.5. Digression: inner homs related to an action. Let Φ∼ = (Φ, φ, φ0) be
an action of the monoidal category A∼ = (A,⊙; a; I, l, r) on a category CX . So that, for
any associative unital algebra R in A∼, we have a functor

R−mod
Φ∼

R

−−−→ Φ∼
Alg(R)−mod

from the category of left R-modules to the category of left Φ∼
Alg(R)-modules.

Notice that every Φ∼
Alg(R)-module can be viewed as a functor from CX to the category

R−modX of modules over the monad Φ∼
Alg(R). In particular, for every left R-module L

and any M ∈ ObR −modX , we have a functor R −modX(Φ∼
R(L)(−),M) from CopX to

Sets. If this functor is representable, we call an object of CX representing it inner hom
from the left R-module L to the module M over the monad Φ∼

Alg(R) and denote it by

HomΦ∼

R (L,M).

A2.6.5.1. The standard inner hom. If Φ∼ is the standard left action of the
monoidal category A∼ on the category A, then both L and M are left R-modules and
HomΦ∼

R (L,M) = HomR(L,M) coincides with the standard notion of inner hom – the

object representing the presheaf HomR(L ⊙−,M)
def
= R−mod(L ⊙−,M).

A2.6.5.2. Finite objects of a monoidal category. An object L of the category

A is called finite if the functor A
L⊙−
−−−→ A has a right adjoint of the form L! ⊙ − for

some object L! of the category A. Notice that the object L! is unique up to isomorphism,
because L!⊙I ≃ L!. It follows from the definitions that the inner hom Hom(L,M) exists
for all M ∈ ObA and is isomorphic to L! ⊙M. In particular, we have an isomorphism
L! ∼−→ Hom(L, I); that is L! is isomorphic to the object dual to L.

A2.6.5.2.1. Note. Let L andM be objects of the category A such that there exist

L! def
= Hom(L, I) and Hom(L,M). Then there is a natural morphism

L! ⊙M −−−→ Hom(L,M) (1)

constructed as follows. Let

L ⊙ L!
e
L

−−−→ I (2)
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denote the evaluation morphism, which is, by definition, the image of the identical arrow
L! −→ L! by the adjunction isomorphism A(L!,L!) ∼−→ A(L ⊙ L!, I).

The composition L ⊙ (L! ⊙M) −→M of the morphisms

L ⊙ (L! ⊙M)
a

−−−→ (L ⊙ L!)⊙M
e
L
⊙M

−−−→ I⊙M
l−1
M

−−−→M

determines, by the adjunction A(L ⊙−,M) ∼−→ A(−,Hom(L,M)), the morphism (1).

A2.6.5.2.1. Digression: traces. Let β∼ = (IdA, β, idI) be a monoidal functor
from the monoidal category A∼ to its reflection A∼

σ . Let L be an object of the category A
such that L! = Hom(L, I) exists. The composition

L! ⊙ L
tr
β

−−−→ I

of the morphism

L! ⊙ L
β
L!,L

−−−→ L⊙ L!

and the evaluation morphism L ⊙ L!
e
L

−−−→ I is called the β-trace on L.
If L is a finite object, then the canonical morphism L! ⊙ L −−−→ Hom(L,L) is an

isomorphism. So, in this case, the β-trace is defined (for any β) on the object of inner
endomorphisms of the object L.

A2.6.6. Bimodules. Let R = (R,µR) and S = (S, µS ) be associative unital
algebras in the monoidal category A∼ = (A,⊙; a; I, l, r).

An (R,S)-bimodule is a triple (ξM,M, ζM), where (M, ξM) is a left R-module and
(M, ζM) is a right S-module and the diagram

R⊙ (M ⊙ S)
a
R,M,S

−−−−−−−→ (R⊙M)⊙ S

R⊙ ζM

y
y ξM ⊙ S

R⊙M
ξM
−−−→ M

ζM
←−−− M ⊙ S

commutes. A morphism (ξL, L, ζL) −→ (ξM,M, ζM) is given by a morphism L
f
−→M

such that the diagram

R⊙ L
ξL
−−−→ L

ζL
←−−− L⊙ S

R⊙ f
y

y f
y f ⊙ S

R⊙M
ξM
−−−→ M

ζM
←−−− M ⊙ S
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commutes. In other words, L
f
−→ M gives a morphism (L, ξL) −→ (M, ξM) of left

R-modules and a morphism (L, ζL) −→ (M, ζM) of right S-modules.

A2.6.6.1. Notations. We denote the category of (R,S)-bimodules by (R,S)−bim
and will write R− bim instead of (R,R)− bim.

Notice that the category R−mod is naturally isomorphic to the category of (R, I)-
bimodules and the category mod− S is isomorphic to the category of (I,S)-bimodules.

A2.7. The bicategory of algebras. Recall that a pair of arrows M
g1
−→
−→
g2

L of a

category is called reflexive, if there exists a morphism L
h
−→ M splitting both of them,

that is g1◦h = idM = g2◦h. A functor is called weakly continuous, if it preserves cokernels
of reflexive pairs of arrows (see I.4.2.1).

Fix a monoidal category A∼ = (A,⊙; a; I, l, r). We assume that the category A has
cokernels of reflexive pairs of arrows and, for every object M of A, the functors

A
M⊙−
←−−− A

−⊙M
−−−→ A

are weakly continuous.
Notice that, for any pair R, S of associative unital algebras in A∼, the category

(S,R)− bim of (S,R)-bimodules has cokernels of reflexive pairs of arrows.
Let L = (ξL , L, ζL) be an (S,R)-bimodule and M = (ξM ,M, ζM) a (T ,S)-bimodule.

Then M ⊙ S ⊙ L and M ⊙ L have natural structures of (T ,S)-bimodules and

M ⊙ S ⊙ L

ζ
M

⊙L

−−−→
−−−→
M⊙ξ

L

M ⊙ L

is a reflexive pair of morphisms of (T ,S)-bimodules. Its cokernel is a (T ,R)-bimodule,
which is denoted by M⊙S L (cf. I.4.2.2).

We denote by BAlgA∼ the bicategory whose objects are associative unital alge-
bras in the monoidal category A∼ and, for any pair R, S of such algebras, the category
HomA∼(R,S) of morphisms fromR to S is the category (S,R)−bim of (S,R)-bimodules.

The composition is given by the ’tensor’ product:

HomA∼(S, T )× HomA∼(R,S)
⊙S

−−−→ HomA∼(R, T ), (M,L) 7−→M⊙S L. (1)

In particular, for every assoicative unital algebra R in A∼, we have the monoidal
category EndA∼(R) = (R − bim,⊙R, a;R, l, r) of ”endomorphisms” of R, whose unit
object is the algebra R.
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A2.8. The bicategory Catw of weakly cocomplete categories and weakly
continuous functors. We call a category CX weakly cocomplete it has cokernels of reflex-
ive pairs of arrows. The objects of Catw are svelte weakly cocomplete categories. Given
two such categories, CX and CY , the category of morphisms from CX and CY is the cat-
egory Homw(CX , CY ) of weakly continuous functors CX −→ CY . The composition of
1-morphisms is the composition of functors. Two-morphisms are, as usual, morphisms of
functors.

A2.9. Bimodules and actions.

A2.9.1. Assumptions. Fix a monoidal category A∼ = (A,⊙; a; I, l, r) and its
action Φ∼ = (Φ, φ, φ0) on a category CX . We assume that the categories A and CX have
cokernels of reflexive pairs of arrows (see I.4.2.1) and, for every M ∈ ObA, the functors

A
M⊙−
−−−→ A

−⊙M
←−−− A and CX

Φ(M)
−−−→ CX

are weakly continuous, i.e. they preserve cokernels of reflexive pairs.

A2.9.2. The action of bimodules. Let R and S be assoicative unital algebras
in A∼. The action Φ∼ induces a functor from the category of (S,R)-bimodules to the
category of weakly continuous functors from R − modX to S − modX which assigns to
every (S,R)-bimodule M = (ξM ,M, ζM) the endofunctor

R−modX
M⊙Φ

R

−−−→ S −modX

mapping each R-module L = (L, ξL) to the cokernel M⊙Φ
R
L of the reflexive pair

Φ(M)Φ(R)(L)

Φ(M)ξ
L

−−−→
−−−→
ζ′
L

Φ(M)(L)

φM,R(L) ց րΦ(ζM)(L)

Φ(M ⊙R)(L)

of Φ∼
Alg(S)-module morphisms (see the argument of I.4.2.2).

A2.9.3. The canonical functor. The map which assigns to every associative
algebra R in A∼ the category R−modX and to every (S,R)-bimoduleM the functor

R−modX
M⊙Φ

R

−−−→ S −modX
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is a 2-functor from the bicategory BAlgA∼ of algebras in A∼ (defined in A2.7) to the
bicategory Catw of svelte categories with cokernels of reflexive pairs of arrows and weakly
continuous functors (see A2.8).

A2.10. Bimodules and restriction of scalars. It follows that, for every associative
unital algebra R in the monoidal category A∼ = (A,⊙; a; I, l, r), an action Φ∼ =
(Φ, φ, φ0) of A∼ on a category CX , which satisfies the conditions A2.9.1 gives rise to an
action Φ∼

R = (ΦR, φR, φR0 ) of the monoidal category

EndA∼(R) = R− bim∼ = (R− bim,⊙R, a;R, l
R, rR)

of R-bimodules on the category R−modX of R-modules in CX .
Notice that any morphism R −→ S of unital associative algebras makes the algebra

S a unital associative algebra in the monoidal category EndA∼(R) of R-bimodules.

A2.10.1. Restrictions of scalars. We assume that the monoidal category A∼ =
(A,⊙; a; I, l, r), the category CX and the action Φ∼ = (Φ, φ, φ0) of A∼ on CX satisfy
the conditions A2.9.1; that is A and CX have cokernels of reflexive pairs of arrows and the
monoidal structure ⊙ and the functor Φ preserve them.

Let R and S be associative unital algebras in the monoidal category A∼ and R
ϕ
−→ S

a unital algebra morphism. Then we have restriction of scalars functors

S −modX
ϕ
X∗

−−−→ R−modX and

S − bim
ϕ̃∗

−−−→ R− bim.

together with the canonical strict epimorphisms

ϕ̃∗(M)⊙R ϕ
X∗(V)

φϕ
M,V

−−−→ ϕ
X∗(M⊙S V) and

ϕ̃∗(M)⊙R ϕ̃∗(N )
λϕ
M,N

−−−→ ϕ̃∗(M⊙S N )

for any S-bimodules M, N and any R-module V in CX , which depend functorially on
respectively (M,V) and (M,N ). The triple (ϕ̃∗, λ

φ, φ) is a monoidal functor

S − bim∼
ϕ∼

∗

−−−→ R− bim∼

which we call, naturally, the monoidal functor of restrictions of scalars along R
ϕ
−→ S.



350 Appendix 2

A2.10.1.1. Note. The triple (ϕ∼
∗ ;ϕX∗, φ

ϕ) is a morphism from the action Φ∼
S =

(ΦS , φS , φS0 ) of the monoidal category S − bim∼ on the category S − modX to the
action Φ∼

R of the monoidal category R−bim∼ on the category R−modX (see A2.4.5).

A2.10.2. Digression: inner hom and restriction of scalars. Let R = (R,µR)

and S = (S, µS ) be associative unital algebras in the monoidal category A∼ and R
ϕ
−→ S

a unital algebra morphism. Under the assumptions of A2.9.1, the restriction of scalars
functor

S −modX
ϕ
X∗

−−−→ R−modX

is weakly continuous and has a left adjoint, ϕ∗
X
. That is ϕ

X∗ and ϕ∗
X

can be regarded as
respectively direct and inverse images of a weakly affine morphism

Sp(Φ∼
Alg(S)/X)

ϕ
X

−−−→ Sp(Φ∼
Alg(R)/X). (1)

A2.10.2.1. Proposition. The direct image functor

S −modX
ϕ
X∗

−−−→ R−modX

of the morphism (1) has a right adjoint, ϕ!
X

(that is the morphism (1) is affine) iff the

inner hom HomΦ∼

R (ϕ∗(S),M) exists for every M∈ ObR−modX .

Proof. (i) Suppose that the inner hom HomΦ∼

R (ϕ∗(S),M) exists for every objectM
of the category R−modX . That is, for every V ∈ ObCX , there is an isomorphism

CX(V,HomΦ∼

R (ϕ∗(S),M))
∼

−−−→ R−modX(Φ∼
R(ϕ∗(S))(V),M) =

R−modX(ϕ
X∗(Φ

∼
S (S)(V)),M) = R−modX((ϕ

X∗(ηS)
∗
X
(V)),M),

(2)

where ηS is the unit I −→ S of the algebra S regarded as an algebra morphism.
(ii) We have natural morphisms

CX(V,HomΦ∼

R (ϕ∗(S),M))
∼

−−−→ R−modX(Φ∼
R(ϕ∗(S))(V),M)y

CX(Φ(S)(V),HomΦ∼

R (ϕ∗(S),M))
∼

←−−− R−modX(Φ∼
R(ϕ∗(S))(Φ(S)(V)),M)

(3)

Here the vertical arrow is induced by the multiplication morphism

Φ(S)2(V)
µ(V)
−−−→ Φ(S)(V).
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Taking V = HomΦ∼

R (ϕ∗(S),M), we obtain a canonical morphism

Φ(S)
(
HomΦ∼

R (ϕ∗(S),M)
) ζ
−−−→ HomΦ∼

R (ϕ∗(S),M), (4)

which is the image of the identical morphism

HomΦ∼

R (ϕ∗(S),M)
) id
−−−→ HomΦ∼

R (ϕ∗(S),M).

The morphism (4) is a canonical Φ∼
Alg(S)-module structure on HomΦ∼

R (ϕ∗(S),M).

We denote the Φ∼
Alg(S)-module (HomΦ∼

R (ϕ∗(S),M), ζ) by ϕ!
X
(M).

Therefore, for an arbitrary object V of CX , there is an adjunction isomorphism

CX(V,HomΦ∼

R (ϕ∗(S),M))
∼

−−−→ S −modX(Φ∼
S (V), ϕ

!
X
(M)).

(iii) For any L = (L, ξL) ∈ ObS −modX , there is a canonical exact diagram

((ηS)
∗
X
(ηS)X∗)

2(L) = Φ∼
S (S)

2(L)

µ(L)

−−−→
−−−→
Φ(S)(ξL)

Φ∼
S (S)(L) = (ηS)

∗
X
(ηS)X∗(L)

ξL
−−−→ L (5)

of Φ∼
Alg(S)-modules. Since the pair of arrows in (3) is reflexive and the functor

S −modX
ϕ
X∗

−−−→ R−modX

preserves cokernels of reflexive pairs of morphisms, the diagram

ϕ
X∗

(
Φ∼

S (S)
2(L)

µ(L)

−−−→
−−−→
Φ(S)(ξL)

Φ∼
S (S)(L)

ξL
−−−→ L

)
(6)

is exact. It follows from (i) and (ii) that we have a commutative diagram

S −modX(L, ϕ!
X
(M)) R−modX(ϕX∗(L),M)y

y
S −modX(Φ∼

S (S)(L), ϕ
!
X
(M))

∼

−−−→ R−modX(ϕ
X∗(Φ

∼
S (S)(L)),M)y

y
y
y

S −modX(Φ∼
S (S)

2(L), ϕ!
X
(M))

∼

−−−→ R−modX(ϕ
X∗(Φ

∼
S (S)

2(L)),M)

(7)

functorial in L andM, whose horizontal arrows are isomorphisms and columns are exact
diagrams. Therefore, there exists a unique (hence functorial in L andM) isomorphism

S −modX(L, ϕ!
X
(M)) −−−→ R−modX(ϕ

X∗(L),M)

making the diagram

S −modX(L, ϕ!
X
(M)) −−−→ R−modX(ϕ

X∗(L),M)y
y

S −modX(Φ∼
S (S)(L), ϕ

!
X
(M))

∼

−−−→ R−modX(ϕX∗(Φ
∼
S (S)(L)),M)

commute.
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Glossary of notations

Chapter I

|Cat|o the category of ’spaces’, I.1.0
CX the category associated with the ’space’ X, I.1.0
|A| the underlying ’space’ of A defined by C|A| = A, I.1.0

CX
f∗

−→ CY an inverse image functor of a morphism of ’spaces’ X
f
−→ Y, 1.0

f = [F ] the morphism of ’spaces’ with an inverse image functor F , I.1.0

CX
f∗
−→ CY a direct image functor of a continuous morphism X

f
−→ Y, 1.0.1

CY
f !

−→ CX a right adjoint to direct image functor, I.1.0.1
Sp(R) the categoric spectrum of a unital ring R defined by CSp(R) = R−mod, I.1.1
SpG(R) the ’space’ represented by the category of G-graded R-modules, I.1.2
TR+ the full subcategory R−mod generated by R-modules annihilated by R+, I.1.3
T −
R+

the smallest Serre subcategory of R−mod containing TR+ , I.1.3

Cone(R+) the cone of a non-unital ring R+ defined by CCone(R+) = R − mod/T −
R+
,

I.1.3
grGTR+ = TR+ ∩ grGR−mod I.1.4
grGT

−
R+

= grGR−mod ∩ T
−
R+

the Serre envelope of grGTR+ , I.1.4

ProjG the Proj of G-graded algebras: CProjG(R) = grGR−mod/grGT
−
R+
, I.1.4

Pr
q projective q-’space’, I.1.5.1

Uq(g) the quantized enveloping algebra of a semisimple Lie algebra g, I.1.7

R =
⊕

λ∈G+

Rλ the algebra of regular functions on the quantum base affine ’space’, I.1.7

W =W (g) the Weyl group of a semisimple Lie algebra g, I.1.7.1
Sw = {k∗eλwλ | λ ∈ G+} the multiplicative set of w-exremal vectors, w ∈W, I.1.7.1

Sp(S−1
w R)

ũw
−−−→ Cone(R), w ∈ W, the canonical open cover of the quantum base

affine ’space’ of g, I.1.7.1
(S−1
w R)0 the zero component of the G-graded algebra S−1

w R, w ∈W, I.1.7.1

Sp((S−1
w R)0) ≃ SpG(S

−1
w R)

uw
−−−→ ProjG(R), w ∈ W, the canonical open cover of

the quantum flag variety of g, I.1.7.1

O = f∗(R) for X
f
−→ Sp(R) I.3.1

ΓXO the algebra CX(O,O)o, I.3.2

CX
f
O∗

−−−→ ΓXO − mod, M 7−→ CX(O,M), the global sections functor on (X,O),
I.3.2

X
f
O

−−−→ Sp(ΓXO) ’global sections’ morphism, I.3.3.1
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|Cat|o
Z

the category of Z-’spaces’, I.3.3.2
Ass the category of associative rings and conjugation classes of ring morphisms, I.3.3.5
MonX the category of monads on a ’space’ X, I.4.1
Sp(Ff/Y ) the categoric spectrum of the monad Ff on a ’space’ Y , I.4.1
MonwX the category of weakly continuous monads on a ’space’ X, I.4.2.1
CMonX the category of comonads on a ’space’ X, I.4.3
Spo(Y \G) the cospectrum of the comonad G on a ’space’ Y , I.4.3
CMonwX the category of weakly flat comonads of a ’space’ X, I.4.5
AffwY the category of weakly affine ’spaces’ over Y , I.4.5
FlatwX the category of weakly flat ’spaces’ under X, I.4.5
|V | the set of elements of an object V of a monoidal category, I.4.6.1
AlgA∼ the category of associative unital algebras in a monoidal category A∼, I.4.6.1
AssA∼ the category of assoicative unital algebras in A∼ and conjugation classes of
unital algebra morphisms, I.4.6.1
AsswX the category of weakly continuous monads on X and conjugation classes of
monad morphisms, I.4.6.2.2
Endw(CX) the category of weakly continuous endofunctors, I.4.6.1
AffX the category of affine schemes over X, I.5.4
MoncX the category of continuous monads of a ’space’ X, I.5.7
AssX the category of continuous monads of a ’space’ X and conjugation classes of
monad morphisms, I.5.7
ΣF the class of arrows, which the functor F maps to isomorphisms, I.7.1
T − Serre envelope of a subcategory T , I.7.2.2
Cone(F+/X) the cone of a non-unital monad F+ on X, I.7.2.3
ProjG(F+/X) the Proj of a G-graded non-unital monad on X, I.7.4.1

Chapter II

A
F
−→ B ’local data’, II.1.0

CAlgk the category of commutative unital k-algebras, II.1.0.1
M 7−→ M̂ = A(−,M) the Yoneda embedding, II.1.0.2
(A, τ)∧ the category of sheaves of sets on the presite (A, τ), II.1.0.2
Affk = Algopk the category of noncommutative affine k-schemes, II.1.0.3
R∨ = Algk(R,−) II.1.0.3
(A,F)-cofinite locally cofinite, II.1.1
(A,F)-finitely copresentable locally finitely copresentable, II.1.1

Bf
A,F the subcategory of B generated by locally cofinite objects, II.1.1

Bfp
A,F the subcategory of B generated by locally finitely copresentable objects, II.1.1

Bf the subcategory of cofinite objects, II.1.1.1
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Bfp the subcategory of finitely copresentable objects, II.1.1.1
BA,F

f the subcategory of B generated by locally finite objects, II.1.2

BA,F
fp the subcategory of B generated by locally finitely presentable objects, II.1.2

Bf the subcategory of finite objects, II.1.2
Bfp the subcategory of finitely presentable objects, II.1.2
Es
B the class of strict epimorphisms of B, II.1.5

Tk(M) the tensor algebra of the k-moduleM, II.1.6.2

k −mod
φk−→ Algk maps N to k ⊕N with zero multiplication on N , II.1.6.2.1

Vk(M)
def
= Tk(M)∨

def
= Algk(Tk(M),−) vector fiber of a k-moduleM, II.1.8.1

Σ1
A the class of (A,F)-finitely copresentable morphisms, II.1.11.1

Σ0
A the class of morphisms of (A,F)-cofinite type, II.1.11.1

P̂F the class of morphisms of B representable by morphisms of P ⊂ HomA, II.2.0
P∞ all compositions of arrows from the class P, II.2.2
ÂF the class of representable morphisms of B, II.2.5

Λf the class of all pairs of arrows X
u1
−→
−→
u2

V equalizing Y
f
−→ X, II.2.8.1

Ms = Ms(A) the class of strict monomorphisms of a category A, II.2.8.1

X
∆f

−−−→ K2(f) = X ×Y X the diagonal morphism for X
f
−→ Y, II.2.6.4

BM
fsm the full subcategory of B generated by formally M-smooth objects, II.3.0.2

MI the largest class of arrows of B such that all objects of I are MI-formally smooth,
II.3.0.2
Mn the class of nilpotent closed immersions of affine schemes, II.3.0.3.2

Re
def
= R⊗k R

o, where Ro is the algebra opposite to R, II.3.0.3.3

Ω1
R|k

def
= Ker(Re −→ R) the Re-module of Kähler differentials of R, II.3.0.3.3

Assk the category of associative unital k-algebras and conjugation classes of algebra
morphisms, II.3.0.4

Affk
def
= Assopk II.3.0.4

M̄n the image in Aff∧k of the class Mn, II.3.0.4
Mfsm formally M-smooth morphisms, 3.1
Mfnr formally M-unramified morphisms, II.3.1
Mfet formally M-étale morphisms, II.3.1
Ninf N-infinitesimal morphisms, II.3.2

Ω1
S|R

def
= Ker(S ⊗R S

o −→ S) II.3.6.1
MJ the class of radical closed immersions of affine schemes, II.3.8.1.
Msm M-smooth morphisms, II.4.1.1
Mnr M-unramified morphisms, II.4.1.1
Met M-étale morphisms, II.4.1.1
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Mzar the class of M-open immersions, II.4.1.2
CAffk the category of commutative affine k-schemes, II.4.4.1
Ec
B the canonical (the finest) right exact structure on B, II.5.1.3

Pτ the class of arrows of a presite, which locally belong to a class P, II.5.2
τP the family of all covers of a pretopology τ formed by arrows from P, II.6.1
τMet étale pretopology, II.6.3.1
τMZ Zariski pretopology, II.6.3.2

τMsm smooth pretopology, II.6.3.3
Esp the category of sheaves of sets on CRingsop for the fpqc topology, II.7.4.3
TZ Zariski pretopology on CAffk = CAlgopk , II.7.4.3
τfpqc fpqc quasi-pretopology on Affk, II.7.5.1
τfppf fppf quasi-pretopology, II.7.5.2
τZ Zariski pretopology, II.7.5.2
NEspk the category of sheaves of sets on Affk for fpqc quasi-pretopology, II.7.5.3
ProjG(R#Uq(g)) quantum D-scheme associated with the Lie algebra g, II.8.5
Sp(S−1

w R) −→ Cone(R+), w ∈ W, canonical affine cover of a base affine ’space’,
II.8.5

Chapter III

P∧ the class of morphisms representable by morphisms of P, III.1.1
M∧
s = Ms(A)

∧ the class of closed immersions of presheaves of sets on A, III.2.1
C2(f) the cokernel pair of a morphism f , III.2.4
Mst(A) the class of universally strict monomorphisms the category A, III.2.5
Msm(A) the class of strict monomorphisms stable under push-forwards along strict
monomorphisms, III.2.5

T
R
(M) =

⊕

n≥0

M
⊗n

the tensor algebra of the Re-moduleM, III.5.1

VR(M) the fiber of an Re-moduleM, III.5.1
HR(M,V ) inner hom, III.5.3
V ∗
R = Hom

R
(V,R) dual module, III.5.3.2

IsoR(M,N ) the presheaf of isomorphisms fromM to N , III.5.4
GLV the presheaf of automorphisms of the R-module V, III.5.4.2
Gr

M,V
the Grassmannian, III.6.0

G
M,V

π
M,V

−−−→ Gr
M,V

a natural cover of the Grassmannian, III.6.1

R
M,V

= G
M,V

∏

Gr
M,V

G
M,V

the ”functor of relations”, III.6.2

Fφ;M,V −→ Gr
M,V

a natural subscheme of the Grassmannian, III.6.7.1
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V(M) −→ PM⊕R1 the projective completion of the vector fiber V(M), III.6.7.4
Fℓ

M,V̄
a non-commutative flag variety, III.7.1

Fℓ
M,V̄
−−−→

∏

1≤i≤n

Gr
M,Vi

the natural embedding, III.7.2

GrM generic Grassmannian of an R-moduleM, III.8.1

GrM,V

ρV
−−−→ GrM a canonical embedding, III.8.1.1

PrM(S, s) the set of projectors s∗(M)
p
−→ s∗(M), III.8.2

RM = PrM
∏

GrM

PrM relations, 8.3

FlIM generic flags, III.9.1

FI
M

πI
M

−−−→ FlIM the canonical cover (for a projectiveM), III.9.2.1

RI
M = FI

M

∏

FlI
M

FI
M the relations, III.9.2.1

FlIM −−−→
∏

i∈I

GrM a canonical embedding, III.9.4

FlIM
pII
−−−→ FlIM the restriction morphism, III.9.8.1

FlIM
∼−→ lim

I∈So
f
(I)

(FlIM | p
J
L) a natural isomorphism, III.9.8.2

Fℓ
M,V̄

jV̄
−−−→ Fl

[n]
M the embedding of a flag variety into the generic flag variety, III.10

Stiefn+1
M Stiefel scheme, II.11

Chapter IV and Appendix 1

Mod(F) the category of modules on F = (F ,F
π
→ E), IV.1.1

LimF
def
= CartE(E ,F) the category of cartesian sections of F = (F ,F

π
→ E), IV.1.1.1

Qcoh(F) = (LimF)op the category of quasi-coherent modules on F, IV.1.1
CartE the category of cartesian functors over E , IV.1.1.1
CartV IV.1.4.2, A1.1.5.3.1
CartU,V 2-subcategory of CartV generated by F = (F

π
→ E) with E in the universum

V and each fiber in U ∈ V, IV.1.4.2
MCartU,V 2-subcategory of CartU,V formed by 1-morphisms inducing equivalences
on fibers, IV.1.4.2
CartE(E/X,F) the category of cartesian functors E/X −→ F, IV.1.5
Qcoh(F/X) = CartE(E/X,F)

op IV.1.5

F+(X)
def
= CartE(E/X,F) = Qcoh(F/X)op IV.1.5.1

ℑX the subpreshef of X assocated with a family X = {Xi → X| i ∈ I}, IV.2.1.1
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Mod(F,T) the category of sheaves of modules on a cofibred category F, IV.3.1
Mod(F,T) the category of sheaves of modules on a fibred category F, IV.3.2.1

Qcoh(F,T)
def
= Qcoh(F)

⋂
Mod(F,T) the category of quasi-coherent sheaves of mod-

ules on (F,T), 3.2.2
Mod+(F,T) fibred category of sheaves of modules over presheaves of sets, IV.3.4
Mod(F,T) the restriction of the fibred category Mod+(F,T) to E , IV.3.4.1
(A,O) a ringed category, IV.4.0
M(A,O) a (bi)fibred category associated with a ringed category (A,O), IV.4.0

O −mod
def
= Mod(M(A,O)) the category of modules on M(A,O), IV.4.2

Qcoh(A,O)
def
= Qcoh(M(A,O)) the category of quasi-coherent modules on (A,O),

IV.4.3
ModX = OX −mod the category of presheaves of OX -modules, IV.4.6

QcohX
def
= Qcoh(A/X,OX) category of quasi-coherent OX -modules, IV.4.6

Mod(A,O) fibred category of modules over A∧, IV.4.6.1
Qcoh(A,O) fibred category of quasi-coherent modules on A∧, IV.4.6.2
Mod(A,T;O) the category of sheaves of left O-modules on the site (A,T), IV.4.8
Bmod(A,O) the fibred category of (A,O)-bimodules, IV.6.3.2

Chapter V and Appendix 2

(A,⊙)
(Φ,φ)
−−−→ (A′,⊙′) morphism of categories with multiplication, A2.1

A
L⊙

−−−→ End(A) the standard left action, a 7−→ a⊙−, A2.1.2

(A,⊙)
(Φ.φ)
−−−→ (End(CX), ◦) an action of (A,⊙) on a category CX , A2.3

(A,⊙; I) a category with multiplication and a ’unit’ object, A2.3.3.1

(A,⊙, I)
(Φ,φ,φ0)
−−−→ (A′,⊙′, I′) unital morphism, A2.3.3.1

A∼ = (A,⊙; a; I, l, r) a monoidal category, A2.4
Φ∼ = (Φ, φ, φ0) a monoidal functor, A2.4.1
MCat the 2-category of monoidal categories, A2.4.3

A∼
(Φ,φ,φ0)
−−−→ (End(CX), ◦, IdCX ) an action of a monoidal category, A2.4.4

Re −mod∼ = (Re −mod,⊗R, R) the monoidal category of left Re-modules, A2.4.6.1
Endck(CX) the category of continuous k-linear endofunctors of the category CX ,A2.4.6.2
Endw(CX)∼ = (Endw(CX), ◦, IdCX ) the monoidal category of weakly continuous end-
ofunctors of CX , A2.4.6.3
Endw(CX)∼ = (Endw(CX), ◦, IdCX ) the monoidal category of weakly continuous func-
tors preserving countable coproducts, A2.4.6.4
AlgA∼ the category of algebras in the monoidal category A∼, A2.5
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AlguA∼ the category of unital algebras and unital morphisms in A∼, A2.5.1.1

AlgA∼ the category of associative unital algebras in a monoidal category A∼, A2.5.2

AlgA∼
Φ∼
Alg

−−−→ AlgA
′∼ the functor induced by a monoidal functor A∼ Φ∼

−→ A
′∼, A2.5.3.2

|V|
def
= A(I,V) the elements of the object V, A2.5.3.3

|R|∗ the group of invertible elements of a unital associative algebra R in A∼, A2.5.3.3.1

A∼
σ = (A,⊙σ; aσ; I, lσ, rσ) the reflection of a monoidal category A∼, A2.5.4.1

Φ∼
σ = (Φ, φσ, φ0) the reflection of a monoidal functor Φ∼ = (Φ, φ, φ0), A2.5.4.2

Ro = (R,µ
Ro

) the algebra in A∼
σ opposite to an algebra R in A∼, A2.5.4.3

β∼ = (IdA, β, idI) a monoidal functor from A∼ to its reflection A∼
σ , A2.5.5.3

AlgA∼
β∼
Alg

−−−→ AlgA∼
σ , R 7−→ Rβ

def
= (R,µβ

R
)
def
= (R,µR ◦ βR,R), A2.5.5.3

C∼S = (CS,⊙, IS) A2.5.6

AlgC∼S operads in the monoidal category C∼, A2.5.6
R−modX the category of modules over the monad Φ∼

Alg(R) in the category CX , A2.6

A∼
(L⊙,a,l)

−−−→ (End(A), ◦, IdA), x 7−→ x ⊙ −, the standard left action of the monoidal
category A∼ = (A,⊙; a; I, l, r) on the category A, A2.6.1
R−mod the category of left modules over an algebra R in A∼, A2.6.1

A∼
(R⊙,a

−1,r)

−−−→ (End(A), ◦, IdA), x 7−→ − ⊙ x, right standard action of the monoidal
category A∼ = (A,⊙; a; I, l, r) on the category A, A2.6.2
mod−R the category of right modules over an algebra R in A∼, A2.6.2

R − mod
Φ∼

R

−−−→ Φ∼
Alg(R) − mod the functor induced by a monoidal functor Φ∼,

A2.6.4

HomΦ∼

R (L,M) inner hom from L ∈ ObR−mod toM∈ ObR−modX , A2.6.5
(R,S)− bim the category of (R,S)-bimodules in A∼, A2.6.6.1

R− bim
def
= (R,R)− bim A2.6.6.1

BAlgA∼ the bicategory of associative unital algebras in A∼, A2.7

EndA∼(R) = R− bim∼ = (R− bim,⊙R, a;R, l
R, rR) the monoidal category of ”endo-

morphisms” of an algebra R in A∼, A2.7

R−modX
M⊙Φ

R

−−−→ S −modX the action of an (S,R)-bimoduleM induced by an action
of A∼ on CX , A2.9.2
Φ∼

R = (ΦR, φR, φR0 ) the induced by Φ∼ action of the monoidal category of R-bimodules
R− bim∼ on the category R−modX of R-modules in CX , A2.10

S −modX
ϕ
X∗

−−−→ R−modX restriction of scalars along R
ϕ
−→ S, A2.10.1

S − bim
ϕ̃∗

−−−→ R− bim restriction of scalars along R
ϕ
−→ S, A2.10.1
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CX
(η

S
)∗
X

−−−→ S−modX the inverse image functor of the unit I
η
S−→ S of algebra S, A2.10.2.1

T (E) = (
∐

n≥0

E⊙n, µE) the tensor algebra of an object E of A∼, V.1.2.1

AffA∼
def
= (AlgA∼)op affine schemes in A∼, V.2.1

V(L)
def
= T (L)∨ vector fibre of an object L of A∼, V.2.2

L∧M an object of A corepresenting the functor CX(M,Φ(−)(L)), V.2.3
IsoV,W the presheaf of sets on AffA∼ which maps every associative unital algebra S∨

to the set IsoS(s
∗(V ), s∗(W )) of isomorphism from s∗(V ) to s∗(W ), 2.5

GLE
def
= Iso

E,E
the group ”scheme” of automorphisms of an object E, V.2.5.2

HF,G the presheaf of functor morphisms from B
F
−→ CX to B

G
−→ CX , V.3.1

IsoF,G the presheaf of isomorphisms from B
F
−→ CX to B

G
−→ CX , V.3.2

GLF the presheaf of groups IsoF,F , V.3.3

D
HF,G
−−−→ RF,G − modX universal functor corresponding to D

G
←− B

F
−→ CX and an

action of A∼ on CX , V.4.1

Σ−1B
FΣ

−−−→ RΣ −modX the universal localization at Σ ⊂ HomB corresponding to a

functor B
F
−→ CX and an action of A∼ on CX , V.4.2.1

F∼
E,G the pseudo-functor associated with a diagram D

G
←− B

E
−→ CX , V.4.4

FE,G the presheaf of sets on AffA∼ associated with the pseudo-functor F∼
E,G, V.4.4.1

AffopA∼ = AlgA∼
Gr

M,V

−−−→ Sets the Grassmannian related to an action of A∼ on CX and a
pair of objects (M,V ) of the category CX , V.5.1

G
M,V

π
M,V

−−−→ Gr
M,V

the canonical cover of the Grassmannian, V.5.1.1

AffopA∼ = AlgA∼
GrE
−−−→ Sets the generic Grassmannian of an object E of CX , V.5.2

AffopA∼

PrE
−−−→ Sets the presheaf of projecttors of an object E, V.5.2.1

AffopA∼ = AlgA∼
FlIE
−−−→ Sets the variety of generic flags, V.6.1

AffopA∼

FI
E

−−−→ Sets the generalized Stiefel variety of an object E, V.6.2

FI
E

πI
E

−−−→ FlIE the canonical cover, V.6.2.1

RI
E

1πI
E

−−−→
−−−→

2πI
E

FI
E . the relations, V.6.2.1

FlIE −−−→
∏

i∈I

GrE a natural embedding, V.6.3
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E =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

D1

G2

−−−→ D2


 the combinatorial data, V.7.1

CX
s∗
−→ S −modX the left adjoint to the restriction of scalars S −modX

s∗−→ CX , V.7.1

ES the combinatorial data obtained by extension of scalars CX
s∗
−→ S −modX , V.7.1

AffopA∼

Fl∼E
−−−→ Sets the generalized flag variety associated with the data E, V.7.2

RE

p1
E

−−−→
−−−→

p2
E

FE

πE

−−−→ FlE the canonical exact diagram, V.7.3

ESred =




B0

G′
0

−−−→ G(B)
E′
S

−−−→ S −modX

G′
1

y
y G′

G2(D1)
G′

2

−−−→ D2


 the reduced data correspond-

ing to the data ES =




B0

G0

−−−→ B
E
−−−→ CX

G1

y
y G

y s∗

D1

G2

−−−→ D2 S −modX


 , V.7.6.1

(B,OB) an A∼-ringed category, V.9.0
OB −ModX the category of OB-modules in CX , V.9.1
Qcoh(B,OB)X the category of quasi-coherent OB-modules in CX , V.9.1
OB −Mod∼ the monoidal category of OB-bimodules, V.9.1
Qcoh(B,OB)∼ the monoidal category of quasi-coherent OB-bimodules, V.9.1

AffA∼/X
O∨

X

−−−→ AffA∼ the forgetful functor for a presheaf of sets X on AffA∼ , V.9.3
OX the presheaf of associative unital algebras in A∼ corresponding to the forgetful

functor AffA∼/X
O∨

X

−−−→ AffA∼ , V.9.3
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of conjugation classes of monad
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II.1.0.3

of commutative affine k-schemes,
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IV.3.2.2
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OX -modules, IV.4.6
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on a ringed site, IV.4.8

of monoidal categories, A2.4.3
of algebras in a monoidal category,
A2.5

of unital algebras in a monoidal
category, A2.5.1.1

of left modules over an algebra

in a monoidal category, A2.6.1
of right modules over an algebra
in a monoidal category, A2.6.2

of bimodules in a monoidal
category, A2.6.6.1

class
of arrows, which a functor F maps
to isomorphisms, I.7.1

nilpotent closed immersions of affine
schemes, II.3.0.3.2

of strict epimorphisms, II.1.5
of strict monomorphisms, II.2.8.1
of (A,F)-finitely copresentable
morphisms, II.1.11.1

of morphisms of (A,F)-cofinite type,
II.1.11.1

of morphisms of B representable by
morphisms of P ⊂ HomA, II.2.0

of representable morphisms, II.2.5
of all pairs of arrows equalizing a
given morphism, II.2.8.1

of radical closed immersions of affine
schemes, II.3.8.1

of M-open immersions, II.4.1.2
of arrows of a presite, which locally
belong to a given class, II.5.2

of morphisms representable by
morphisms of a class P, III.1.1

of closed immersions of presheaves
of sets, III.2.1

of universally strict monomorphisms,
III.2.5

of strict monomorphisms
stable under push-forwards along
strict monomorphisms, III.2.5

cokernel pair of a morphism, III.2.4
comonad

on a ’space’, I.4.3
weakly flat, I.4.5
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associated with a cover, II.8.4
compatibility with a localization,

I.7.1.1, 7.1.2
cone

of a non-unital ring, I.1.3
of a non-unital monad, I.7.2.3

conjugation classes
of ring morphisms, I.3.3.5
of unital algebra morphisms,
I.4.6.1, II.3.0.4

of monad morphisms, I.4.6.2.2, 5.7
continuous

morphisms, I.1.0.3
monads, I.5.7
k-linear endofunctors, A2.4.6.2

cospectrum of a comonad, I.4.3
cover

of a pretopology τ formed by arrows
from a class P, II.6.1

weakly flat, II.8.1
fpqc, II.8.1.1
semiseparated, II.8.1.2
weakly semiseparated, II.7.1.3
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descent, I.6
direct image functor, I.1.0.3
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I.7.5.2
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strictly exact, I.4.1.3

finitely presentable, V.3.6.0
global sections functor, I.7.3
graded monads, I.7.4.2.1
Grothendieck category, I.5.5, 6.2.1, 7.2.2
inverse image functor, I.1.1
locally affine spaces (in a local data),

II.6.5.3
locally affine Z-spaces, II.8.3.1
locally affine ’spaces’

the structure of, II.8.4

localizations of modules, I.4.1.3
lqc pretopology, II.7.5.1.1
morphisms

affine, I.1.0.1
conservative, I.1.0.1
comonadic, I.4.5.3
continuous, I.1.0.1
flat, I.1.0.1
formally M-smooth, II.3.1
formally M-étale, II.3.1
formally M-unramified, II.3.1
formally (M, τ)-étale, II.5.3.3
formally (M, τ)-smooth, II.5.3.3
infinitesimal, II.3.0
N-infinitesimal, II.3.2
M-étale, II.4.1
locally affine, II.8.2
locally finitely presentable (– locally
affine), II.5.3.2

locally finitely presentable, II.1.11
locally of finite type, II.1.11
locally finitely copresentable, II.1.11.1
locally of cofinite type, II.1.11.1
of locally strictly finite type, II.1.11.3
locally formally M-smooth, II.5.3.3
monadic, I.4.5.3
semiseparated, II.2.6.4
M-smooth, II.4.1
M-unramified, II.4.1
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multiplicative sets, I.1.7.1
naive finiteness conditions, II.8.1.1
natural cover of the Grassmannian, III.6.1
noncommutative Grassmannians, III.6.0
noncommutative Kähler differentials

of an associative algebra, II.3.0.3.3
noncommutative projective ”spectra”,

I.7.4.1
projective completion, III.6.7.5.1
noncommutative projective space,

III.6.7.5.1
object

cofinite, II.1.1.1
finitely copresentable, II.1.1.1
finite, II.1.2.1
finitely presentable, II.1.2.1
formally M-étale, II.3.0
formally M-smooth, II.3.0
formally M-unramified, II.3.0
formally smooth, II.3.0.3.2
formally étale, II.3.0.3.2
formally unramified, II.3.0.3.2
locally cofinite (or (A,F)-cofinite),
II.1.1

locally finitely copresentable (or
(A,F)-finitely copresentable), II.1.1

locally (A,F)-representable, II.7.2.3
locally finite, II.1.2
locally finitely presentable, II.1.2
locally weakly cofinite, II.1.7.1
locally weakly finite, II.1.7.1
of locally (co)finite type, II.1.9
of locally strictly finite type, II.1.10.1
semiseparated, II.2.6.1
weakly cofinite, II.1.7.1
weakly finite, II.1.7.1
open immersions, II.4.1.2

pretopology
coinduced, II.7.3

étale, II.6.3.1
lqc, II.7.5.1.1
semiseparated, II.6.4
semiseparated étale, II.6.4.2
semiseparated Zariski, II.6.4.2
semiseparated smooth, II.6.4.2
Zariski, II.6.3.2

Proj, I.1.4
of a Z+-graded algebra, I.1.4.1
of a G-graded monad, I.7.4.1
of a G-graded associative algebra,
I.7.4.3.3

projective q-’space’, I.1.5.1
quantum

base affine ’space’, I.1.7
flag variety, I.1.7
quantum D-scheme associated with
the Lie algebra g, II.8.5

quasi-affine schemes, I.7.3.3
quasi-coherent modules, IV.1.1.1

on presheaves of sets, IV.1.5
on Grassmannians, IV.4.9.3

quasi-finite locally (A,F)-affine objects,
II.7.1.1

quasi-pretopology, II.7.1
fppf, II.7.5.2

quasi-topology, II.7.0.1
subcanonical, II.7.0.1.2
associated with a local data, II.7.0.2

relative locally affine spaces, II.6.8.1
relative schemes, II.6.8.2, II.8.2.4
relative algebraic spaces, II.6.8.2
relative semiseparated schemes, II.6.9
relative semiseparated locally affine spaces,

II.6.9
schemes (in a local data), II.6.5.2
semiseparated algebraic spaces, II.6.6.1
semiseparated locally affine ’spaces’,

II.6.6.3



368 Index

semiseparated schemes, II.6.6.2, 7.4.1.1
Serre subcategories, I.7.2.2
thick subcategories, I.7.2.2
topologizing subcategories, I.7.4.3
2-(A,F)-covers, II.7.1.2
2-locally (A,F)-affine objects, II.7.1.2
Z-schemes, II.8.3.1
Zariski topology, II.2.4.2


