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Introduction

Backström orders were introduced in [25], where it was shown that their
representations are in correspondence with those of quivers or species. A
special class of Backström orders are nodal orders, which appeared (without
this name) in [11] as such pure noetherian algebras that the classification of
their finitely generated modules is tame. In [4] the same was proved for the
derived categories of nodal algebras. Global analogues of nodal algebras,
called nodal curves were considered in [6, 14, 15]. Namely, in [6] a sort of
tilting theory for such curves was developed, which related them to some
quasihereditary finite dimensional algebras. In [14] a criterion was found for
a nodal curve to be tame with respect to the classification of vector bundles,
and in [15] it was proved that the same class of curves has tame derived
categories. It was clear that the tilting theory of [6] can be extended to a
general situation, namely, to Backström curves, i.e. non-commutative curve
having Bachström orders as their localizations. Nodal orders and related
gentle algebras appear in studying mirror symmetry, see, for instance, [22].

A finite dimensional analogue of nodal orders, called nodal algebras was
introduced in [16, 28]. In the latter paper their structure was completely
described. In [29] it was shown that such important classes as gentle and
skewed-gentle algebras are nodal. In [7] a tilting theory was developed for
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2 YURIY A. DROZD

nodal algebras, which was applied to the study of derived categories of gentle
and skewed-gentle algebras.

This paper is devoted to a tilting theory for Backström rings, which are
a straightforward generalization of Backström orders and algebras. In Sec-
tion 1 we propose a variant of partial tilting, which generalizes the technique
of minors from [8]. In Section 2 we introduce Backström pairs as the pairs of
semi-perfect rings H ⊇ A with common radical and Backström rings as the
rings A that occur in Backström pairs with hereditary H. We construct the

Auslander envelopes Ã of a Backström pair and calculate the global dimen-
sion of this envelope. Actually, this global dimension only depends on the
global dimension of H. In particular, Auslander envelopes for Backström
rings are of global dimension at most 2. In Section 3 we apply the tilting
technique to show that the derived category of the algebra A is related by
recollement to the derived category of its Auslander envelope. It implies
that the derived dimension of A in the sense of Rouquier [27] is not greater
than that of the Auslander envelope. In Section 4 we consider a recollement
between the derived categories of the algebra H and of the Auslander enve-
lope. It is used to calculate the derived dimension of the Auslander envelope,
thus obtaining an upper bound for the derived dimension of the smaller al-
gebra. In particular, we prove that the derived dimension of a Backström
algebra is at most 2 (exactly 2 if it is not a piecewise hereditary algebra of
Dynkin type in the sense of [18]). In Section 5 we establish an equivalence

between the category D(Ã-mod) and a bimodule category. Such an equiva-
lence gives a useful instrument for calculations in this derived category (see,
for instance, [4, 5, 7, 15]). In Section 6 we consider another partial tilting
for the algebra A from a Backström pair, relating its derived category by
a recollement to the derived category of an algebra B which looks simpler
than the Auslander algebra. In this case we calculate explicitly the kernel
of the partial tilting functor F : D(B)→ D(A).

1. Partial tilting
s0

Let T be a triangulated category, R ⊆ Ob T . We denote by Tri(R) the
smallest strictly full triangulated subcategory containing R and closed under
coproducts (it means that if a coproduct of objects from Tri(R) exists in T ,
it belongs to Tri(R)). For a DG-category R we denote by D(R) its derived
category [19]. The following result is a generalization of [23, Proposition 2.6].

01 Theorem 1.1. Let R be a subset of Ob D(A), where A is a Grothendieck
category, consisting of compact objects. We consider the DG-category R
with the set of objects R and the sets of morphisms R(T,R) = RHom(T,R).
Define the functor F : D(A) → D(Rop) mapping a complex C to the DG-
module FC = RHomD(A)( , C) restricted onto R.

(1) The restriction of F onto Tri(R) is an equivalence TriR
∼→ D(Rop).
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(2) The functor F has a left adjoint F∗ and a right adjoint F! such that
both adjunction morphisms η : IdD(Rop) → FF∗ and ζ : FF! →
IdD(Rop) are isomorphisms.

(3) There is a recollement diagram in the sense of [3]

e01e01 (1.1) KerF I // D(A) F //

I∗

tt

I!

ii D(Rop)

F∗

tt

F!

jj

where I is the embedding, I∗ and I! are, respectively, its left and right
adjoint.

If R generates D(A), we obtain an equivalence D(A) ' D(R), as in [23].
If R consists of one object R, we obtain an equivalence Tri(R) ' D(Rop),
where R = RHom(R,R).

Proof. (1) We identify D(A) with the homotopy category I (A) of K-injective
complexes, i.e. such complexes I that Hom(C, I) is acyclic for every acyclic
complex C, and suppose that R ⊆ I (A). Then RHom coincide with Hom
within the category I (A) so, for C ∈ I (A), FC = HomI (A)( , C)) re-
stricted onto R. The full subcategory of I (A) consisting of such complexes
C that the natural map HomI (A)(R,C)→ HomD(Rop)(FR,FC) is bijective
for all R ∈ R contains R, is strictly full, triangulated and closed under
coproducts, since all objects from R are compact. Therefore, it contains
Tri(R). Quite analogously, the full subcategory of such complexes C that
the natural map HomI (A)(C,C

′) → HomI (A)(FC,FC
′) is bijective for ev-

ery C ′ ∈ Tri(R) also contains Tri(R). Hence the restriction of F onto
Tri(R) is fully faithful. Moreover, as the functors HomR( , R), where R
runs through R, generate D(Rop), the functor F is essentially surjective.
Therefore, restricted to Tri(R), it gives an equivalence Tri(R)→ D(R).

(2) and (3) Note that D(Rop) is cocomplete and compactly generated,
hence satisfies the Brown representability theorem [24, Theorem 8.3.3]. There-
fore, it is true for Tri(R) too. Then [24, Proposition 9.1.19] implies that a
Bowsfield localization functor exists for , and D(A) = D(quasi−coherentA),
where (X,A) is a non-commutative scheme in the array sense of [8] Tri(R) ⊆
D(A) and [24, Proposition 9.1.18] implies that the embedding E : Tri(R)→
D(Rop) has a right adjoint Θ : D(Rop) → Tri(R) . Let F′ : D(Rop) →
Tri(R) be a quasi-inverse to the restriction of F onto Tri(R). In particular,
F′ is a left adjoint to this restriction and the adjunction FF′ → IdD(Rop) is an
isomorphism. Then FC = HomI (A)( , C)|R ' HomI (A)( ,ΘC)|R = FΘC.
Set F∗ = EF′. Since F′M ∈ Tri(R) for every M ∈ D(Rop),

HomI (A)(F
∗M,C) ' HomTri(R)(F

′M,ΘC) '
' HomD(Rop)(M,FΘC) ' HomD(Rop)(M,FC),

for any M ∈ D(Rop) and C ∈ I (A). Hence the composition F∗ = EF′ of
F′ with the embedding Tri(R) → I (A) is a left adjoint to F. If, moreover,
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C ∈ Tri(R), we obtain

HomD(R)(FF
∗M,FC) ' HomI (A)(F

∗M,C) ' HomD(R)(M,FC).

As F is essentially surjective, it implies that η : FF∗ → IdD(Rop) is an isomor-
phism. As all objects from R are compact, F respects coproducts, hence has
a right adjoin F! [24, Theorem 8.4.4]. Now it follows from [8, Corollary 2.3]
that ζ is an isomorphism and there is a recollement diagram (1.1) �

Note that ImF∗ = Tri(R) by construction, but usually ImF! 6= Tri(R),
though it is equivalent to Tri(R).

02 Corollary 1.2. Under conditions and notations of the preceding theorem,
suppose that HomD(A)(R, T [m]) = 0 for R, T ∈ R and m 6= 0.1 Then

the functor F induces an equivalence Tri(R)
∼→ D(Rop), where R is the

category with the set of objects R and the sets of morphisms R(A,B) =
HomD(A)(A,B).

In this situation we call the functor F a partial tilting functor.

2. Backström pairs
s1

Recall [2, 21] that a semiperfect ring is such a ring A that A/ radA is
a semi-simple artinian ring and idempotents can be lifted modulo radA.
Equivalently, as a left (or as a right) A-module, A decomposes into a direct
sum of modules with local endomorphism rings.

11 Definition 2.1. (1) A Backström pair is a pair of semiperfect rings
H ⊇ A such that radA = radH. We denote by C(H,A) the
conductor of H in A:

C(H,A) = {α ∈ A |Hα ⊆ A } = Ann(H/A)A

(the right subscript A means that we consider H/A as a right A-
module). Obviously C(H,A) ⊇ radA.

(2) We call a ring A a (left) Backström ring if there is a Backström pair
H ⊇ A, where the ring H is left hereditary. If, moreover, both A
and H are finite dimensional algebras over a field k, we call A a
Backström algebra.

Note that if e is an idempotent in A, then rad(eAe) = e(radA)e, hence,
if H ⊇ A is a Backström pair, so is also eHe ⊇ eAe. It implies that if P is a
finitely generated A-module, A′ = EndA P and H ′ = EndH(H⊗AP ), then
H ′ ⊇ A is also a Backström pair. Note that if H is hereditary, so is H ′,
hence A′ is a Backström ring. In particular, the notion of Backström ring
is Morita invariant. Note also that if H is left hereditary and noetherian, it
is also right hereditary, so Aop is also a Backström ring. array

1 In this situation we say that F is a partial tilting functor for D(A).
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ex110 Example 2.2. (1) An important example of Backström algebras are
nodal algebras introduced in [16, 28]. By definition, they are finite
dimensional Backström algebras such that there is a Backström pair
H ⊇ A, where H is a hereditary algebra and lengthA(H ⊗A U) 6
2 for every simple A-module A. Their structure was completely
described in [28].

ex2 (2) Recall that a k-algebra A is called gentle [1] if A ' kΓ/J , where
Γ is a finite quiver (oriented graph) and J is an ideal in the path
algebra kΓ such that (J+)2 ⊇ J ⊇ (J+)k for some k, where J+ is the
ideal generated by all arrows, and the following conditions hold
(a) For every vertex i ∈ Ver Γ there are at most 2 arrows starting

at i and at most 2 arrows ending at i.
(b) If an arrow a starts at i (ends at i) and arrows b1, b2 end at

i (respectively, start at i), then either ab1 = 0 or ab2 = 0
(respectively, either b1a = 0 or b2a = 0), but not both.

(c) The ideal J is generated by products of arrows of the sort ab.
It is proved in [29] that such algebras are nodal, hence Backström
algebras. The same is true for skewed-gentle algebras [17] obtained
from gentle algebras by blowing some vertices.

(3) Backström orders are orders A over a discrete valuation ring such
that there is a Backström pair H ⊇ A, where H is a hereditary
order. They were considered in [25].

ex3 (4) Λn = k[x1, x2, . . . , xn]/(x1, x2, . . . , xn)2 embeds into H =
∏n
i=1 kΓi,

where Γi = · ai // · (xi maps to ai). Obviously, under this embed-
ding radΛn = radH.

We consider a fixed Backström pair H ⊇ A, set r = radA = radH and
denote by C the conductor C(H,A). Obviously, C is a two-sided A-ideal
and the biggest left H-ideal contained in A. Actually, it is even a two-sided
H-ideal and its definition is left–right symmetric.

12 Lemma 2.3. Let R ⊆ S be semi-simple algebras, I = {α ∈ R | Sα ⊆ R }.
Then I is a two-sided S-ideal.

Proof. Obviously, I is a left S-ideal and a two-sided R-ideal. As R is semi-
simple, I = Re for some central idempotent e ∈ R. Then Se ⊆ Re, so
Se = Re and (1 − e)Se = 0. Hence eS(1 − e) is a left ideal in S and
(eS(1 − e))2 = 0, so eS(1 − e) = 0 and I = Se = eS is also a right S-
ideal. �

13 Proposition 2.4. C is a two-sided H-ideal. It is the biggest H-ideal con-
tained in A. Therefore, it coincides with the set {α ∈ A |Hα ⊆ A }, or
with AnnA(H/A) considered as right A-module.

Proof. It follows from the preceding lemma applied to the algebras A/ radA
and H/ radH. �
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In what follows we assume that A 6= H, so C 6= A. To calculate C,
we consider a decomposition A =

⊕m
i=1Ai, where Ai are indecomposable

projective A-module. Arrange them so that HAi 6= Ai for 1 6 i 6 r
and HAi = Ai for r < i 6 m, and set A0 =

⊕r
i=1Ai, H

0 = HA0 and
A1 =

⊕m
i=r+1Ai = HA1. Then A = A0 ⊕ A1 and H = H0 ⊕ A1 (possibly,

r = m, so A0 = A and H0 = H). Let A0 = Ae0 and A1 = Ae1, where e0

and e1 are orthogonal idempotents and e0 + e1 = 1. Set Aab = ebAea and
Ha
b = ebHea, where a, b ∈ { 0, 1 }. Note that A1

b = H1
b and A0

1 = H0
1 . As A0

and A1 have no isomorphic direct summands, Aab ⊆ radA if a 6= b. Hence,
if we set raa = radAa

a (a = 0, 1), and consider the Pierce decomposition of
A:

A =

(
A0

0 A1
0

A0
1 A1

1

)
,

the Pierce decomposition of r becomes

r =

(
r00 A1

0

A0
1 r11

)
.

It implies, in particular, that H0 and H1 have no isomorphic direct sum-
mands and the Pierce decomposition of H is

H =

(
H0

0 A1
0

A0
1 A1

1

)
.

Now one easily sees that an element a =
(
α β
γ δ

)
belongs to C if and only if

H0α ⊆ A0. We claim that then H0α ⊆ radA0. Otherwise H0α contains an
idempotent, hence a direct summand of A0, which is isomorphic to some Ai
with 1 6 i < r. It is impossible, since HAi 6= Ai. Therefore, α ∈ r00 and we
obtain the following result.

14 Proposition 2.5. The Pierce decomposition of C is

C =

(
r00 A1

0

A0
1 A1

1

)
,

15 Definition 2.6. We define the Auslander envelope of the Backström pair

H ⊇ A as the ring Ã of 2× 2 matrices of the form

Ã =

(
A H
C H

)
.

Using Pierce decompositions of A,H and C, we also present Ã as the ring
of 4× 4 matrices

e11e11 (2.1) Ã =


A0

0 A1
0 H0

0 A1
0

A0
1 A1

1 A0
1 A1

1

r00 A1
0 H0

0 A1
0

A0
1 A1

1 A0
1 A1

1





BACKSTRÖM ALGEBRAS 7

Finally, we define H̃ as the ring of 2× 2 matrices

H̃ =

(
H H
C H

)
or

H̃ =


H0

0 A1
0 H0

0 A1
0

A0
1 A1

1 A0
1 A1

1

r00 A1
0 H0

0 A1
0

A0
1 A1

1 A0
1 A1

1


Obviously, rad H̃ = rad Ã, so H̃ ⊃ Ã is also a Backström pair. Ã is
left noetherian iff A is left noetherian and H is finitely generated as left
A-module.

In noetherian case one can calculate the global dimensions of Ã and H̃.
It turns out that it only depends on H.

16 Theorem 2.7. If A and H are left noetherian or left perfect, then

l.gl.dim Ã = 1 + max(1 + pr.dimH r0, pr.dimH r1) =

=

{
1 + l.gl.dimH if pr.dimH r0 > pr.dimH r1,

l.gl.dimH if pr.dimH r0 < pr.dimH r1

and

l.gl.dim H̃ = l.gl.dimH.

In particular, if A is a left Backström ring, but is not left hereditary, then

l.gl.dim Ã = 2. For instance, it is the case for nodal (gentle, skewed-gentle)
algebras, see Example 2.2(1),(2).

Proof. We recall that if a ring Λ is left perfect or left noetherian and semiper-
fect, then l.gl.dim Λ = pr.dimΛ(Λ/ rad Λ) = 1 + pr.dim rad Λ. Obviously, if

A and H are left noetherian or left perfect, so is also Ã. The 4× 4 matrix

presentation (2.1) of Ã implies that the corresponding presentation of rad Ã
is

e12e12 (2.2) rad Ã =


r00 A1

0 H0
0 A1

0

A0
1 r11 A0

1 r11
r00 A1

0 r00 A1
0

A0
1 r11 A0

1 r11


An Ã-module M is given by a quadruple (M ′,M ′′, φ, ψ), where M ′ is an
A-module, M ′′ is an H-module, ψ : M ′′ → M ′ is a homomorphism of A-
module and φ : C ⊗A M ′ → M ′′ is a homomorphism of H-modules. We
usually write M =

(
M ′

M ′′

)
not mentioning φ and ψ. For an H-module N

we define the Ã-module N+ =
(
N
N

)
. Then N 7→ N+ is an exact functor

mapping projective modules to projective ones.
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We denote by Li and by Ri respectively, the i-th column of the presen-
tations (2.1) and (2.2). Then R1 = (r0)+ and R2 ' R4 ' (r1)+, where
ra = rea. Note that if P is a projective H-module, then P+ =

(
P
P

)
is a

projective Ã-module. Hence, if

· · · → Fk → · · · → F1 → F0 → N → 0

is a minimal projective resolution of an H-module N ,

· · · → F+
k → · · · → F+

1 → F+
0 → N+ → 0

is a minimal projective resolution of N+, so pr.dim
Ã
N+ = pr.dimH N . In

particular, pr.dim
Ã
R1 = pr.dimH r0 and pr.dim

Ã
R2 = pr.dimH r1. For the

module R3 we have an exact sequence

e13e13 (2.3) 0→ (r0)+ → R3 →
(
H0/r0

0

)
→ 0.

Note that H0/r0 is a semi-simple A-module and e1(H0/r0) = 0, hence it
contains the same simple direct summands as A0/r0. The same is true for(
H0/r0

0

)
and

(
A0/r0

0

)
= L1/R1. Hence

pr.dim
Ã

(
H0/r0

0

)
= 1 + pr.dim

Ã
R1 = 1 + pr.dimH r0.

Therefore, the exact sequence (2.3) shows that pr.dim
Ã
R3 = 1+pr.dimH r0

and

pr.dim
Ã

rad Ã = max(1 + pr.dimH r0, pr.dimH r1),

which gives the necessary result for Ã.

On the other hand, R3 is a projective H̃-module, whence l.gl.dim H̃ =
l.gl.dimH. �

3. The structure of derived categories
s2

In what follows we denote by D(A) the derived category D(A-Mod). We
denote by Df (A) the full subcategory of D(A) consisting of complexes quasi-
isomorphic to complexes of finitely generated projective modules. If A is left
noetherian, it coincides with the derived category of the category A-mod
of finitely generated A-modules. We also use the usual superscripts +,− ,b.
By Perf(A) we denote the full subcategory of perfect complexes from D(A),
i.e. complexes quasi-isomorphic to finite complexes of finitely generated
projective modules. It coincides with the full subcategory of compact objects
in D(A) [27]. If A is left noetherian, an A-module M belongs to Perf(A)
if and only if it is finitely generated and of finite projective dimension.

There are close relations between the categories D(A), D(H) and D(Ã)
based on the construction [8].
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Let P =
(
A
C

)
. It is a projective Ã-module and End

Ã
P ' Aop, so it can

be considered as a right [3] A-module. Consider the functors

F = Hom
Ã

(P , ) ' P ∨ ⊗
Ã

: Ã-Mod→ A-Mod,

F∗ = P ⊗A : A-Mod→ Ã-Mod,

F! = HomA(P ∨, ) : A-Mod→ Ã-Mod,

where P ∨ = Hom
Ã

(P , Ã) ' (A H) is the dual right projective Ã-module.

The functor F is exact, F∗ is its left adjoint and F! is its right adjoint.
Moreover, the adjunction morphisms FF∗ → IdA-Mod and IdA-Mod → FF! are
isomorphisms [8, Theorem 4.3]. The functors F∗ and F! are fully faithful and
F is essentially surjective, i.e. every A-module is isomorphic to FM for some

Ã-module M . KerF is a Serre subcategory of Ã-Mod equivalent to H̄-Mod,

where H̄ = H/C ' Ã/
(
A H
C C

)
. The embedding functor I : KerF→ Ã-Mod

has a left adjoint I∗ and a right adjoint I! and we obtain a recollement diagram

KerF I // Ã-Mod F //
I∗

ss

I!

kk A-Mod

F∗
ss

F!

kk

As the functor F is exact, it extends to the functor between the derived cat-

egories DF : D(Ã-Mod)→ D(A-Mod) acting on complexes componentwise.
The derived functors LF∗ and RF! are, respectively, its left and right adjoints,
the adjunction morphisms IdD(A-Mod) → DF·LF∗ and DF·LF∗ → IdD(A-Mod)

again are isomorphisms and we have a recollement diagram

KerDF DI // D(Ã) DF //
LI∗

ss

RI!

kk D(A)

LF∗
ss

RF!

kk

(It also follows from Corollary 1.2.) Here KerDF = DH̄(Ã-Mod), the full
subcategory of complexes whose cohomologies are H̄-modules, i.e. are an-
nihilated by the ideal

(
A H
C C

)
. Note that, as a rule, it is not equivalent to

D(H̄-Mod). From the definition of F it follows that

KerDF = P⊥ =
{
C ∈ D(A) | HomD(A)(P , C[k]

}
= 0 for all k.

Obviously, DF maps Dσ(Ã) to Dσ(A) for σ ∈ {+,−, b }, LF∗ maps D−(A)

to D−(Ã) and RF! maps D+(A) to D+(Ã). If Ã is noetherian, DF maps

Df (Ã) to Df (A) and LF∗ maps Df (A) to Df (Ã). Finally, both DF and LF∗

map compact objects (i.e. perfect complexes) to compact ones, since they
have right adjoints. On the contrary, usually LF∗ does not map Db(A) to

Db(Ã). For instance, it is definitely so if l.gl.dim Ã <∞ while l.gl.dimA =
∞ as in Example 2.2(4).

If l.gl.dimH is finite, so is l.gl.dim Ã, thus this recollement can be con-
sidered as a sort of categorical resolution of the category D(A). In any case,
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it is useful for studying the categories A-Mod and D(A) if we know the

structure of the categories Ã-Mod and D(Ã). For instance, it is so if we
are interesting in the derived dimension, i.e. the dimension of the category
Db
f (A) in the sence of Rouquier [27]. We recall the definition.

21 Definition 3.1. Let T be a triangular category and M be a set of objects
from T .

(1) We denote by 〈M 〉 the smallest full subcategory of T containing
m and closed under direct sums, direct summands and shifts (not
closed under cones, so not a triangular subcategory).

(2) If N is another subset of T , we denote by M †N the set of objects

C from T such that there is an exact triangle A → B → C
+−→,

where A ∈M, B ∈ N.
(3) We define 〈M 〉k recursively, setting 〈M 〉1 = 〈M 〉 and 〈M 〉k+1 =
〈 〈M 〉 † 〈M 〉k 〉.

(4) The dimension dim T of T is the smallest k such that there is a
finite set of objects M such that 〈M 〉k+1 = T (if it exists). We call
the dimension dim Db

f (A) the derived dimension of the ring A and
denote it by der.dimA.

As the functor F is exact and essentially surjective, the next result is
evident.

22 Proposition 3.2. der.dimA 6 der.dim Ã. Namely, if Db
f (Ã) = 〈M 〉k+1,

then Db
f (A) = 〈DF(M) 〉k+1.

4. Semi-orthogonal decomposition
s3

There is another recollement diagram for D(Ã) related to the projective
module Q =

(
H
H

)
with End

Ã
Q 'Hop. Namely, we set

G = Hom
Ã

(P , ) ' P ∨ ⊗
Ã

: Ã-Mod→ A-Mod,

G∗ = P ⊗A : A-Mod→ Ã-Mod,

G! = HomA(P ∨, ) : A-Mod→ Ã-Mod,

where G∨ = Hom
Ã

(Q, Ã) ' (C H),

DG : D(Ã)→ D(A) be G applied compnentwise,

LG∗ : D(A)→ D(Ã) be the left adjoint of G∗,

RG! : D(A)→ D(Ã) be the right adjoint of G!.

We also set Ā = A/]qC ' Ã/
(
C H
C H

)
. Then we have a recollement diagram

KerDF DJ // D(Ã) DG //
LJ∗

ss

RJ!

kk D(H)

LG∗
ss

RG!

kk [m]
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Since the Ã-ideal
(
C H
C H

)
is projective as right Ã-module, [8, Theorem 4.6]

implies that KerDG ' D(Ā).
As usually, this recollement diagram gives semi-orthogonal decompositions

[8, Corollary 2.6]

decdec (4.1) D(Ã) = (KerDG, Im LG∗) = (ImRG!,KerDG)

with KerDG ' D(Ā) and Im LG∗ ' ImRG! ' D(H) (though usually
Im LG∗ 6= ImRG!). Recall that a semi-orthogonal decomposition T =
(T1,T2) means that HomT (T2, T1) = 0 if Ti ∈ Ti and for every object

T ∈ T there is an exact triangle T1 → T2 → T
+−→.

31 Lemma 4.1. If T = (T1,T2) is a semi-orthogonal decomposition of a tri-
angulated category T , then

e31e31 (4.2) dim T 6 dim T1 + dim T2 + 1.

m. First we show that, for any subsets M,N of objects in T ,

〈M 〉k+1 †N ⊆ 〈M 〉 † 〈 〈M 〉k †N 〉 ⊆
⊆ 〈M 〉 † 〈〈M 〉 † 〈〈M 〉 † . . . 〈〈M 〉︸ ︷︷ ︸

k+1

†N〉 . . . 〉〉e32e32 (4.3)

Indeed, let C ∈ 〈M 〉k+1 †N, i.e there is an exact triangle A→ B → C
+−→,

where A ∈ 〈M 〉k+1, B ∈ N. There is an exact triangle A1 → A→ A2
+−→,

where A1 ∈ 〈M 〉k, A2 ∈ 〈M 〉. The octahedron axiom implies that there

ar exact triangles A1 → B → B′
+−→ and A2 → B′ → C

+−→. Therefore,
B′ ∈ 〈M 〉k †N and C ∈ 〈M 〉 † 〈 〈M 〉k †N 〉.

Now, let 〈M 〉k+1 = T1 and 〈N 〉l+1 = T2. Then, for every T ∈ T

there is an exact triangle T1 → T2 → T
+−→, where T1 ∈ 〈M 〉k+1, T2 ∈

〈N 〉l+1. But, according to (4.3), 〈M 〉k+1 † 〈N 〉l+1 ⊆ 〈M ∪ N 〉k+l+2, so
T = 〈M ∪N 〉k+l+2 and dim T 6 k + l + 1. �

As Ā is semi-simple, any indecomposable object from D(Ā) is just a
shifted simple module, so Db

f (Ā) = 〈 Ā 〉 and dim Db(A) = 1. If H is

hereditary, every indecomposable object from Db
f (H) is a shift of a module.

For every module M there is an exact sequence 0→ P ′ → P →M → 0 with
projective modules P, P ′ and, since H is semiperfect, every indecomposable
projective H-module is a direct summand of H. Hence Db

f (H) = 〈H 〉2
and der.dimH 6 1.

32 Corollary 4.2. der.dimA 6 der.dimH + 1. In particular, if A is a Back-
ström ring, der.dimA 6 2.

A finite dimensional hereditary algebra is said to be of Dynkin type if it
has finitely many isomorphism classes of indecomposable modules. Such al-
gebras correspond to Dynkin quivers [10]. We say that a Backström algebra
A is of Dynkin type if there is a Backström pair H ⊇ A, where H is a
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hereditary algebra of Dynkin type. For instance, it is so if A is a gentle or
skewed-gentle algebra [29], or if it is the algebra Λn from Example 2.2(4).
In[m] this case Db

f (H) = 〈M1,M2, . . . ,Mm 〉1, where M1,M2, . . . ,Mm are
all pairwise non-isomorphic indecomposable H-modules, so der.dimH = 0.

33 Corollary 4.3. If A is a Backström algebra of Dynkin type (for instance,
gentle or skewed-gentle), then der.dimA 6 1.

In [9] it was proved that der.dimA = 0 for a finite dimensional alge-
bra if and only if A is a piecewise hereditary algebra of Dynkin type (or,
equivalently, an iterated tilted algebra of Dynkin type) [18], i.e. it is derived
equivalent to a hereditary algebra of Dynkin type.

5. Relation to bimodule category
s4

Let A and B be additive categories, U be an A-B-bimodule, i.e. an
additive functor Aop × B → Ab. Recall [12] that the bimodule category
or the category of elements of the bimodule U is the category El(U) with the
set of objects

⋃
A∈A, B∈B U(A,B) and the set of morphisms u → v, where

u ∈ U(A,B), v ∈ U(A′, B′) being the set of pairs{
(α, β) | α : A′ → A, β : B → B′, uα = βv

}
.

Here we write, as usually uα and βv, respectively, instead of U(α, 1B)u
and U(1A, β)v. Bimodule categories appear when there is a semi-orthogonal
decomposition of a triangulated category.

41 Theorem 5.1. Let (A,B) be a semi-orthogonal decomposition of a trian-
gulated category C. Consider the A-B-bimodule U such that U(A,B) =
HomC(A,B) (A ∈ A, B ∈ B). For every f : A→ B fix a cone Cf such that

there is an exact triangle A
f−→ B

f1−→ Cf
f2−→ A[1]. The map f 7→ Cf in-

duces an equivalence of categories C : El(U)
∼→ C/J , where J is the ideal of

C consisting of morphisms η such that there are factorizations η = η′ξ = γ′′,
where the source of η′ is in A and the target of η′′ is in B. Moreover, J 2 = 0,
so C induces a bijection between isomorphism classes of objects in El(U) and
in C.2

Proof. As (A,B) is a semi-orthogonal decomposition of C, every object from

C occur in an exact triangle A
B−→→ C

+−→, where A ∈ A, B ∈ B, so f is
an object from El(U) and C ' Cf . Let f ′ : A′ → B′ be another object of
El(U) and (α, β) : f → f ′ in El(U). Fix a commutative diagram

e41e41 (5.1) A
f //

α

��

B
f1 //

β
��

Cf
f2 //

γ

��

A[1]

α[1]
��

A′
f ′ // B′

f ′1 // Cf ′
f ′2 // A′[1]

2 This theorem is actually a partial case of [13, Theorem 1.1].
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It exists, though is not unique. Let γ′ be another morphism making the
diagram (5.1) commutative an set η = γ − γ′. Then ηf1 = 0, hence η
factors through f2, and f ′2η = 0, hence η factors through f ′1. Thus η ∈ J .
On the other hand, if η : Cf → Cf ′ is in J , the decomposition η = η′ξ
implies that ηf1 = η′ξf1 = 0 and the decomposition η = ζη′′ implies that
α[1]η = α[1]ζη′′ = 0, hence the morphism γ′ = γ + η makes the diagram
(5.1) commutative. Therefore, the class C(α, β) of γ modulo J is uniquely
defined, so the maps f 7→ Cf and (α, β) 7→ C(α, β) define a functor C :
El(U)→ C/J .

Let now γ : Cf → Cf ′ be any morphism. Then f ′2γf1 = 0, so γf1 = βf
for some β : B → B′. Hence there is a morphism α : A → A′ making the
diagram (5.1) commutative, i.e. defining a morphism (α, β) : f → f ′ such
that γ ≡ C(α, β) (mod J ). If (α′, β′) is another such morphism, f ′1(β−β′) =
0, so β−β′ = f ′ξ for some ξ : B → A. But ξ = 0, so β = β′. In the same way
α = α′. Hence the functor C is fully faithful. As we have already notices, it
is essentially surjective, therefore defines an equivalence El(U) ' C/J .

The equality J 2 = 0 follows immediately from the definition and the
conditions of the theorem. �

We apply Theorem 5.1 to Backström pairs H ⊇ A such that A is left
noetherian and H is left hereditary and finitely generated as left A-module.
For instance, it is so in the case of Backström algebras. Then the ring

Ã is also noetherian and C is projective as left H-module. According to

(4.1), (KerDG, Im LG∗) is a semi-orthogonal decomposition of D(Ã). More-
over, both G and G∗ map finitely generated modules to finitely generated,

so the same is valid if we consider their restrictions onto Df (Ã) and Df (H).
Note also that G∗ is exact, so LG∗ can be applied to complexes componen-

twise. The Ã-module G∗M can be identified with the module of columns
M2 =

(
M
M

)
with the action of Ã given by the matrix multiplication. It gives

an equivalence of D(H) with Im LG∗. As H is left hereditary, every complex
from D(H) is equivalent to a direct sum of shifted modules (see [20, Sec-
tion 2.5]). other hand KerDG ' D(Ā) and Ā is semi-simple, so every com-
plex from D(Ā) is isomorphic to a direct sum of shifted simple A-modules.
So, to calculate the bimodule C, we only have to calculate Exti

Ã
(Ā,M2),

where . Note also that a projective resolution of Ā is P : 0→ C2 ε−→ P → 0,

since C is a projective H-module, so C2 is a projective Ã-module. Hence,
we only have to calculate Hom

Ã
(Ā,M2) and Ext1

Ã
(Ā,M2).

Theorem 5.2. (1) Hom
Ã

(Ā,M2) ' AnnM C = {u ∈M | Cu = 0 }.
(2) Ext1

Ã
(Ā,M2) ' HomH(C,M)/(M/AnnM C), where the quotient

M/AnnM C embeds in HomH(C,M) if we consider an element u ∈
M as the homomorphism µc : c 7→ cu.

Proof. (1) Hom
Ã

(Ā,M2) is identified with the set of homomorphisms ϕ :

P → M2 such that ϕε = 0. A homomorphism ϕ : Ā → M2 is uniquely
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defined by an element u ∈M such that ϕ ( 1
0 ) = ( u0 ). Namely, ϕ ( ac ) = ( aucu ).

Obviously, ϕε = 0 if and only if Cu = 0, i.e. u ∈ AnnM C.
(2) Ext1

Ã
(Ā,M2) ' Hom

Ã
(C2,M2)/Hom

Ã
(P ,M2)ε. As the functor

G∗ is fully faithful, Hom
Ã

(C2,M2) ' HomH(C,M). Namely, ψ : C →
M induces ψ2 : C2 → M mapping ( ab ) to

(
ψ(a)
ψ(b)

)
. Let ϕ : P → M2

correspond, as above, to an element u ∈ M . Then ϕε ( ab ) = ( aubu ), so it
equals µu and Hom

Ã
(P ,M2)ε is identified with M/AnnM C embedded in

HomH(C,M). �

6. Partial tilting for Backström pairs
s5

Let H ⊇ A is a Backström pair. Consider the ring B of triangular
matrices of the form

B =

(
Ā H̄
0 H

)
.

Let e1 = ( 1 0
0 0 ) and e2 = ( 0 0

0 1 ), B1 = Be1 and B2 = Be2 are projective
B-modules given by the first and the second column of B, i.e.

B1 =

(
Ā
0

)
, B2 =

(
H̄
H

)
.

A B-module M is defined by a triple
(
M1
M2

χM

)
, where M1 = e1M is an

Ā-module, M2 = e2M is an H-module and χM : M2 → M1 is an A-
homomorphism such that KerχM ⊇ CM2. We write an element u ∈ M as
a column ( u1u2 ), where ui = eiu. Then(

a b
0 c

)(
u1

u2

)
=

(
au1 + χM (bu2)

cu2

)
.

A homomorphism α : M → N is defined by two homomorphisms α1 : M1 →
N1 and α2 : M2 → N2 such that α1χM = χNα2. We write α = ( α1

α2 ).

51 Proposition 6.1. l.gl.dimB = max{l.gl.dimH,w.dim H̄H + 1}.
In particular, if H is left hereditary and H̄ is not projective as right H-
module, then l.gl.dimB = 2.

Proof. [26, Theorem 5] shows that l.gl.dimB 6 n if and only if

l.gl.dimH 6 n and Rn HomĀ(H̄ ⊗H , ) = 0.

As the ring Ā is semi-simple,

Rn HomĀ(H̄ ⊗H , ) = HomĀ(TorHn (H̄, ), ),

it implies the first claim. The second claim follows, since TorH1 (Ā, Ā) = 0
if and only if ĀH is projective. �

Note that H̄H is projective if and only if the rings H and A are of the
form

H =

(
H̄ 0
A0

1 A1
1

)
, A =

(
Ā 0
A0

1 A1
1

)
.



BACKSTRÖM ALGEBRAS 15

If H is left hereditary, then A1
1 is left hereditary and A0

1 is a projective left
A1

1-module. Then A is also[m] hereditary, as well as B.

We denote by R the B-module given by the triple
(

H/A
H

π

)
, where π :

H →H/A is the natural surjection.

52 Proposition 6.2. (1) EndB R ' Aop.
(2) pr.dimB R = 1.
(3) Ext1

B(R,R) = 0.
Recall that the conditions (2) and (3) mean that R is a partial tilting

B-module.

Proof. (1) The minimal projective resolution of R is the complex

P : 0→ B1 ε−→ B2 → 0,

where ε is the embedding, which gives (2). Any endomorphism γ of R
induces a commutative diagram

B1 //

γ1
��

B2

γ2
��

B1 // B2

As EndB B2 ' Hop, α2 is given by multiplication with an element h ∈ H
on the right. If there is a commutative diagram as above, then h ∈ A, which
proves (1). Finally, a homomorphism α : B1 → R maps the generator ( 1

0 ) of
B1 to an element

(
h̄
0

)
∈ R. If h is a preimage of h̄ in H, then α extends to

the homomorphism B2 → R that maps the generator ( 0
1 ) of B2 to

(
0
h

)
∈ R.

It implies (3). �

Together with Theorem 1.1, it gives the following result. [m]

53 Theorem 6.3. (1) The functor F = RHomB(R, ) induces an equiva-
lence Tri(R)→ D(A).

(2) KerF consists of complexes C such that the map χHk(C) is bijective
for all k.

(3) There is a recollement diagram

KerF I // D(B) F //

I∗

tt

I!

ii D(A)

F∗

tt

F!

jj

where F∗ and F! are, respectively, left and right adjoints to F, I is the
embedding, I∗ and I! are, respectively, left and right adjoints to I and
both adjunction morphisms η : FF∗ → IdD(R) and ζ : IdD(R) → FF!

are isomorphisms.
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Actually, the claim (2) means that a complex C is in KerF if and only if
its cohomologies are direct sums of modules of the form (U,U, 1U ), where U
is a simple H̄-module.

Proof. (1) and (3) follow from Theorem 1.1, since the complex P is perfect,
hence compact, and isomorphic to R in D(B). To find KerF, consider a
complex

C : · · · → Ck−1 dk−1

−−−→ Ck
dk−→ Ck+1 → . . . ,

where Ck is defined by a triple
(
Ck

1

Ck
2

χk

)
and dk =

(
dk1
dk2

)
, where dk1χk =

χk+1d
k
2 for all k. Note that Ci = (Cki , d

k
i ) (i = 1, 2) are complexes, (χk) is

a homomorphism of complexes and Hk(C) = (Hk(C1), Hk(C2), χ̄k), where
χ̄k = χHk(C) is induced by χk. A homomorphism P → C[k], where P is

the complex 0 → B1 ε−→ B2 → 0, is a pair of homomorphisms α : B2 →
Ck,β : B1 → Ck−1 such that α1π = χkα2, β2 = 0, dki αi = 0 (i = 1, 2) and

dk−1
1 β1 = α1|Ā. Let α2(1) = x ∈ Ck2 and β1(1) = y ∈ Ck−1

1 . These values
completely define α and β. The conditions for α and β mean that dk2x = 0

and dk−1
1 y = χkx.

This morphism is homotopic to zero if and only if there are maps σ : B2 →
Ck−1 and τ : B1 → Ck−2 such that α = dk−1σ[m] and β = σε+dk−2τ . Again

σ is defined by the element z = σ2(1) ∈ Ck−1
2 and τ is defined by the element

t = τ1(1) ∈ Ck−2
1 ; note also that τ2 = 0 and σ1π = χk−1σ2.

Suppose that any homomorphism P → C is homotopic to zero. Let
x̄ ∈ Hk(C2) be such that χ̄k(x̄) = 0 and x ∈ Ker dk2 be a representative

of x̄. Then χk(x) = dy for some y ∈ Ck−1
1 , so the pair (x, y) defines a

homomorphism P → C[k]. Therefore, there must be z ∈ Ck−1
2 such that

dk−1
2 y = 0, thus x̄ = 0 and χ̄k is injective. Let now ȳ ∈ Hk−1(C2) and

y ∈ Ck−1
2 be its representative. Then the pair (0, y) defines a homomorphism

P → C[k], so there must be an element z ∈ Ck−1
2 such that dk−1

2 z = 0 and

y = χk−1z + dk−1
1 t for some t. Hence ȳ = χ̄k−1(z̄) and χ̄k−1 is surjective.

As it holds for all k, we have that all maps χ̄k are bijective.
On the contrary, suppose that all χ̄k are bijective. If (x, y) defines a

homomorphism P → C[k], then χk(x) = dk−1
1 y, so χ̄k(x) = 0. Therefore,

x̄ = 0, i.e. x = dk−1
2 z for some z ∈ Ck−1

2 and χkx = dk1χk−1z. Then d(y −
χk−1z) = 0, hence there is an element z′ ∈ Ck−1

2 such that the cohomology

class of y − χk−1z equals χ̄kz̄′ where z′ ∈ Ck−1
2 and dk−1

2 z′ = 0, i.e. y −
χk−1z = χk−1(z′)+dt for some t. Then x = dk−1

2 (z+z′) and y−χk−1(z+z′) =
0, so this homomorphism is homotopic to zero. �

As usually, we identify the category A-Mod with the full subcategory of
D(A) consisting of the complexes C concentrated in degree 0. The follow-
ing result shows how the partial tilting functor F behaves with respect to
modules.
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54 Corollary 6.4. Let a B-module M be given by the triple
(
M1
M2

χM

)
.

(1) FM ∈ A-Mod if and only if χM is surjective.
(2) FM ∈ A-Mod[1] if and only if χM is injective.

Proof. H i RHom(R,M) ' ExtiB(R,M), so M ∈ A-Mod if and only if
Ext1

B(R,M) = 0, i.e. any homomorphism B1 → M factors through ε.
One easily sees that it is just when χM is surjective. Analogously, FM ∈
A-Mod[1] if and only if HomB(R,M) = 0, which means that χM is injec-
tive. �
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