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TENSOR RANK: MATCHING POLYNOMIALS AND SCHUR

RINGS

DIMA GRIGORIEV, MIKHAIL MUZYCHUK, AND ILYA PONOMARENKO

Abstract. We study the polynomial equations vanishing on tensors of a given

rank. By means of polarization we reduce them to elements A of the group
algebra Q[Sn ×Sn] and describe explicitely linear equations on the coefficients
of A to vanish on tensors of a given rank. Further, we reduce the study to the

Schur ring over the group Sn × Sn that arises from the diagonal conjugacy
action of Sn. More closely, we consider elements of Q[Sn × Sn] vanishing on
tensor of rank n− 1 and describe them in terms of triples of Young diagrams,
their irreducible characters and nonvanishing of their Kronecker coefficients.

Also, we construct a family of elements in Q[Sn × Sn] vanishing on tensors of
rank n − 1 and illustrate our approach by a sharp lower bound on the border
rank of an explicitly produced tensor. Finally, we apply this construction to
prove a lower bound 5n2/4 on the border rank of the matrix multiplication

tensor (being, of course, weaker than the best known one 3n2/2+n/2−1, due
to T.Lickteig).

1. Introduction

In this paper we propose an approach to producing equations for tensors of a
given rank with the goal of obtaining lower bounds on the rank. We recall (see e.g.
[20, 23, 4, 11, 12]) that the rank rk(A) of a tensor A ∈ U ⊗ V ⊗ W is defined to
be the minimal positive integer r such that there exist vectors u(i) ∈ U , v(i) ∈ V ,
w(i) ∈ W , i = 1, . . . , r, for which

A =
∑

1≤i≤r

u(i) ⊗ v(i) ⊗ w(i).

(Throughout this paper we assume that the vector spaces U , V and W are defined
over an algebraically closed field of characteristic zero.) Clearly, the concept of the
rank of a tensor generalizes the one of the matrix rank. But unlike the matrix rank
the tensor rank is not semicontinuous. That is why one studies the border rank
rk(A) being the maximal semicontinuous function for which rk(A) ≤ rk(A).

The tensor rank equals the multiplicative complexity of computing a family
of bilinear forms with noncommuting variables [20]. One of the main inspiring
problems in this context is to estimate the multiplicative complexity of n×n matrix
multiplication, that is equal to the rank rk(Mn) of the structure tensor Mn of the
algebra of n × n matrices. The best known bounds are

5n2 − 3n ≤ rk(Mn) ≤ O(n2.38),

we refer to [23, 4, 11, 12] for the development and the history of the upper bound,
and to [2] for the lower bound. In [18] it was established a lower bound on the
border rank rk(Mn) ≥ 3n2/2 + n/2 − 1. In [16] the best known current bound
rk(Mn) ≥ (2 − ǫ) · n2 for any ǫ > 0 was proved.
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Thus, the gap between the upper and lower bounds is big. One of its reasons is
the lack of explicit equations on the variety Tr ⊂ U ⊗ V ⊗ W of the tensors with
the border rank less or equal to r. There are several approaches in this direction.

Strassen in [21] has constructed explicit equations on the variety Tr for certain
r’s in the case dim(U) = 3 and dim(V ) = dim(W ) = n. This result was extended in
[14] to more general tensors of order more than 3. Another approach is based on the
general idea of ”embedding” tensors into appropriate matrices (called flattenings)
and estimating the rank of these matrices [15, 13, 6, 16]. A study of the closures of
the GL(U) ⊗ GL(V ) ⊗ GL(W )-orbits of tensors was proposed first in [22] and then
developed further in [5].

A similar problem of estimating the rank for the symmetric product (rather than
the tensor product) was studied e.g. in [17] (see also the numerous references in the
latter paper); earlier a method to obtain lower bound for the rank in this situstion
was suggested in [7]. We mention also a topological approach that was proposed
in [8] for a related problem on lower bounds for the complexity of polynomials.

Let us briefly discuss the contents of our paper. In Section 2 we establish a
reduction from general polynomials on tensors A = (Aijk) to the matching poly-
nomials which are homogeneous, and polylinear in a strong sense: the indices of
variables Xijk occuring in any given monomial form a 3-dimensional matching

(1) {(if , ig, ih) : i = 1, . . . , n}

where n is the degree of the matching polynomial, and f, g, h ∈ Sn are permuata-
tions depending on the monomial. One can treat such a matching polynomial on
n × n × n tensors, which vanishes on the rank n − 1 tensors, as a 3-dimensional
analogue of the customary determinant (or more generally, a 3-dimensional sub-
determinant vanishing on tensors of fixed rank r < n). Our reduction is a special
polarization which preserves the property ”to vanish on Tr” . Subsequently, having
a 3-dimensional determinant D one can pass to a polynomial vanishing on Tr for
tensors of a smaller size n1 × n2 × n3 (n1, n2, n3 ≤ n) by means of depolarization
just identifying suitable variables of D. Since the polarization and the depolariza-
tion are transformation being inverse to each other, one may reduce the study of
equations on Tr to matching polynomials.

In its turn the 3-dimensional matchings (1) are in 1-1 correspondence with the
elements (f−1g, f−1h) of the group Sn×Sn. This enables us to identify a matching
polynomial with an element of the group algebra Q[Sn × Sn]. In Section 3 we
describe explicitly (linear) equations on the coefficients of an element of this algebra
that corresponds to a 3-dimensional (sub)determinant vanishing on tensors of rank
at most r. Since these equations, and thereby, their space of solutions

Vn,n−r ⊂ Q[Sn × Sn],

are invariant under the (diagonal) conjugacy action of Sn, the space Vn,n−r is
generated as a right ideal in Q[Sn × Sn] by the intersection Vn,n−r ∩ A where
A ⊂ Q[Sn × Sn] is the Schur ring of this action (see Section 4). Moreover,

Vn,n−r ∩ A =
⊕

π

Vn,n−r ∩ Aπ

where the direct sum ranges over the irreducible representations of A. Furthermore,
in Section 4 we describe the latter representations in terms of triples of Young
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diagrams and nonvanishing of their Kronecker coefficients. Finally, in this section
we provide the conditions (in terms of the Young diagrams) when the depolarization
does not vanish identically.

In Section 5 we study more closely the case of the rank of n × n × n tensors
equal n − 1, and give an explicit criterion for a matching polynomial to be a 3-
dimensional determinant; this criterion is expressed in terms of the triples of Young
diagrams. Also in this section we show that, unfortunately, if a depolarization of
3-dimensional determinant does not vanish on n1 × n2 × n3 tensors, then ni > n/3
for some i ∈ {1, 2, 3}. This implies that in order to obtain nonlinear lower bound
on the tensor rank one should consider elements of Vn,n−r with r < n−1 (perhaps,
with the rank r significantly less than n − 1).

Finally, in Section 5 we construct a particular family of elements in Vn,n−1 which
we apply in Section 6 to yield a (2m + 1)× (2m + 1)× (2m + 1) tensor A such that
rk(A) = rk(A) = 3m. Also as an illustration of our approach we apply in Section 6
the latter construction to get a bound rk(Mn) ≥ 5n2/4 (being, of course, weaker
than the best known bound from [18].

Acknowledgements. This paper was written during the authors visiting Max
Planck Institut für Mathematik in Bonn. We would like to express our gratitude
to the Institute for hospitality and excellent working conditions.

Notations.

For positive integers m ≤ n we set [m,n] = {m,m + 1, . . . , n} and [n] = [1, n].
The set of all (resp. r-class) partitions of [n] is denoted by Λ(n) (resp. Λ(n, r)).

The Young diagram of λ ∈ Λ(n) is denoted by [λ].
The set of all Young diagrams with n nodes is denoted by Λ(n); the subset of

Λ(n) that consists of diagrams with r rows is denoted by Λ(n, r).
The Young subgroup of a partition λ ∈ Λ(n) is denoted by Sλ.
The identity of a group G is denoted by eG.
Given a group G and a set H ⊂ G the sum

∑

h∈H h in the group ring QG = Q[G]
is denoted by H.

For a set S the algebra of all rational S × S-matrices is denoted by MatS(Q), or
Matn(Q) if S = [n].

2. Tensor rank, polarization and matching polynomials

For the sake of simplifying notations in what follows we will study cubic tensors
(i.e. tensors of order 3), but actually one could study parallelepiped tensors as well.

We observe that the variety Tr (see Section 1) is defined over the field Q. There-
fore it suffices to look for polynomials which vanish on Tr with rational coefficients.
Thus throughout the paper we assume that all the polynomials have rational coef-
ficients.

Let P(n) be the set of all homogeneous polynomials P (X) on n×n×n tensors;
here X = {Xijk}i,j,k∈[n] denotes the set of variables. Our goal is to find those
polynomials P (X) for which P (A) = 0 for all n×n×n tensors A of rank at most r.
The linear space of all these polynomials is denoted by P(n, r). The key point of our
approach to look for elements of this space is the concept of a matching poynomial
introduced below.
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We say that P (X) ∈ P(n) is a (3-dimensional) matching polynomial if it is
multilinear and any of its monomial is given by two permutations of the symmetric
group Sn; more precisely, P (X) is a linear combination of the monomials

(2) Mg(X) =

n
∏

i=1

Xi ig1 ig2 , g ∈ S2
n

where S2
n = Sn × Sn, and g1 and g2 are the coordinates of g. The linear space of

matching polynomials is denoted by M(n).

Polarization. Given any polynomial P (X) ∈ P(n) one can construct a match-
ing polynomial belonging to M(N) for some N ≥ n by means of a series of ”local”
polarizations of one of the following types:

(3) · · ·
k
∏

j=1

Xiajbj
· · · 7→ · · ·

1

k!





∑

π∈Sk

k
∏

j=1

Xi
jπ ajbj



 · · · ,

· · ·
k
∏

j=1

Xajibj
· · · 7→ · · ·

1

k!





∑

π∈Sk

k
∏

j=1

Xaji
jπ bj



 · · · ,

· · ·
k
∏

j=1

Xajbji · · · 7→ · · ·
1

k!





∑

π∈Sk

k
∏

j=1

Xajbji
jπ



 · · · ,

where the monomial in the left-hand side of (3) contains k variables of the form
Xiab for a fixed i (similar for other two polarizations), and i1, . . . , ik are new indices
(each such a transformation increases the number of variables).

Given a monomial M(X) ∈ P(n) denote by u, v and w the nonnegative integer
n-vectors such that us, vs and ws are respectively the numbers (taken with mul-
tiplicities) of variables Xsjk, Xisk and Xijs that occur in M(X) when the indices
i, j, k run over [n] . The triple (u, v, w) ∈ Zn×Zn×Zn will be called the multidegree
of M(X). The sum of all monomials of a polynomial P (X) ∈ P(n) that have the
same multidegree is called a multihomogeneous component of P (X). The polyno-
mial P (X) ∈ P(n) is multihomogeneous if it has exactly one multihomogeneous
component; if, in additiion,

∑

i ui =
∑

i vi =
∑

i wi =: N , the polynomial P (X) is
called N -uniform.

Lemma 2.1. Let r ∈ [n] and P (X) ∈ P(n, r). Then

(1) each multihomogeneous component of P (X) belongs to P(n, r),
(2) if P (X) is N -uniform, then the polarization of P (X) belongs to P(N, r).

Proof. To prove statement (1) take 3n new variables ε
(u)
s with s ∈ [n] and u ∈ [3].

Let us consider

P ε(X) = P (. . . ,Xijk := Xi,j,k ε
(1)
i ε

(2)
j ε

(3)
k , . . .).

as a polynomial in these variables. The coefficient of this polynomial at the

monomial M = · · · (ε
(u)
s )d(s,u) · · · coincides with the multihomogeneous compo-

nent of P (X), the multidegree of which is (. . . , d(s, u), . . .) where d(s, u) is the

degree of the variable ε
(u)
s in M . Now, since P (X) ∈ P(n, r), the above coeffi-

cient at M is equal to zero. This implies that the multihomogeneous component
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of P (X) that contains M , vanishes at any n×n×n tensor of rank ≤ r. Thus each
multihomogeneous component of a polynomial P (X) belongs to P(n, r).

To prove statement (2) for the sake of simplifying notation suppose that the po-
larization Q(Y ) of P (X) is obtained by a single ”local” polarization of the form (3).
Thus P (X) is defined on n1 × n2 × n3-tensors for some positive integers n1, n2, n3,
while Q(Y ) is defined on (n1 + k − 1) × n2 × n3-tensors.

Take any (n1+k−1)×n2×n3-tensor A of rank ≤ r. Then there exist (n1+k−1)-
dimensional vector X(u), n2-dimensional vector Y (u) and n3-dimensional vector
Z(u), u = 1, . . . , r, such that

(4) Aα,β,γ =

r
∑

u=1

X(u)
α Y

(u)
β Z(u)

γ

for all α, β, γ. For each index u and a nonempty set I ⊂ [k] denote by X(u)(I) the
n1-dimensional vector which is obtained from X(u) be removing its i1, . . . , ik-entries

and taking
∑

j∈I X
(u)
ij

as the i-entry, Then it is straightforward to check that

(5) Q(A) =
1

k!

∑

∅6=I⊂[k]

(−1)k−|I| · P (A(I)),

where

A(I) =

r
∑

u=1

X(u)(I) · Y (u)(I) · Z(u)(I)

is the n1 × n2 × n3-tensor (cf. (4)). Since obviously rk(A(I)) ≤ r for all I, and
P (X) ∈ P(n, r), the right-hand side in (5) is equal to 0, and we are done.

Depolarization. Given a matching polynomial P (X) ∈ M(n) and partitions
λ1, λ2, λ3 ∈ Λ(n,m) we define the (λ1, λ2, λ3)-contraction of P (X) to be the poly-
nomial

(6) Pλ1,λ2,λ3(Y ) = P (. . . ,Xijk := Yc1(i)c2(j)c3(k), . . .)

where Y = {Yijk}i,j,k∈[m] and ca(b) is the number of the class of the partition λa

that contains b. Thus, Pλ1,λ2,λ3(Y ) ∈ P(m).

Lemma 2.2. In the above notations P ∈ P(n, r) ⇒ Pλ1,λ2,λ3 ∈ P(m, r).

Proof. Given an m × m × m tensor A set

(Aλ1,λ2,λ3)i,j,k = Ac1(i),c2(j),c3(k), i, j, k ∈ [n].

Then Aλ1,λ2,λ3 is an n×n×n tensor, and it is easily seen that rk(A) = rk(Aλ1,λ2,λ3).
On the other hand from (6) it immediately follows that

Pλ1,λ2,λ3(A) = P (Aλ1,λ2,λ3)

and we are done.

Since for any multihomogeneous polynomial P (X) the result of its polarization
with a subsequent appropriate depolarization coincides with P (X), any multihomo-
geneous polynomial from P(n, r) can be obtained as the depolarization of a certain
matching polynomial from P(N, r) where N is as statement (2) of Lemma 2.1.
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3. A reduction to the group algebra of Sn × Sn

Thoughout the section we fix a number d ∈ [n]. Under a defect d cubic determi-
nant we mean any matching polynomial belonging the set P(n, n − d). This name
is justified since such a polynomial vanishes at any tensor of the rank less or equal
to n − d (generalizing polynomials in matrices). A transition from M(n) to the
group algebra QS2

n is provided by the linear space isomorphism

Fn : M(n) → QS2
n,

∑

g∈S2
n

a(g)Mg 7→
∑

g∈S2
n

a(g)g.

Lemma 3.1. Let χ ∈ QS2
n and P = F−1

n (χ). Then P is a cubic determinant of
defect d if and only if χ is a solution of the following system of linear equations:

(7) S2
λ · χ = 0, λ ∈ Λ(n, r)

where S2
λ = Sλ × Sλ and r = n − d.

Proof. To prove the sufficiency suppose that χ is a solution of system (7). Take an
n × n × n tensor A of rank ≤ r. Then there exist n-vectors X(u), Y (u) and Z(u),
u = 1, . . . , r, such that

Aijk =

r
∑

u=1

X
(u)
i Y

(u)
j Z

(u)
k , i, j, k ∈ [n].

Without loss of generality we can assume that the elements of the vectors X(u), Y (u)

and Z(u) are independent pairwise commuting variables. Then P (A) is a polynomial
in these variables, and for any monomial Mg(X), g ∈ S2

n, of the polynomial P (X)
we have (see (2)):

Mg(A) =

n
∏

v=1

(

r
∑

u=1

X
(u)
v Y

(u)
vg1

Z
(u)
vg2

)

.

This implies that any monomial of the polynomial Mg(A), and hence any monomial
of the polynomial P (A), is uniquely determined by a map θ : [n] → [r], in terms of
which this monomial can be written as follows:

M(g, θ) =

n
∏

v=1

X
(θ(v))
v Y

(θ(v))
vg1

Z
(θ(v))
vg2

.

Though not all of these monomials are distinct, we have

(8) P (A) = (F−1
n (χ))(A) =

∑

g∈S2
n

∑

θ:[n]→[r]

χ(g)M(g, θ)

where χ(g) is the coefficient of χ at g. In fact, two monomials M(g, θ) and M(g′, θ′)
can be equal only if θ = θ′. Denote by λ the partition of [n] with r′ non-empty
classes θ−1(i), i ∈ [r]. Then r′ ≤ r, λ ∈ Λ(n, r′), and M(hg, θ) = M(g, θ) does not
depend on h ∈ S2

λ. This shows that

M(g, θ) = M(g′, θ) ⇐⇒ g′ ∈ S2
λg.

Thus given a right S2
λ-coset C in the group S2

n, the monomial M(g, θ) does not
depend on g ∈ C; we denote it by M(C, λ). Then by (8) we obtain that

P (A) =
∑

λ∈Λr

∑

C∈Cλ

∑

g∈C

χ(g)M(C, λ) =
∑

λ∈Λr

∑

C∈Cλ





∑

g∈C

χ(g)



M(C, λ)
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where Cλ is the set of all S2
λ-cosets in S2

n, and Λr is the set of all partitions of [n]
into at most r classes. Thus, to prove that P is of defect d it suffices to verify that
given λ ∈ Λr and C ∈ Cλ we have

(9)
∑

g∈C

χ(g) = 0.

First, we note that for any partition λ ∈ Λr one can find a refinement λ′ ∈ Λ(n, r)
of it. By the hypothesis of the lemma we have

0 = S2
λ′ · χ = S2

λ′ ·
∑

g∈S

χ(g)g =
∑

C′∈Cλ′

(

∑

h∈C′

χ(h)

)

C ′.

Therefore
∑

g∈C′

χ(g) = 0 for all C ′ ∈ Cλ′ .

Since S2
λ′ is a subgroup of S2

λ, each S2
λ-coset C is a union of S2

λ′ -cosets C ′ ∈ Cλ′ .
This implies (9), and hence the sufficiency. The necessity can be proved in a similar
way.

Lemma 3.1 shows that all cubic determinants of defect d are in 1-1 correspon-
dence with the solutions of the linear system defined by (7). The set of all of them
is denoted by V = Vn,d. Clearly, this set is a right ideal of the algebra QS where
S = S2

n. Lemma 3.2 below enables us to reduce the system (7) to a single linear
equation by means of the element

(10) ζ = ζn,d =
∑

λ∈Λ(n,n−d)

S2
λ.

Obviously, given g ∈ S and u ∈ Sn we have g ∈ S2
λ if and only if gu ∈ S2

λu where
gu = (gu

1 , gu
2 ). Therefore the coefficients of ζ are constant on the orbits of the

coordinatewise conjugacy action of Sn on S.

To compute the element ζn,1, we note that every partition λ ∈ Λ(n, n − 1) has
exactly one class of size 2 and n−2 singleton classes. Therefore S2

λ is a Klein group
whose non-identity elements are (t, t), (1n, t) and (t, 1n) for some transposition
t ∈ Sn where 1n is the identity permutation in Sn. It follows that

(11) ζn,1 =

(

n

2

)

1n + C1 + C2 + C3

where C1 = Diag(T × T ), C2 = {1n} × T and C3 = T × {1n} with T = Tn being
the set of transpositions in Sn.

Lemma 3.2. In the above notations V = {χ ∈ QS : ζ · χ = 0}.

Proof. Clearly, ζ ·χ = 0 for all χ ∈ V . Conversly, let χ ∈ QS be such that ζ ·χ = 0.
We have to verify that S2

λ · χ = 0 for all λ ∈ Λ(n, r) where r = n − d. However,

(12) ζ · χ = 0 ⇒ 〈ζ · χ, χ〉 = 0 ⇒
∑

λ∈Λ(n,r)

〈S2
λ · χ, χ〉 = 0

where 〈·, ·〉 is the standard scalar product in QS. Since S2
λ is a subgroup of S,

the quadratic form 〈S2
λ · χ, χ〉 is positive semidefinite. Hence the right-hand side

equality in (12) implies that 〈S2
λ · χ, χ〉 = 0, and hence S2

λ ·χ = 0 for all λ ∈ Λ(n, r).
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We complete the section by giving a necessary and sufficient condition for a
matching polynomial to have a nonzero contraction in terms of the Young subgroups
of the corresponding partitions. Below we will use the group monomorphisms from
Sn into S defined by

(13) ∆1 : g 7→ (g, g), ∆2 : g 7→ (g, 1n), ∆3 : g 7→ (1n, g).

Each of them is linearly extended to the ”coordinate” embedding of the algebra QSn

into QS. In what follows we will denote the corresponding algebra monomorphisms
also by ∆1, ∆2 and ∆3. For an element χ ∈ QS set

χλ1,λ2,λ3 = ∆1(Sλ1
) · χ · ∆2(Sλ2

) · ∆3(Sλ3
).

This element will be called the (λ1, λ2, λ3)-contraction of χ.

Lemma 3.3. Let P ∈ M(n), χ = Fn(P ) and λ1, λ2, λ3 ∈ Λn. Then

Pλ1,λ2,λ3 6= 0 ⇐⇒ χλ1,λ2,λ3 6= 0.

Proof. By the definition of the mapping Fn we have

P (X) =
∑

g∈S

χ(g)Mg(X).

Let us define the equivalence relation ∼ on the group S by setting g ∼ h if
and only if g ∈ Ch := Diag(Sλ1,λ1

)hSλ2,λ3
. It is easily seen that the monomial

(Mλ1,λ2,λ3)g(Y ) does not depend on the choice of g in an equivalence class C of
this equivalence relation. Denote this monomial by MC(Y ). Then

Pλ1,λ2,λ3(Y ) =
∑

C





∑

g∈C

χ(g)



MC(Y )

where C runs over the equivalence classes of ∼. Therefore Pλ1,λ2,λ3 6= 0 if and only
if
∑

g∈C χ(g) 6= 0 for some equivalence class C. However, obviously,

∑

h∈S





∑

g∈Ch

χ(g)



h = ∆1(Sλ1
) · χ · ∆2(Sλ2

) · ∆3(Sλ3
).

This implies the required statement because {Ch : h ∈ S} is the set of classes of
the equivalence relation ∼.

4. A decomposition of the cubic determinant space via a Schur ring

Throughout this section we fix positive integers n and d ∈ [n], and set V = Vn,d.
The group G = Gn = S3

n has two subgroups G0
∼= Sn and S0

∼= S2
n, defined by

G0 = Diag(S3
n) and S0 = {1n} × S2

n.

Since G = G0 ·S0 and the right G0-cosets are in the natural 1-1 correspondence with
the elements of S0, the action of G on the right G0-cosets induces a permutation
group on S = S2

n. In this action we have

(G0·(1n, x, y))(1n,g,h) = G0·(1n, xg, yh) and (G0·(1n, x, y))(g,g,g) = G0·(1n, xg, yg)

for all x, y, g, h ∈ Sn. Therefore after identifying in a natural way S0 with S the
group G becomes a permutation group on S, in which the subgroup S acts on itself
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by the right multiplications, and the subgroup G0 acts by coordinatewise conjuga-
tion. In particular, G is transitive, and the stabilizer of the point eS = (1n, 1n)
in G is equal to G0. The action of G on S defines a permutation representation of
G defined by

(14) R : G → MatS(Q), g 7→ Pg

where Pg is the permutation matrix of g: (Pg)x,y = δxg,y for all x, y ∈ S. In
particular, (

∑

x axx)Pg =
∑

x axxg for all ax ∈ Q.

Lemma 4.1. In the above notations the linear space V is a G-invariant. In par-
ticular, it is the direct sum of G-irreducible subspaces.

Proof. The set V is S-invariant because S acts on itself by the right multiplications,
and V is a right ideal of the algebra QS. Next, it was mentioned just after the
definition (10) that the coefficients of the element ζ are constant on the orbits of
the coordinatewise conjugacy action of Sn on S. So by Lemma 3.2 the set V is
G0-invariant. Thus V is a G-invariant and we are done.

Denote by A = An the linear subspace of the algebra QS spanned by the set
S/G0 of all orbits of the permutation group G0 ≤ Sym(S),

A = SpanQ{X : X ∈ S/G0}.

Then since S is a regular subgroup of G, the subspace V is also a subalgebra of the
algebra QS, see [24, Chapter IV]. In terms of the latter book, A is the transitivity
module of the group S0, and hence the Schur ring over the group S, that corresponds
to the permutation group G. In particular, {X : X ∈ S/G0} is a linear base of A
that contains 1S and is closed with respect to taking inverses, X → X−1.

Denote by Irr(A) the set of all Q-irreducible characters of A. As we will see
below (Lemma 4.3) these characters are absolutely irreducible. By the Wedderburn
theorem this implies that

(15) A =
⊕

π∈Irr(A)

Aπ

where Aπ is a simple algebra isomorphic to Matnπ
(Q) with nπ = π(1S). The

following statement shows how the space of cubic determinants of defect d can be
constructed from spaces V ∩ Aπ where V = Vn,d.

Lemma 4.2. The linear space V is generated (as a right ideal of the algebra QS)
by the linear space V ∩ A. Moreover,

(16) V ∩ A =
⊕

π∈Irr(A)

V ∩ Aπ.

Proof. By Lemma 4.1 the linear space V is the direct sum of G-irreducible sub-
spaces. Let U be one of them. Then

U = SpanQ{uPg : g ∈ G}

for all nonzero vectors u ∈ U . Therefore to prove the first statement it suffices to
verify that U ∩ A 6= {0}. For this purpose we note that U = QSE for some (not
necessarily central) idempotent matrix E such that EPg = PgE for all g ∈ G. Then
for u = 1SE and g ∈ G0 we have

uPg = (1SE)Pg = (1SPg)E = 1SE = u.
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This implies that u ∈ A. Besides, u 6= 0, because otherwise by the transitivity of G
we have 0 = uPg = (1SE)Pg = (1SPg)E = gE for all g ∈ S which is impossible.
Thus 0 6= u ∈ U ∩A. To prove the second statement we note that V ∩A is a right
A-ideal. Therefore (16) immediately follows from (15).

Given a character π ∈ Irr(A) denote by eπ the central primitive idempotent of the
algebra A that corresponds to π. Then Aπ = eπ · A. Therefore to study the linear
space V ∩Aπ we find the explicit expression for the idempotent eπ in terms of the
irreducible characters of the group Sn. For this purpose let us fix some notations.
First, given ρ ∈ Irr(Sn) we denote by eρ the central primitive idempotent of the
algebra QSn that corresponds to ρ.1 The rationality of ρ implies that

(17) eρ =
ρ(1n)

n!
·
∑

g∈Sn

ρ(g)g.

Second, given any two irreducible characters µ, ν ∈ Irr(Sn) we have µ ·ν =
∑

ρ kρ
µ,νρ

where ρ runs over the set Irr(Sn) and kρ
µ,ν is a nonnegative integer called the Kro-

necker coefficient [3].

Lemma 4.3. Given a character π ∈ Irr(A) there exist uniquely determined char-
acters ρ, µ, ν ∈ Irr(Sn) such that kρ

µ,ν 6= 0 and eπ = eρ,µ,ν where

(18) eρ,µ,ν = ∆1(eρ) · ∆2(eµ) · ∆3(eν).

Proof. Denote by Z(G,S) the centralizer algebra of the group G ≤ Sym(S); this
algebra consists of all matrices A ∈ MatS(Q) such that APg = PgA for all g ∈ G.
Then by [24, Theorem 28.8] the linear mapping A → 1

S
A is an algebra isomorphism

from Z(G,S) onto A. Therefore given a character π ∈ Irr(A) there exists an
irreducible character π′ of the algebra Z(G,S) such that

(19) eπ = 1
S
eπ′ .

Next, the algebras Z(G,S) and R(QG) where the representation R is defined
by (14), have the same central primitive idempotents. So eπ′ is also a central
primitive idempotent of the algebra R(QG). Therefore there exists a character
π0 ∈ Irr(G) such that eπ′ = R(eπ0

) where eπ0
is the central primitive idempotent

of QS that corresponds to π0. Since G = S3
n, by [9, Theorem 4.21] there are

uniquely determined characters ρ, µ, ν ∈ Irr(Sn) such that π0(g) = ρ(g)µ(g)ν(g) for
all g ∈ Sn. Due to (17) we obtain that

eπ′ = R(eπ0
) =

ρ(1n)µ(1n)ν(1n)

(n!)3
·
∑

u,v,w∈Sn

ρ(u)µ(v)ν(w)Pg(u,v,w)

where g(u, v, w) is the permutation of S that is the image in G of the element
(u, v, w) ∈ S3

n. However, g(u, v, w) = gu · gv · gw where

gu = g(u, 1n, 1n), gv = g(1n, v, 1n), gw = g(1n, 1n, w).

Therefore
∑

u,v,w∈Sn

ρ(u)µ(v)ν(w)Pg(u,v,w) =
∑

u∈Sn

ρ(u)Pgu
·
∑

v∈Sn

µ(v)Pgv
·
∑

w∈Sn

ν(w)Pgw
=

1Here and below we are working in the algebra QSn, because the irreducible representations

of Sn over Q are absolutely irreducible.
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(

∑

C

ρ(C) ·
∑

u∈C

Pgu

)

·

(

∑

C

µ(C) ·
∑

v∈C

Pgv

)

·

(

∑

C

ν(C) ·
∑

w∈C

Pgw

)

where C runs over the conjugacy classes of Sn and ρ(C), µ(C) and ν(C) are re-
spectively the values of ρ, µ and ν on an element of C. Besides, from the definition
of gu, gv and gw it follows that 1SPgu

= (1S)gu = (u−1, u−1) , and similarly,
1SPgv

= (v, 1n) and 1SPgw
= (1n, w). Therefore

1S

(

∑

u∈C

Pgu

)

= ∆1(C), 1S

(

∑

v∈C

Pgv

)

= ∆2(C), 1S

(

∑

w∈C

Pgw

)

= ∆3(C)

(here in the first equality we used the fact that C−1 = C). Together with (19) these
equalities imply that

eπ =

(

ρ(1n)

n!

∑

C

ρ(C)∆1(C)

)

·

(

µ(1n)

n!

∑

C

µ(C)∆2(C)

)

·

(

ν(1n)

n!

∑

C

ν(C)∆3(C)

)

=

= ∆1(eρ) · ∆2(eµ) · ∆3(eν) = eρ,µ,ν

as required. To complete the proof we have to verify that kρ
µ,ν 6= 0. For this purpose

let us compute the trace Tr(eπ) of the linear map u 7→ eπu, u ∈ QS. The matrix of
this linear map coincides with eπ′ and so

(20) Tr(eπ) = Tr(eπ′) = |S| · (eπ)
1

= (n!)2 · (eπ)
1

where (eπ)
1

is the coefficient of eπ at 1S . Using (17) for ρ = ρ, µ, ν, (18) and (13)
we obtain that

(21)
(n!)3

ρ(1n)µ(1n)ν(1n)
· (eπ)

1
=
∑

x∈S

ρ(x)µ(x−1)ν(x−1) = n! · 〈ρ, µν〉 = n! · kρ
µ,ν .

Now from (20) and (21) it follows that Tr(ep) = ρ(1n)µ(1n)ν(1n)kρ
µ,ν . On the other

hand dim(Aπ) = Tr(eπ) because eπ is idempotent. Thus kρ
µ,ν 6= 0.

Let us consider the contraction of a cubic determinants (see Section 2 and
Lemma 3.3). For this purpose denote by λρ the Young diagram corresponding
a character ρ ∈ Irr(Sn), and for a partition λ ∈ Λ(n) by πλ the permutation char-
acter of the group Sn acting on the right cosets of Sλ by multiplications. Then by
[10, Corollary 2.2.22] we have

(22) 〈πλ, ρ〉 6= 0 ⇔ λρ D [λ]

where D denotes the partial order on Λ(n) in which λ D µ (λ dominates µ) if and

only if for all i the inequality
∑i

j=1 λj ≥
∑i

j=1 µj holds.

Lemma 4.4. Given ρ, λ, µ ∈ Irr(Sn) and λ1,λ2,λ3 ∈ Λ(n) set e = eρ,µ,ν and set
Λi = {λi ∈ Λ(n) : [λi] = λi}, i = 1, 2, 3. Then

(1) if λ1 6D λρ or λ2 6D λµ or λ3 6D λν , then χλ1,λ2,λ3 = 0 for all χ ∈ eQS and
all λi ∈ Λi,

(2) if λ1 D λρ and λ2 D λµ and λ3 D λν and kρ
µ,ν 6= 0, then eλ1,λ2,λ3 6= 0 for

some λi ∈ Λi.

Proof. To prove statement (1) suppose that λ1 6D λρ or λ2 6D λµ or λ3 6D λν .
Then by (22) for any partitions λ1 ∈ Λ1, λ2 ∈ Λ2 and λ3 ∈ Λ3 we have

〈πλ1
, ρ〉 = 0 or 〈πλ2

, µ〉 = 0 or 〈πλ3
, ν〉 = 0.
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Notice that an irreducible representation τ of a group Y appears in a decomposition
of a permutational representation 1Y

X of a group X ≤ Y if and only if
∑

x∈X

τ(x) = 0 ⇐⇒ X · eτ = 0.

Thus one of the elements Sλ1
·eρ, Sλ2

·eµ, Sλ3
·eν is equal to 0. Together with (18)

we obtain that for any g = (g1, g2) ∈ S

(e · g)λ1,λ2,λ3 = ∆1(Sλ1
eρ) · ∆2({g1} · Sλ2

eµ) · ∆3({g2} · Sλ3
eν) = 0

(here we used the facts that the elements ∆2(X) and ∆3(Y ) commute each to other
for all X,Y ∈ QSn, and that the elements eρ, eµ and eν belong to the center of the
algebra QSn). Now, statement (1) follows from Lemma 3.3.

To prove statement (2) suppose that λ1 D λρ and λ2 D λµ and λ3 D λν . Then
again as above from (22) it follows that
∑

λ1∈Λ1

Sλ1
· eρ = a1 · eρ,

∑

λ2∈Λ2

Sλ2
· eµ = a2 · eµ,

∑

λ3∈Λ3

Sλ3
· eν = a3 · eν ,

for some non-zero rational numbers a1, a2, a3. Since kν
ρ,µ 6= 0 by Lemma 4.3 we

have

0 6= a1a2a3 · eλ1,λ2,λ3 =
∑

λ1

∆1(Sλ1
· eρ) ·

∑

λ2

∆2(Sλ2
· eµ) ·

∑

λ3

∆3(Sλ3
· eν).

Since any element of the form ∆1(Sλ1
·eρ)·∆2(Sλ2

·eµ)·∆3(Sλ3
·eν) is an idempotent

in QS, at least one of them is not zero, and we are done.

It is easily seen that any (λ1, λ2, λ3)-contraction of the element eρ,µ,ν is a noneg-
ative multiple of an idempotent of the algebra QS. Therefore under the condition
of statement (2) of Lemma 4.4 the sum of all (λ1, λ2, λ3)-contractions of eρ,µ,ν is
not zero. Thus, summing up the results from Lemmas 4.2, 4.3 and 4.4 we come to
the following statement.

Theorem 4.5. The linear space Vn,d is generated as a right ideal of the algebra
QS2

n by the sets

Vρ,µ,ν = {χ ∈ Aρ,µ,ν : ζn,d · eρ,µ,ν · χ = 0}

where ρ, µ, ν run over the set Irr(Sn) with kρ
µ,ν 6= 0. In particular, Vρ,µ,ν = Aρ,µ,ν if

and only if eρ,µ,ν ∈ Vn,d. In the latter case the sum of all (λ1, λ2, λ3)-contractions
of the element eρ,µ,ν is not zero whenever the partitions λ1, λ2 and λ3 have the
same Young diagram and this diagram dominates the diagrams λρ, λµ and λµ.

Given a Young diagram λ denote by r(λ) the number of rows of λ. Then it
is easily seen that λ D µ only if r(λ) ≤ r(µ). Therefore the following statement
immediately follows from statement (1) of Lemma 4.4.

Corollary 4.6. Let ρ, µ, ν ∈ Irr(Sn) and λ1, λ2, λ3 ∈ Λ(n). Then any cubic deter-
minant in M(n) that corresponds to an element of Vρ,µ,ν has a nonzero (λ1, λ2, λ3)-
contraction only if r(λ1) ≤ r(λρ), r(λ2) ≤ r(λµ) and r(λ3) ≤ r(λν).
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5. Cubic determinants of defect 1

In this section we refine Theorem 4.5 for the case d = 1. To compute the elements
ζ · eπ with ζ = ζn,1 and π ∈ Irr(A) we need the following auxiliary lemma.

Lemma 5.1. Let C and ρ be a conjugacy class and an irreducible character of Sn,
respectively. Then

(1) C · eρ = |C|ρ(g)
ρ(1n) eρ for any g ∈ C,

(2) ∆i(C) · ∆j(eρ) = ∆j(eρ) · ∆i(C) for i, j = 1, 2, 3.

Proof. To prove statement (1) 2 we note that the element C belongs to the center
of the group algebra QSn. Therefore χ := C · eρ = a · eρ for some a ∈ Q. After
comparing the coefficients in both sides of the latter equality at 1n, we get that
a = χ(1n)/eρ(1n). However, by (17) we have

χ(1n) = |C|ρ(g)
ρ(1n)

n!
and eρ(1n) =

(ρ(1n))2

n!

where g ∈ C. Thus a = |C|ρ(g)/ρ(1n) and we are done.

Statement (2) is obvious whenever {i, j} ⊂ {2, 3} or i = j = 1. Suppose that
i = 1 and j = 2 (the remaining three cases are proved in a similar way). Then

n!

ρ(1n)
∆1(C) · ∆2(eρ) =

∑

g∈C

∑

h∈Sn

ρ(h)(g, gh) =
∑

g∈C

∑

h′∈Sn

ρ(g−1h′g)(g, h′g) =

∑

g∈C

∑

h′∈Sn

ρ(h′)(g, h′g) =
n!

ρ(1n)
∆2(eρ) · ∆1(C)

whence the required statement follows.

Below given three irreducible characters ρ, µ, ν ∈ Irr(Sn) we set

q(ρ, µ, ν) =
ρ(2n)

ρ(1n)
+

µ(2n)

µ(1n)
+

ν(2n)

ν(1n)

where 2n = (1, 2) is the transposition in Sn.

Theorem 5.2. Let V = Vn,1 and A = An. Then

V ∩ A =
⊕

π: eπ∈V

Aπ.

Moreover, eπ = eρ,µ,ν ∈ V if and only if q(ρ, µ, ν) = −1.

Proof. Set ζ = ζn,1 and T = Tn. Then by (11) we have

ζ =

(

n

2

)

1n + ∆1(T ) + ∆2(T ) + ∆3(T ).

By Lemma 4.3 given a character π ∈ Irr(A) there exist characters ρ, µ, ν ∈ Irr(Sn)
such that eπ = ∆1(eρ) · ∆2(eµ) · ∆3(eν). Now by Lemma 5.1 we have

ζ · eπ =

((

n

2

)

1n + ∆1(T ) + ∆2(T ) + ∆3(T )

)

· ∆1(eρ) · ∆2(eµ) · ∆3(eν) =

(

n

2

)

eπ+∆1(Teρ)·∆2(eµ)·∆3(eν)+∆1(eρ)·∆2(Teµ)·∆3(eν)+∆1(eρ)·∆2(eµ)·∆3(Teν) =

2Although this statement is a direct consequence of (7.11), [1], we give here a direct proof to

make the text self-contained.
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(

n

2

)

eπ +
|T |ρ(2n)

ρ(1n)
eπ +

|T |µ(2n)

µ(1n)
eπ +

|T |ν(2n)

ν(1n)
eπ =

(

n

2

)

(1 + q(ρ, µ, ν)) eπ.

This proves the second statement, and by Theorem 4.5 also the first one.

As an immediate consequence of Theorem 5.2 and Lemma 4.3 we obtain the
following statement.

Corollary 5.3. The linear space Vn,1 is generated as a right ideal of the algebra
QS2

n by the set of all elements ∆1(eρ) · ∆2(eµ) · ∆3(eν) where ρ, µ, ν ∈ Irr(Sn) are
such that kρ

µ,ν 6= 0 and q(ρ, µ, ν) = −1.

Example: The symmetric group S4 has 5 irreducible representations; denote
them by χi, i = 1, . . . , 5. The values χi(2n) and χi(1n) for all i are given in the
following table (here and below we use tables from [10]):

i 1 2 3 4 5
χi(1n) 1 3 2 3 1
χi(2n) 1 1 0 −1 −1
λχi

[4] [3, 1] [2, 2] [2, 1, 1] [14]

A direct check shows that q(χi, χj , χk) = −1 for 1 ≤ i ≤ j ≤ k ≤ 5 only if (i, j, k)
is one of the following triples: (1, 5, 5), (3, 3, 5), (2, 4, 5) and (4, 4, 4). In all these
cases kχk

χi,χj
= 1. Thus

V4,1 = V1,5,5 ⊕ V5,1,5 ⊕ V5,5,1⊕
V3,3,5 ⊕ V3,5,3 ⊕ V5,3,3⊕
V2,4,5 ⊕ V2,5,4 ⊕ V4,2,5 ⊕ V4,5,2 ⊕ V5,2,4 ⊕ V5,4,2⊕
V4,4,4

where Vi,j,k is the right ideal eχi,χj ,χk
Q(S4 × S4). The dimensions of the ideals in

the first row are 1, in the second - 4, in the third - 9 and in the fourth - 27.

We make use the remark given in the proof of Theorem 3.5 of the paper [19].
Let ρ ∈ Irr(Sn) and λ = λρ. Then

(23)
ρ(2n)

ρ(1n)
=

1
(

n
2

)

∑

i

((

λi

2

)

−

(

λ′
i

2

))

where λi (resp. λ′
i) is the size of the ith row (resp. the ith column) of λ. The

negative part of the sum in the right-hand side of this equality is more or equal
than the ratio −λ′

1/n: this bound is obtained by maximizing
∑

i(λ
′
i)

2 provided
that λ′

1 ≥ λ′
2 ≥ · · · ≥ 0 and

∑

i λ′
i = n. Applying this bound to each summand of

q(ρ, µ, ν) we come to the following statement.

Lemma 5.4. Given ρ, µ, ν ∈ Irr(Sn) we have q(ρ, µ, ν) = −1 only if at least one of
the diagrams λρ, λµ, λν has at least ⌊n/3⌋ rows.

It is not so difficult to construct infinite families of triples ρ, µ, ν ∈ Irr(Sn) for
which q(ρ, µ, ν) = −1. For example a straightforward computation by formula (23)
shows that if all the diagrams λρ, λµ, λν are hooks (resp. rectangles), then an
infinite family is defined by the condition r(ρ) + r(µ) + r(ν) = 2n + 1 (resp. the
conditions r(ρ) = r(µ) = n/2 and r(ν)(r(ν)−3) = n). However, even in these rather
simple cases almost nothing is known on the Kronecker coefficients kν

ρ,µ (see [3]).
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We complete the section by giving an explicit construction of a family of cubic
determinants of defect 1. Take an arbitrary partition [n] = I ∪ J ∪ K, and denote
by λI , λJ and λK the partitions of [n] into |I| + 1, |J | + 1 and |K| + 1 classes
containing as a class respectively the complements to the sets I, J and K. The
following lemma shows that the cubic determinant corresponding to the element

(24) D(I, J,K) = ∆1(χI
) · ∆2(χJ

) · ∆3(χK
)

with

χ
I

=
∑

g∈SλI

(−1)sgn(g)g, χ
J

=
∑

g∈SλJ

(−1)sgn(g)g, χ
K

=
∑

g∈SλK

(−1)sgn(g)g,

is of defect 1. (It is not difficult to check that this element is not zero.)

Lemma 5.5. For a partition [n] = I ∪ J ∪ K set χ = D(I, J,K). Then

(1) χ ∈ Vn,1,
(2) χλ1,λ2,λ3 = 0 for all λ1, λ2, λ3 ∈ Λ(n, r) with r < 2n/3.

Proof. By the definition of Vn,1 to prove statement (1) it suffices to check that
given a transposition t = (i, j) ∈ Sn we have

∆2(T ) · ∆3(T ) · χ = 0

where T = {1n, t}. Suppose first that {i, j} 6⊂ J ∪ K, say i does not belong to
J ∪K. Then given a permutation f ∈ SλI

the element j is not contained in one of

the sets Jf−1

or Kf−1

. In the former case, {i, j}∩J = ∅, and hence (f + tf)χ
J

= 0,
whereas in the latter case {i, j} ∩ K = ∅, and hence (f + tf)χ

K
= 0. Thus in any

case

∆2(T ) · ∆3(T ) · ∆1(f) · ∆2(χJ
) · ∆3(χK

) = ∆2((f + tf)χJ) · ∆3(f + tf)χK) = 0

for all f ∈ SλI
, and we are done. To complete the proof of (1) let us assume that

{i, j} ⊂ J ∪ K. Then by a direct computation we obtain

∆2(T ) · ∆3(T ) · χ
I

= χ′ · ∆1(T · χ
I
) = 0,

because of T · χI = 0 where χ′ = (1n, 1n) + (t, 1n).

To prove statement (2) suppose that λ1, λ2, λ3 ∈ Λ(n, r) are partitions such that
χλ1,λ2,λ3 6= 0. It is easily seen that

χλ1,λ2,λ3 = ∆1(Sλ1
χ

I
) · ∆2(χJ

Sλ2
) · ∆3(χK

Sλ3
),

and hence

(25) Sλ1
· χ

I
6= 0, χ

J
· Sλ2

6= 0, χ
K
· Sλ3

6= 0.

On the other hand, let a transposition t and the set T be as above. Then obviously
T ·χ

I
= χ

I
·T = 0 whenever {i, j}∩ I = ∅. Since in the latter case Sλ1

= Sλ1
T , we

conclude by (25) that at least one of any two distinct elements i, j from the same
class of the partition λ1 belongs to the set I. It follows that a class of λ1 of size a
intersects the set I in at least a− 1 elements. Therefore r(λ1) ≥ n− |I|. Similarly,
one can prove that r(λ2) ≥ n − |J | and r(λ3) ≥ n − |K|. This implies that

3r = r(λ1) + r(λ2) + r(λ3) ≥ 3n − (|I| + |J | + |K|) = 2n.

Thus r ≥ 2n/3 as required.
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6. Applications to the border rank of a cubic tensor

In this section we return to the questions discussed in the introduction. The
following metascheme (based on Lemmas 2.2, 3.1 and 3.3) provides a tool to prove
that given a positive integer r the border rank rk(A) of a cubic n× n× n tensor A
is at least r:

• choose a positive integer N ≥ n,
• find χ ∈ V

N,N−r
such that χλ1,λ2,λ3 6= 0 for some λ1, λ2, λ3 ∈ Λ(N,n),

• set P = (F−1
N (χ))λ1,λ2,λ3 (depolarization),

• if P (A) 6= 0, then rk(A) ≥ r + 1.

Let us apply this metascheme to the two following concrete examples. The first
one shows, in particular, that the bound from the second statement of Lemma 5.5
is attained, whereas the second one gives a low bound for the border rank of the
matrix multiplication tensor.

Example 1. Given a positive odd integer n = 2m + 1 we define an n × n × n
zero-one cubic tensor A = An such that Ai,j,k = 1 if and only if (i, j, k) ∈ Qn where

Qn = {(n, i, i) : 1 ≤ i ≤ m}∪
{(j, n, j + m) : 1 ≤ j ≤ m}∪
{(k, k, n) : m < k < n}.

We claim that

(26) rk(An) = rk(An) = 3m =
3(n − 1)

2
.

Indeed, according to our metascheme take r = 3m − 1 and N = 3m. Then by
statement (1) of Lemma 5.5 (with n = N) the linear space VN,N−r = VN,1 contains
the nonzero element χ = D(I, J,K) where

I = {1, . . . ,m}, J = {m + 1, . . . , 2m}, K = {2m + 1, . . . , 3m}.

For i = 1, 2, 3 set λi to be the partition in Λ(3m, 2m + 1) of the shape [m, 12m] the
unique nonsingleton class of which coincides with the set I, J and K respectively.
Then to prove that rk(A) ≥ r + 1 it suffices to verify that P (A) 6= 0 where P (X) is
the (λ1, λ2, λ3)-contraction of the matching polynomial F−1

N (χ). For this purpose
choose the indices of the variables Xijk of the polynomial P (X) so that

c1(i) =

{

n, if i ∈ I,

i − m, if i ∈ J ∪ K,
, c3(k) =

{

k, if k ∈ I ∪ J ,

n, if k ∈ K,

and

c2(j) =











j, if j ∈ I,

n, if j ∈ J ,

j − 2m, if j ∈ K,

where ca(b) denotes the number of the class of the partition λa that contains b
(see (6)). Due to (2) and (6) the polynomial P (X) can be written in the form

(27) P (X) =
∑

g∈S2

N

χ(g)Mg(X), Mg(X) =
n
∏

i=1

Xc1(i) c2(ig1 ) c3(ig2 ),
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where χ(g) ∈ {0,±1} is the coefficient of χ at g. It immediately follows from
the definitions of the tensor A and the numbers ca(b) that Mg(A) 6= 0 only if the
permutations g1 and g2 leave the sets I, J,K fixed (as sets) and

gI
1 = gI

2 , gJ
2 = 1J , gK

1 = 1K

where 1J and 1K are the identical permutations of J and K respectively. Denote
the set of all such permutations by H. Then the latter conditions imply that (a)
the coefficient χ(g) is nonzero and does not depend on g ∈ H (see (24)), and (b)
the monomial Mg(X) does not depend on g ∈ H, and hence Mg(A) = 1. Therefore

P (A) =
∑

g∈H

χ(g)Mg(A) = χ(g0)|H| 6= 0

where g0 is an arbitrary element from H. According to our metascheme this means
that rk(A) ≥ 3m. The converse inequality holds because rk(A) ≤ rk(A), and rk(A)
does not exceed the number of nonzero entries of A that is |Qn| = 3m.

Example 2. Set Mn to be the structure tensor of n × n-matrix multiplication.
As it was mentioned in the introduction rk(Mn) ≥ (2 − ǫ) · n2 [16]. At present we
can not improve this bound, but we can easily apply our metascheme to obtain the
lower bound

(28) rk(Mn) ≥
5

4
n2.

Without loss of generality we can assume that n = 2m is even. Set r = 5m2 − 1
and N = 5m2. By statement (1) of Lemma 5.5 (with n = N) the linear space
VN,N−r = VN,1 contains the nonzero element χ = D(I, J,K) where

I = {1, . . . ,m2}, J = {m2 + 1, . . . , 3m2}, K = {3m2 + 1, . . . , 5m2}.

Now, to prove inequality (28) it suffices to find some partitions λ1, λ2 and λ3

in the set Λ(5m2, 4m2) such that P (M) 6= 0 where M = Mn and P (X) is the
(λ1, λ2, λ3)-contraction of the matching polynomial F−1

N (χ). In fact, it is enough
for our purposes that λi ∈ Λ(5m2, n′

i) for some n′
i ∈ [4m2] (in this case not all

variables Xijk occur in the polynomial P (X)). To construct the partitions choose
arbitrarily three bijections:

g1 : [4m2] → [2m] × [2m],
g2 : [3m2] → [2m] × [m] ∪ [m] × (m, 2m],
g3 : [3m2] → [2m] × (m, 2m] ∪ (m, 2m] × [m],

and define three maps fi : [5m2] → [2m] × [2m], i = 1, 2, 3, such that

f1(i) =

{

(⌈ i
m
⌉, ⌈ i

m
⌉), if i ∈ I,

g1(i), if i ∈ J ∪ K,

f2(j) =

{

(⌈ j−m2

m
⌉, ⌈ j−m2

m
⌉), if j ∈ J ,

g2(j), if j ∈ I ∪ K,

f3(k) =

{

(⌈k−3m2

m
⌉, ⌈k−3m2

m
⌉), if k ∈ K,

g3(k), if k ∈ I ∪ J ,

For a = 1, 2, 3 we define the required partition λa ∈ Λ(5m2) by the condition that
x, y ∈ [5m2] belong the same class of λa if and only if fa(x) = fa(y). From the
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definition it immediately follows that

λ1 ∈ Λ(5m2, 4m2) and [λ1] = [(m + 1)m, 14m2−m],

λ2 ∈ Λ(5m2, 3m2 + m) and [λ2] = [(m + 1)m,mm, 13m2−m],

λ3 ∈ Λ(5m2, 3m2 + m) and [λ3] = [m2m, 13m2

].

Due to (2) and (6) the polynomial P (X) can be written in the form (27). It
immediately follows from the definitions of the tensor M that given g ∈ SN × SN ,
we have Mg(M) 6= 0 only if (c1(i), c2(i

g1), c3(i
g2)) = (uv, vw,wu) for some elements

u, v, w ∈ [2m] where uv = (u, v), vw = (v, w) and wu = (w, u). In this case the
above triple obviously belongs to one of the following sets:

{(uv, vu, uu) : uv ∈ [m] × [2m]},
{(uv, vv, vu) : uv ∈ (m, 2m] × [2m]},

{(uu, uw,wu) : uw ∈ [m] × (m, 2m]}.

Now, denote by H the set of all g ∈ S2
N for which Mg(M) 6= 0. Then the argument

as in Example 1 shows that (a) the coefficient χ(g) is nonzero and does not depend
on g ∈ H, and (b) the monomial Mg(X) does not depend on the element g ∈ H.
Therefore P (M) 6= 0, and hence rk(M) ≥ 5m2.

Remark. The above proof shows that the structure tensor of the 2m × 2m-
matrix multiplication contains a 4m2 × (3m2 + m) × (3m2 + m) subtensor the
border rank of which is at least 5m2.
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