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## Preface

Let $S$ be a set, and let $\mu$ be a map from $S \times S$ to the power set of $S$. For any two elements $p$ and $q$ of $S$, we write $p q$ instead of $\mu(p, q)$ and assume that $p q$ is not empty.
For any two nonempty subsets $P$ and $Q$ of $S$, we define the complex product $P Q$ to be the union of the sets $p q$ with $p \in P$ and $q \in Q$. If one of the two factors in a complex product consists of a single element, say $s$, we write $s$ instead of $\{s\}$ in that product.
Following (and generalizing) Frédéric Marty's terminology in [3] we call $S$ a hypergroup (with respect to $\mu$ ) if the following three conditions hold.

H1 For any three elements $p, q$, and $r$ in $S$, we have $p(q r)=(p q) r$.
H2 The set $S$ possesses an element $e$ such that $s e=\{s\}$ for each element $s$ in $S$.

H3 For each element $s$ in $S$, there exists an element $s^{*}$ in $S$ such that $p \in r q^{*}$ and $q \in p^{*} r$ for any three elements $p, q$, and $r$ in $S$ satisfying $r \in p q$.

The present text is a first attempt to see how far a theory of hypergroups can be developed.
The interest in hypergroups is motivated by the observation that each association scheme satisfies the above three axioms H1, H2, and H3; cf. [9; Lemma 1.3.1], [9; Lemma 1.3.3(ii)], and [9; Lemma 1.3.3(i)]. Thus, hypergroups generalize association schemes. In particular, they generalize groups.
The above observation would not be so exciting if not a significant part of scheme theory relies just on the above three axioms. A closer look at scheme theory reveals that most (if not all) of the reasoning in scheme theory consists of a part that refers only to the complex multiplication in schemes (and, therefore, just relies on the above three axioms) and a part that requires the analysis of the underlying set of the scheme under investigation and its arithmetic. In fact, quite a few results in scheme theory do not make use
at all of the underlying set, so that, in reality, these results are results on hypergroups. It is natural that one wishes to conceptually isolate the first (algebraic) part from the latter (geometric) part of the theory.

The analysis of scheme theory that was mentioned in the previous paragraph implies of course that many themes of the first three chapters of these notes (not all) are just formal generalizations of results in [9]. However, putting them here in the right place of the theory might have its own value.
An additional motive for investigating hypergroups is the fact that (via association schemes) hypergroups provide a natural conceptual framework for buildings and twin buildings. This topic will be discussed in the final (sixth) chapter of these notes. Chapter 3 and 4 show how natural buildings are embedded in the theory of hypergroups when viewed as closed subsets generated by Coxeter sets.
The contents of the individual chapters and a motivation for the choice of the topics will be previewed in the introduction of the corresponding chapters.
There are two topics which have been left out in these notes and which would make the notes more complete. Firstly, we have not considered quotient hypergroups, although the definition and first results should be straightforward. Secondly, it would be interesting to have sufficient and necessary conditions for a hypergroup to be a scheme. In [10; Theorem A], there was given a sufficient and necessary condition for a scheme to be schurian, and it would be nice to have a similar criterion for a hypergroup to be a scheme.
The major part of these notes originates from a five month stay at the Max-Planck-Institut für Mathematik at Bonn. The author gratefully acknowledges the kind hospitality and the comfortable working environment at this institution.
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## Basic Facts

In this chapter, we compile some basic facts about hypergroups. Most of the results were proven earlier for schemes; cf. [9].
The letter $S$ will always stand for a hypergroup.

### 1.1 First observations

All results of this section will be used throughout these notes, often without further mentioning.

Lemma 1.1.1 Let $s$ be an element in $S$. Then the following hold.
(i) For each neutral element $e$ of $S$, we have $e \in s^{*} s$.
(ii) We have $s^{* *}=s$.
(iii) For each neutral element e of $S$, we have es $=\{s\}$.

Proof. (i) Let $e$ be a neutral element of $S$. Then, by H2, $s \in s e$. Thus, by H3, $e \in s^{*} s$.
(ii) From (i) we know that $e \in s^{*} s$. Thus, by H3, $s \in s^{* *} e$. On the other hand, by H2, $s^{* *} e=\left\{s^{* *}\right\}$. Thus, $s \in\left\{s^{* *}\right\}$, and that means that $s^{* *}=s$.
(iii) Let $r$ be an element in es. Then, by $\mathrm{H} 3, e \in r s^{*}$. A second application of H 3 yields $s^{*} \in r^{*} e$. On the other hand, by H2, $r^{*} e=\left\{r^{*}\right\}$. Thus, $s^{*} \in\left\{r^{*}\right\}$, and that means that $r^{*}=s^{*}$. Thus, by (ii), $r=r^{* *}=s^{* *}=s$.

Lemma 1.1.2 The hypergroup $S$ possesses exactly one neutral element.
Proof. Let $c$ and $d$ be neutral elements of $S$. Then, by Lemma 1.1.1(iii), $\{c\}=c d=\{d\}$. It follows that $c=d$.

Until further notice the uniquely determined neutral element of $S$ will be denoted by $e$.

Lemma 1.1.3 We have $e^{*}=e$.
Proof. From H2 we know that $e \in e e$. Thus, by H3, $e \in e^{*} e$. On the other hand, by $\mathrm{H} 2, e^{*} e=\left\{e^{*}\right\}$. Thus, $e \in\left\{e^{*}\right\}$, and that means $e^{*}=e$.

Lemma 1.1.4 Let $p$ and $q$ be elements in $S$. Then the following hold.
(i) We have $e \in p q$ if and only if $p=q^{*}$.
(ii) Let $r$ be and element in $S$ satisfying $r \in p q$. Then $r^{*} \in q^{*} p^{*}$.
(iii) Let $o$ and $r$ be elements of $S$, and assume that op $\cap q r$ is not empty. Then $o^{*} q \cap p r^{*}$ is not empty.

Proof. (i) Assume that $e \in p q$. Then, by H3, $p \in e q^{*}$. On the other hand, by Lemma 1.1.1(iii), $e q^{*}=\left\{q^{*}\right\}$. Thus, $p \in\left\{q^{*}\right\}$, and that means that $p=q^{*}$.
Conversely, assume that $p=q^{*}$. Then, by Lemma 1.1.1(i), $e \in q^{*} q=p q$.
(ii) Applying H3 three times we obtain from $r \in p q$ first $p \in r q^{*}$, then $q^{*} \in r^{*} p$, and, finally, $r^{*} \in q^{*} p^{*}$.
(iii) Let $s$ be an element in $o p \cap q r$. From $s \in o p$ we obtain $o \in s p^{*}$; cf. H3. Thus, as $s \in q r, o \in q r p^{*}$. Thus, $r p^{*}$ possesses an element $t$ such that $o \in q t$; cf. H1. From $o \in q t$ we obtain $t \in q^{*} o$; cf. H3. It follows that $t \in r p^{*} \cap q^{*} o$. Thus, by (ii) (together with Lemma 1.1.1(ii)), $t^{*} \in o^{*} q \cap p r^{*}$.

Lemma 1.1.5 For any three nonempty subsets $P, Q$, and $R$ of $S$, the following hold.
(i) Assume that $P \subseteq Q$, Then $P R \subseteq Q R$ and $R P \subseteq R Q$.
(ii) We have $P(Q R)=(P Q) R$.

Proof. (i) This follows immediately from the definition of the complex product.
(ii) Let $s$ be an element in $P(Q R)$. Then, by definition, there exist elements $p$ in $P$ and $t$ in $Q R$ such that $s \in p t$. Since $t \in Q R$, there exist elements $q$ in $Q$ and $r$ in $R$ such that $t \in q r$. It follows that $s \in p(q r)$. Thus, by definition, $s \in(p q) r \subseteq(P Q) R$.
Since $s$ was chosen arbitrarily in $P(Q R)$, we have shown that $P(Q R) \subseteq$ $(P Q) R$. That $(P Q) R \subseteq P(Q R)$ is shown similarly.

Lemma 1.1.5(ii) says that the set of all nonempty subsets of $S$ is a monoid with respect to complex multiplication and with neutral element $\{e\}$. This fact will be crucial in Chapter 6 where we shall deal with buildings.

### 1.2 Closed subsets

For each subset $R$ of $S$, we set

$$
R^{*}:=\left\{s \in S \mid s^{*} \in R\right\} .
$$

A nonempty subset $R$ of $S$ is called closed if $R^{*} R \subseteq R$.
From H2 (together with Lemma 1.1.3) we obtain that $\{e\}$ is closed. Note also that $S$ is closed and that intersections of closed subsets are closed.

Lemma 1.2.1 Let $T$ be a closed subset of $S$. Then the following hold.
(i) We have $e \in T$.
(ii) We have $T^{*}=T$.
(iii) We have $T T=T$.

Proof. (i) Since $T$ is assumed to be a closed subset of $S, T$ is not empty. Let $t$ be an element in $T$. Then, by definition, $t^{*} t \subseteq T^{*} T \subseteq T$. On the other hand, by Lemma 1.1.1(i), $e \in t^{*} t$. Thus, $e \in T$.
(ii) From (i) we know that $e \in T$. Thus, by H2,

$$
T^{*}=T^{*} e \subseteq T^{*} T \subseteq T
$$

It follows that $T^{*} \subseteq T$, and from this we obtain $T^{* *} \subseteq T^{*}$. Now recall from Lemma 1.1.1(ii) that $T^{* *}=T$. Therefore, $T^{*}=T$.
(iii) From (i) we know that $e \in T$. Thus, $T=T e \subseteq T T$. From (ii) we obtain $T T=T^{*} T \subseteq T$. Thus, $T T=T$.

Lemma 1.2.2 Let $T$ and $U$ be closed subsets of $S$. Then $\{T s U \mid s \in S\}$ is a partition of $S$.

Proof. Let $p$ and $q$ be elements in $S$ such that $p \in T q U$. From $p \in T q U$ we obtain $T p U \subseteq T q U$; cf. Lemma 1.2.1(iii). Thus, it suffices to show that $q \in T p U$.
Since $p \in T q U$, there exist elements $t$ in $T$ and $u$ in $U$ such that $p \in t q u$. From $p \in t q u$ we obtain an element $r$ in $q u$ such that $p \in t r$.
From $r \in q u$ we obtain $r^{*} \in u^{*} q^{*}$; cf. Lemma 1.1.4(ii). From $p \in t r$ we obtain $t \in p r^{*}$; cf. H3. Thus, $t \in p u^{*} q^{*}$, and from this, we obtain similarly $q^{*} \in u p^{*} t$. Thus, by Lemma 1.1.4(ii),

$$
q \in t^{*} p u^{*} \subseteq T p U
$$

cf. Lemma 1.2.1(ii).
For each nonempty subset $R$ of $S$, we set

$$
S / R:=\{s R \mid s \in S\}
$$

The following lemma gives a sufficient and necessary condition for a subset of $S$ to be closed.

Lemma 1.2.3 Let $R$ be a subset of $S$ with $e \in R$. Then $R$ is closed if and only if $S / R$ is a partition of $S$.

Proof. If $R$ is closed, $S / R$ is a partition by Lemma 1.2.2. (Set $T=\{e\}$ and $U=R$ in that lemma.)
Conversely, assume that $S / R$ is a partition of $S$, and let $r$ be an element in $R$. Then, by Lemma 1.1.1(i), $e \in r^{*} r \subseteq r^{*} R$. On the other hand, we are assuming that $e \in R$. Thus, as $S / R$ is assumed to be a partition of $S, r^{*} R=R$. Thus, as $r$ has been chosen arbitrarily in $R$, we have shown that $R$ is closed.

Lemma 1.2.4 Let $T$ and $U$ be closed subsets of $S$. Then $T U$ is closed if and only if $T U=U T$.

Proof. Assume first that $T U$ is closed. Then, by Lemma 1.2.1(ii), $(T U)^{*}=$ $T U$. Since $T$ and $U$ are assumed to be closed, we also have $T^{*}=T$ and $U^{*}=U$. Thus, by Lemma 1.1.4(ii),

$$
T U=(T U)^{*}=U^{*} T^{*}=U T
$$

Conversely, assume that $T U=U T$. Then, referring once more to Lemma 1.1.4(ii),

$$
(T U)^{*} T U=U^{*} T^{*} T U \subseteq U^{*} T U=U^{*} U T \subseteq U T=T U
$$

Therefore, $T U$ is closed.
Lemma 1.2.5 Let $T$ and $U$ be closed subsets of $S$. Then we have $T \cap U=\{e\}$ if and only if, for each element $s$ in $T U$, there exist uniquely determined elements $t$ in $T$ and $u$ in $U$ such that $s \in t u$.

Proof. Assume first that $T \cap U=\{e\}$, and let $s$ be an element in $T U$. Then, by definition, there exist elements $t$ in $T$ and $u$ in $U$ such that $s \in t u$.
Let $t^{\prime}$ be an element in $T$ and $u^{\prime}$ an element in $U$ such that $s \in t^{\prime} u^{\prime}$. We have to show that $t^{\prime}=t$ and $u^{\prime}=u$.
Since $s \in t u \cap t^{\prime} u^{\prime}, t^{*} t^{\prime} \cap u u^{* *}$ is not empty; cf. Lemma 1.1.4(iii). Since $T$ is assumed to be closed, $t^{*} t^{\prime} \subseteq T$. Similarly, as $U$ is assumed to be closed, $u u^{\prime *} \subseteq U$. It follows that

$$
t^{*} t^{\prime} \cap u u^{\prime *} \subseteq T \cap U=\{e\}
$$

Therefore, $e \in t^{*} t^{\prime}$ and $e \in u u^{* *}$. Thus, by Lemma 1.1.4(i), $t^{\prime}=t$ and $u^{\prime}=u$. Conversely, let $s$ be an element in $T \cap U$. Then $s \in T U$ and, by Lemma 1.1.1(iii), es $=\{s\}=s e$. Thus, as $e \in T \cap U, s=e$.

The following lemma is a very specific case of a general observation due to Richard Dedekind; cf. [2; Theorem VIII].

Lemma 1.2.6 Let $P$ and $Q$ be nonempty subsets of $S$, and let $T$ be a closed subset of $S$. Then we have the following.
(i) If $P \subseteq T, T \cap P Q=P(T \cap Q)$.
(ii) If $Q \subseteq T, T \cap P Q=(T \cap P) Q$.

Proof. (i) We first show that $T \cap P Q \subseteq P(T \cap Q)$. Let $t$ be an element in $T \cap P Q$. From $t \in P Q$ we obtain elements $p$ in $P$ and $q$ in $Q$ with $t \in p q$. Thus, by $\mathrm{H} 3, p \in t q^{*}$ and then $q^{*} \in t^{*} p$. Now recall that $T$ is assumed to be closed. Thus, as $t \in T$ and $p \in P \subseteq T, t^{*} p \subseteq T$. It follows that $q^{*} \in T$, and then $q \in T$. Thus, as $t \in p q, t \in P(T \cap Q)$.
Conversely, as $T$ is assumed to be closed, $P \subseteq T$ yields $P(T \cap Q) \subseteq T$; cf. Lemma 1.2.1(iii). Thus, as $P(T \cap Q) \subseteq P Q, P(T \cap Q) \subseteq T \cap P Q$.
(ii) Setting $P=Q^{*}$ and $Q=P^{*}$ in (i) we obtain $T \cap Q^{*} P^{*}=Q^{*}\left(T \cap P^{*}\right)$. Thus, the claim follows from Lemma 1.1.4(ii).

Corollary 1.2.7 Let $P$ and $Q$ be nonempty subsets of $S$, let $T$ be a closed subset of $S$, and assume that $P T$ and $Q T$ are closed. Then

$$
(P \cap Q T)(Q \cap P T)=P Q \cap Q T \cap P T
$$

Proof. Since $T$ is assumed to be closed, we have $e \in T$; cf. Lemma 1.2.1(i). Thus, $P \subseteq P T$. Thus, as $P T$ is assumed to be closed, Lemma 1.2.6(i) yields

$$
P T \cap(P \cap Q T) Q=(P \cap Q T)(P T \cap Q)
$$

From $e \in T$ we also obtain $Q \subseteq Q T$. Thus, as $Q T$ is assumed to be closed, Lemma 1.2.6(ii) yields

$$
Q T \cap P Q=(Q T \cap P) Q
$$

The desired equation follows easily from the last two equations.
Corollary 1.2.8 Let $P$ and $Q$ be nonempty subsets of $S$, let $T$ be a closed subset of $S$, and assume that $Q \subseteq T$. Then we have the following.
(i) If $T \subseteq Q P Q, Q(T \cap P) Q=T$.
(ii) If $P \cup Q=P Q \cap Q P,(T \cap P) \cup Q=(T \cap P) Q \cap Q(T \cap P)$.

Proof. (i) Since we are assuming that $Q \subseteq T$, we obtain from Lemma 1.2.6 that

$$
Q(T \cap P) Q=(T \cap Q P) Q=T \cap Q P Q
$$

Thus, if $T \subseteq Q P Q, Q(T \cap P) Q=T$.
(ii) We are assuming that $Q \subseteq T$. Thus, $(T \cap P) \cup Q=T \cap(P \cup Q)$. On the other hand, we know from Lemma 1.2.6 that

$$
P Q \cap T \cap Q P=(T \cap P) Q \cap Q(T \cap P)
$$

Thus, if $P \cup Q=P Q \cap Q P,(T \cap P) \cup Q=(T \cap P) Q \cap Q(T \cap P)$.

### 1.3 Normalizer, strong normalizer, and centralizer

Let $P$ and $Q$ be subsets of $S$, and assume that $Q$ is not empty. We set

$$
N_{P}(Q):=\{p \in P \mid Q p \subseteq p Q\}
$$

and call this set the normalizer of $Q$ in $P$.
Lemma 1.3.1 Let $T$ be a closed subset of $S$. Then the following hold.
(i) We have $e \in N_{S}(T)$.
(ii) We have $T N_{S}(T) \subseteq N_{S}(T)$.
(iii) Let $s$ be an element in $N_{S}(T)$ with $s^{*} \in N_{S}(T)$. Then $T s=s T$.

Proof. (i) This follows immediately from the definition of $N_{S}(T)$.
(ii) Let $s$ be an element in $T N_{S}(T)$. Then there exists an element $r$ in $N_{S}(T)$ such that $s \in T r$. Thus, by Lemma 1.2.2, $T r=T s$.
Since $r \in N_{S}(T), T r \subseteq r T$. Thus, as $s \in T r, s \in r T$. Thus, by Lemma 1.2.3, $r T=s T$. From $T r=T s$ and $T r \subseteq r T$ we now obtain $T s \subseteq s T$. Thus, by definition, $s \in N_{S}(T)$.
(iii) We are assuming that $s^{*} \in N_{S}(T)$. Thus, by definition, $T s^{*} \subseteq s^{*} T$. Thus, by Lemma 1.1.4(ii), $s T \subseteq T s$. Since $s$ has been chosen from $N_{S}(T)$, we have $T s \subseteq s T$, too.

In general, $N_{S}(T)$ is not closed if $T$ is a closed subset of $S$.
Lemma 1.3.2 Let $T$ and $U$ be closed subsets of $S$. Then the following hold.
(i) Assume that $T \subseteq N_{S}(U)$. Then $T U$ is closed.
(ii) Assume that $T \subseteq N_{S}(U)$. Then $T U \subseteq N_{S}(U)$.
(iii) We have $N_{S}(T) \cap N_{S}(U) \subseteq N_{S}(T U)$.
(iv) We have $N_{T}(U) \subseteq N_{T}(T \cap U)$.

Proof. (i) Considering Lemma 1.2.4 this is a consequence of Lemma 1.3.1(iii).
(ii) From (i) we know that $T U$ is closed. Thus, by Lemma 1.2.4, $T U=U T$. From Lemma 1.3.1(ii) we obtain $U T \subseteq U N_{S}(U) \subseteq N_{S}(U)$. Thus, $T U \subseteq$ $N_{S}(U)$.
(iii) For each element $s$ in $N_{S}(T) \cap N_{S}(U)$, we have

$$
T U s \subseteq T s U \subseteq s T U
$$

Thus, $s \in N_{S}(T U)$.
(iv) Let $t$ be an element in $N_{T}(U)$. Then, by definition, $U t \subseteq t U$. Thus, by Lemma 1.2.6(i),

$$
(T \cap U) t \subseteq T \cap U t \subseteq T \cap t U=t(T \cap U)
$$

Thus, by definition, $t \in N_{T}(T \cap U)$.
Let $P$ and $Q$ be subsets of $S$, and assume $Q$ to be not empty. We set

$$
K_{P}(Q):=\left\{p \in P \mid p^{*} Q p \subseteq Q\right\}
$$

and call this set the strong normalizer of $Q$ in $P$.
For each nonempty subset $R$ of $S$, we obviously have $e \in K_{S}(R)$. From Lemma 1.2.1(iii) we also obtain that $T \subseteq K_{S}(T)$ for each closed subset $T$ of $S$.

Lemma 1.3.3 For each nonempty subset $R$ of $S$, we have $K_{S}(R) \subseteq N_{S}(R)$.
Proof. Let $s$ be an element in $K_{S}(R)$. Then, by definition, $s^{*} R s \subseteq R$. Thus, as $e \in s s^{*}, R s \subseteq s s^{*} R s \subseteq s R$. It follows that $R s \subseteq s R$, and that means that $s \in N_{S}(R)$.

Lemma 1.3.4 Let $T$ and $U$ be closed subsets of $S$. Then the following hold.
(i) We have $K_{S}(T) \cap K_{S}(U) \subseteq K_{S}(T \cap U)$.
(ii) Assume that $T \subseteq N_{S}(U)$. Then $K_{S}(T) \cap N_{S}(U) \subseteq K_{S}(T U)$.
(iii) Assume that $T \subseteq U$. Then $K_{S}(T) \cap N_{S}(U) \subseteq K_{S}(U)$.

Proof. (i) Let $s$ be an element in $K_{S}(T) \cap K_{S}(U)$. Then

$$
s^{*}(T \cap U) s \subseteq s^{*} T s \cap s^{*} U s \subseteq T \cap U
$$

Thus, $s \in K_{S}(T \cap U)$.
(ii) Let $s$ be an element in $K_{S}(T) \cap N_{S}(U)$. Then

$$
s^{*} T U s \subseteq s^{*} T s U \subseteq T U
$$

Thus, $s \in K_{S}(T U)$.
(iii) From Lemma 1.3.1(i), (ii) we obtain $U \subseteq N_{S}(U)$. Thus, the claim follows from (ii).

Let $T$ and $U$ be closed subsets of $S$, and assume that $T \subseteq U$. The closed subset $T$ is said to be a normal closed subset of $U$ if $U \subseteq N_{S}(T)$. In this case, we say that $T$ is normal in $U$. The closed subset $T$ is said to be a strongly normal closed subset of $U$ if $U \subseteq K_{S}(T)$. In this case, the set $T$ is called strongly normal in $U$.
Lemma 1.3.3 implies that, if a closed subset $T$ of $S$ is strongly normal in a closed subset $U$ of $S$, then $T$ is normal in $U$.

Lemma 1.3.5 Let $T$ and $U$ be closed subsets of $S$, and assume that $T$ is strongly normal in $U$. Let $V$ be a closed subset of $S$, and assume that $U \subseteq N_{S}(V)$. Then $T V$ is strongly normal in $U V$.

Proof. We are assuming that $U \subseteq N_{S}(V)$. Thus, by Lemma 1.3.2(i), $U V$ is closed. Similarly, we obtain from $T \subseteq U \subseteq N_{S}(V)$ that $T V$ is closed.
In order to show that $T V$ is strongly normal in $U V$, we pick an element $s$ in $U V$. We shall see that $s^{*} T V s \subseteq T V$.
Since $s \in U V$, there exist elements $u$ in $U$ and $v$ in $V$ such that $s \in u v$. From $u \in U$ and $U \subseteq N_{S}(V)$ we obtain $u \in N_{S}(V)$, and that means $V u \subseteq u V$. From $u \in U$ and $U \subseteq K_{S}(T)$ we obtain $u \in K_{S}(T)$, and that means $u^{*} T u \subseteq T$. Thus,

$$
s^{*} T V s \subseteq v^{*} u^{*} T V u v \subseteq v^{*} u^{*} T u V v \subseteq v^{*} T V v \subseteq T V
$$

(Recall that, by Lemma 1.1.4(ii), $s^{*} \in v^{*} u^{*}$. Note also that $v \in T V$.)
Lemma 1.3.6 Let $R$ be a nonempty subset of $S$, and let $p$ and $q$ be elements in $K_{S}(R)$. Then $p q \subseteq K_{S}(R)$.

Proof. Let $s$ be an element in $p q$. Then,

$$
s^{*} R s \subseteq q^{*} p^{*} R p q \subseteq q^{*} R q \subseteq R
$$

Thus, $s \in K_{S}(R)$.
From Lemma 1.1.1(i) we know that $e \in s^{*} s$ for each element $s$ in $S$. An element $s$ in $S$ is called thin if $s^{*} s=\{e\}$.
For each subset $R$ of $S$, we define $O_{\vartheta}(R)$ to be the set of all thin elements in $R$. The set $O_{\vartheta}(R)$ is called the thin radical of $R$.

Lemma 1.3.7 The following statements hold.
(i) We have $O_{\vartheta}(S)=K_{S}(\{e\})$.
(ii) For any two elements $p$ and $q$ in $O_{\vartheta}(S)$, we have $p q \subseteq O_{\vartheta}(S)$.

Proof. (i) Let $s$ be an element in $S$. Then $s \in O_{\vartheta}(S)$ if and only if $s^{*} s=\{e\}$ if and only if $s \in K_{S}(\{e\})$.
(ii) From (i) we know that $O_{\vartheta}(S)=K_{S}(\{e\})$. Thus, our claim is a consequence of Lemma 1.3.6.

Lemma 1.3.8 Let $s$ be an element in $S$ and $t$ be an element in $O_{\vartheta}(S)$. Then $|s t|=1$.

Proof. Let $r$ be an element in $s t$. Then, by H3, $s \in r t^{*}$. Thus,

$$
s t \subseteq r t^{*} t=r e=\{r\}
$$

(Recall that $t$ is assumed to be thin.)
Let $R$ be a subset of $S$, and let $s$ be an element in $S$. We set

$$
C_{R}(s):=\{r \in R \mid s r=r s\}
$$

and call this set the centralizer of $s$ in $R$.
Let $P$ and $Q$ be subsets of $S$, and assume that $Q$ is not empty. We define $C_{P}(Q)$ to be the intersection of the sets $C_{P}(q)$ with $q \in Q$. The set $C_{P}(Q)$ is called the centralizer of $Q$ in $P$.
Note that we have $C_{P}(Q) \subseteq N_{P}(Q)$ for any two nonempty subsets $P$ and $Q$ of $S$.

Lemma 1.3.9 Let $T$ and $U$ be closed subsets of $S$, and assume that $T \subseteq$ $N_{S}(U), U \subseteq N_{S}(T)$, and $T \cap U=\{e\}$. Then $T \subseteq C_{S}(U)$.

Proof. Let $t$ be an element in $T$, let $u$ be an element in $U$, and let $s$ be an element in $t u$. Since the hypotheses of the lemma are symmetric in $T$ and $U$, we shall be done if we succeed in showing that $s \in u t$.
From $s \in t u$ (together with the hypothesis that $U \subseteq N_{S}(T)$ ) we obtain $s \in u T$. Thus, $T$ possesses an element $p$ such that $s \in u p$.
From $s \in u p$ (together with the hypothesis that $T \subseteq N_{S}(U)$ ) we obtain $s \in p U$. Thus, $U$ possesses an element $q$ such that $s \in p q$. Thus, as $s \in t u$, Lemma 1.2.5 yields $t=p$. Thus, as $s \in u p, s \in u t$.

### 1.4 Hypergroups of order 6

It is the purpose of this section to show by an example how similar hypergroup theory can be to group theory; cf. Corollary 1.4.6. The letter $T$ will stand for a closed subset of $S$.

Lemma 1.4.1 Let $p$ be an element in $S$ with $p T \subseteq T p$, and let $q$ be an element in $T p$ such that $q^{*} T=q T$. Then $q \in p T$.

Proof. From $q \in T p$ we obtain $q^{*} \in p^{*} T$; cf. Lemma 1.1.4(ii) and Lemma 1.2.1(ii). Thus, by Lemma 1.2.3, $p^{*} \in q^{*} T$. Thus, as $q^{*} T=q T, q \in T p$, and $p T \subseteq T p$,

$$
p^{*} \in q T \subseteq T p T=T p=T q .
$$

It follows that $p \in q^{*} T=q T$, so that $q \in p T$.
Recall that $N_{S}(T)$ is defined to be the set of all elements $s$ in $S$ such that $T s \subseteq s T$.

Lemma 1.4.2 Let $s$ be an element in $S$ such that $s T=\{s\}$ and $s^{*} T=\left\{s^{*}\right\}$. Then $s \in N_{S}(T)$.

Proof. From our hypothesis $s^{*} T=\left\{s^{*}\right\}$ we obtain $T s=\{s\}$; cf. Lemma 1.1.4(ii). On the other hand, we are assuming that $s T=\{s\}$. Thus, $T s=s T$, and that implies that $s \in N_{S}(T)$.

Lemma 1.4.3 Let $s$ be an element in $S$ such that $(s T)^{*} \in S / T$. Then $s \in N_{S}(T)$.

Proof. We are assuming that $(s T)^{*} \in S / T$. Thus, as $s^{*} \in(s T)^{*},(s T)^{*}=s^{*} T$; cf. Lemma 1.2.3. Thus, by Lemma 1.1.4(ii), $T s=s T$.

Recall that the closed subset $T$ is called normal in $S$ if $N_{S}(T)=S$. The following two results give sufficient conditions for $T$ to be normal in $S$.
An element $s$ in $S$ is called symmetric if $s^{*}=s$.
Lemma 1.4.4 Assume that $|S \backslash T|=|S / T|$ and that $S \backslash T$ possesses exactly $|S \backslash T|-2$ symmetric elements. Then $T$ is normal in $S$.

Proof. We are assuming that $|S \backslash T|=|S / T|$. Thus, $S / T \backslash\{T\}$ possesses exactly one element of cardinality 2 , all other elements of $S / T \backslash\{T\}$ consist of a single element. Let $p$ and $q$ be the two elements in the uniquely determined element of $S / T \backslash\{T\}$ of cardinality 2 .
If $\{p, q\}^{*}=\{p, q\}$, we are done by Lemma 1.4.3. Thus, we shall be done if we succeed in showing that $\{p, q\}^{*} \neq\{p, q\}$ leads to a contradiction.
If $\{p, q\}^{*} \neq\{p, q\}$, we must have $p^{*} \notin\{p, q\}$ or $q^{*} \notin\{p, q\}$. Without loss of generality, we assume that $p^{*} \notin\{p, q\}$.
Since $\{p, q\}$ is the only element in $S / T \backslash\{T\}$ that has more than one element, $p^{*} \notin\{p, q\}$ forces $p^{*} T=\left\{p^{*}\right\}$. Thus, $p^{*} T \subseteq T p^{*}$.
We are assuming that $S \backslash T$ has exactly $|S \backslash T|-2$ symmetric elements. Thus, as $p^{*} \neq p \neq q$, we must have $q^{*}=q$. Thus, $q^{*} T=q T$ and, since $q \in p T$, $q \in T p^{*} ;$ cf. Lemma 1.1.4(ii).
From $p^{*} T \subseteq T p^{*}, q \in T p^{*}$, and $q^{*} T=q T$ we obtain $q \in p^{*} T$; cf. Lemma 1.4.1. Thus, as $p^{*} T=\left\{p^{*}\right\}, q=p^{*}$, contradiction.

Theorem 1.4.5 Assume that $|S \backslash T| \leq 3$. Then $T$ is normal in $S$.
Proof. If $|S / T|=1, T=S$, and we are done. If $|S / T|=2$, we have $T s=$ $S \backslash T=s T$ for each element $s$ in $S \backslash T$. Thus, $T$ is normal also in this case.
Assume that $3 \leq|S / T|$. Then as $|S / T| \leq|S \backslash T|+1 \leq 4$, we must have $|S / T|=|S \backslash T|=3$ or $|S / T|=|S \backslash T|+1$. In the former case, we are done by Lemma 1.4.3 and by Lemma 1.4.4. In the latter case, we are done by Lemma 1.4.2.

Corollary 1.4.6 Assume that $|S|=6$ and that $T$ is not normal in $S$. Then $|T|=2$.

Proof. This follows immediately from Theorem 1.4.5.

### 1.5 Conjugates of closed subsets

Let $R$ be a nonempty subset of $S$, and let $s$ be an element of $S$. We define

$$
R^{s}:=\{r \in S \mid s r \subseteq R s\} .
$$

Note that $s R^{s} \subseteq R s$.
Lemma 1.5.1 Let $s$ be an element in $S$, and let $R$ be a nonempty subset of $S$. Then the following hold.
(i) We have $R^{s} \subseteq s^{*} R s$.
(ii) If $e \in R, e \in R^{s}$.
(iii) Let $P$ and $Q$ be nonempty subsets of $S$ such that $P Q \subseteq R$. Then we have $P^{s} Q^{s} \subseteq R^{s}$.

Proof. (i) From $e \in s^{*} s$ and $s R^{s} \subseteq R s$ we obtain

$$
R^{s} \subseteq s^{*} s R^{s} \subseteq s^{*} R s
$$

(ii) Assume that $e \in R$. Then, by Lemma 1.1.1(iii), $s e=\{s\}=e s \subseteq R s$. It follows that $e \in R^{s}$.
(iii) Let $r$ be an element in $P^{s} Q^{s}$. Then there exist elements $t$ in $P^{s}$ and $u$ in $Q^{s}$ such that $r \in t u$. Since $t \in P^{s}, s t \subseteq P s$. Since $u \in Q^{s}, s u \subseteq Q s$. Thus, as we are assuming that $P Q \subseteq R$,

$$
s r \subseteq s t u \subseteq P s u \subseteq P Q s \subseteq R s
$$

so that $s r \subseteq R s$. Thus, by definition, $r \in R^{s}$.
Lemma 1.5.2 Let $p$ and $q$ be elements in $S$, and let $R$ be a subset of $S$ such that $e \in R, R R \subseteq R$, and $R p=R q$. Then $R^{p}=R^{q}$.

Proof. Let $s$ be an element in $R^{p}$. Then, by definition, $p s \subseteq R p$.
From $e \in R$ we obtain $q \in R q$. Thus, as $R p=R q, q \in R p$. It follows that $q s \subseteq$ Rps.
From $q s \subseteq R p s$ and $p s \subseteq R p$ we obtain $q s \subseteq R R p$. Thus, as we are assuming $R R \subseteq R$, we obtain $q s \subseteq R p$. Since we are assuming that $R p=R q$, this implies $q s \subseteq R q$. Thus, $s \in R^{q}$.
So far, we have seen that $R^{p} \subseteq R^{q}$. The proof for $R^{q} \subseteq R^{p}$ is similar.
Lemma 1.5.3 Let $s$ be an element in $S$, and let $T$ be a closed subset of $S$. Then $s^{*} \in N_{S}(T)$ if and only if $T \subseteq T^{s}$.

Proof. By definition, we have $s^{*} \in N_{S}(T)$ if and only if $T s^{*} \subseteq s^{*} T$. According to Lemma 1.1.4(ii), $T s^{*} \subseteq s^{*} T$ is equivalent to $s T \subseteq T s$, and this means that $T \subseteq T^{s}$.

Lemma 1.5.4 Let $s$ be an element in $S$, and let $T$ be a closed subset of $S$ such that $s s^{*} \subseteq T$. Then the following hold.
(i) We have $T^{s}=s^{*} T s$.
(ii) The set $s^{*} T s$ is closed.
(iii) We have $K_{S}\left(s^{*} T s\right)=s^{*} K_{S}(T) s$.

Proof. (i) From Lemma 1.5.1(i) we know that $T^{s} \subseteq s^{*} T s$. Conversely, assuming $s s^{*} \subseteq T$ we also have $s s^{*} T s \subseteq T s$, so that, by definition, $s^{*} T s \subseteq T^{s}$.
(ii) Assuming $s s^{*} \subseteq T$ we have

$$
\left(s^{*} T s\right)^{*} s^{*} T s=s^{*} T s s^{*} T s=s^{*} T s
$$

cf. Lemma 1.1.4(ii) and Lemma 1.2.1(iii). Thus, $s^{*} T s$ is closed.
(iii) Let $q$ be an element in $s^{*} K_{S}(T) s$. Then $K_{S}(T)$ possesses an element $p$ such that $q \in s^{*} p s$. Thus, as $s s^{*} \subseteq T$ is assumed, we obtain from $p \in K_{S}(T)$ that

$$
q^{*} s^{*} T s q \subseteq s^{*} p^{*} s s^{*} T s s^{*} p s \subseteq s^{*} p^{*} T p s \subseteq s^{*} T s
$$

It follows that $q \in K_{S}\left(s^{*} T s\right)$.
Since $q$ has been chosen arbitrarily in $s^{*} K_{S}(T) s$, we, thus, have shown that

$$
s^{*} K_{S}(T) s \subseteq K_{S}\left(s^{*} T s\right)
$$

Let $q$ be an element in $K_{S}\left(s^{*} T s\right)$. Then, as $s s^{*} \subseteq T$ is assumed,

$$
s q^{*} s^{*} T s q s^{*} \subseteq s s^{*} T s s^{*}=T
$$

Thus proves that $s q s^{*} \subseteq K_{S}(T)$, whence $q \in s^{*} s q s^{*} s \subseteq s^{*} K_{S}(T) s$.
Since $q$ has been chosen arbitrarily in $K_{S}\left(s^{*} T s\right)$, we, thus, have shown that

$$
K_{S}\left(s^{*} T s\right) \subseteq s^{*} K_{S}(T) s
$$

This finishes the proof.
Lemma 1.5.5 Let $T$ and $V$ be closed subsets of $S$, and set $U:=K_{V}(T)$. Assume that $T \subseteq V$ and that $U$ is closed. Then we have the following.
(i) Let $p$ and $q$ be elements in $V$ such that $U p=U q$. Then $p p^{*} \subseteq T$ if and only if $q q^{*} \subseteq T$.
(ii) The number of sets $s^{*} T s$ with $s \in V$ and $s s^{*} \subseteq T$ is equal to the number of sets $U s$ with $s \in V$ and $s s^{*} \subseteq T$.

Proof. (i) Since we are assuming that $U p=U q$, there exists an element $u$ in $U$ such that $p \in u q$. Thus, $q \in u^{*} p$. Thus, assuming that $p p^{*} \subseteq T$, we obtain

$$
q q^{*} \subseteq u^{*} p p^{*} u \subseteq u^{*} T u \subseteq T .
$$

Similarly, one obtains $p p^{*} \subseteq T$ from $q q^{*} \subseteq T$.
(ii) Let $p$ and $q$ be elements in $V$, and assume first that $p^{*} T p \subseteq q^{*} T q$ and $q q^{*} \subseteq T$. Then, $q p^{*} T p q^{*} \subseteq q q^{*} T q q^{*} \subseteq T$. It follows that $p q^{*} \subseteq U$. Thus, $p \in U q$. Thus, by Lemma 1.2.2, $U p=U q$.
Assume now that $U p=U q$. Then $U$ possesses an element $u$ such that $p \in u q$. It follows that

$$
p^{*} T p \subseteq q^{*} u^{*} T u q \subseteq q^{*} T q
$$

Similarly, one shows that $q^{*} T q \subseteq p^{*} T p$, so that $p^{*} T p=q^{*} T q$.
Lemma 1.5.6 Let $T$ and $U$ be closed subsets of $S$ such that $T \cap U=\{e\}$. Let $t$ be an element in $T$, and let $u$ be an element in $U$. Then the following hold.
(i) Assume that $|t u|=1$. Then $\left|u^{*} t u \cap T\right| \leq 1$.
(ii) If $U \subseteq N_{S}(T), 1 \leq\left|u^{*} t u \cap T\right|$.

Proof. (i) Let $p$ and $q$ be elements in $u^{*} t u \cap T$. We have to show that $p=q$. We are assuming that $t u$ contains exactly one element. Let us call this element $s$. From $p \in u^{*} t u$ and $t u=\{s\}$ we obtain $p \in u^{*} s$. Thus, $s \in u p$. Similarly, we obtain $s \in u q$, so that $s \in u p \cap u q$.
Since $s \in u p \cap u q, u^{*} u \cap p q^{*}$ is not empty; cf. Lemma 1.1.4(iii). Thus, as $u^{*} u \cap p q^{*} \subseteq T \cap U=\{e\}, u^{*} u \cap p q^{*}=\{e\}$. It follows that $e \in p q^{*}$, so that, according to Lemma 1.1.4(i), $p=q$.
(ii) Let $s$ be an element in $t u$, and assume that $U \subseteq N_{S}(T)$. Then $s \in u T$. Thus, $T$ possesses an element $r$ such that $s \in u r$. It follows that $r \in u^{*} s \subseteq$ $u^{*} t u$. Thus, as $r \in T, r \in u^{*} t u \cap T$.

Lemma 1.5.7 Let $p$ and $q$ be elements in $S$ such that $|p q|=1$, and let $T$ be a closed subset of $S$ such that $q \in p^{*} T p$. Then $q \in T^{p}$.

Proof. We are assuming that $q \in p^{*} T p$. Thus, $p^{*} T$ possesses an element $r$ such that $q \in r p$. It follows that $p \in r^{*} q \subseteq T p q$; cf. Lemma 1.1.4(ii). Thus, $p \in T p q$. Now recall that we are assuming that $|p q|=1$. Thus, $p q \subseteq T p$. Thus, by definition, $q \in T^{p}$.

Corollary 1.5.8 Let $s$ be an element in $S$, and let $T$ and $U$ be closed subsets of $S$. Assume that, for each element $u$ in $s^{*} T s \cap U,|s u|=1$. Then $T^{s} \cap U=$ $s^{*} T s \cap U$.

Proof. We are assuming $|s u|=1$ for each element $u$ in $s^{*} T s \cap U$. Thus, by Lemma 1.5.7, $s^{*} T s \cap U \subseteq T^{s}$, so that the desired equation follows from Lemma 1.5.1(i).

Corollary 1.5.9 Let $s$ be an element in $S$, and assume that $|s r|=1$ for each element $r$ in $s^{*} s$. Then the following hold.
(i) We have $\{e\}^{s}=s^{*} s$.
(ii) The set $s^{*} s$ is closed.

Proof. (i) Apply Corollary 1.5 .8 to $\{e\}$ and $S$ in place of $T$ and $U$.
(ii) From (i) we obtain $s s^{*} s=\{s\}$. Thus, $s^{*} s s^{*} s=s^{*} s$, and that means that $s^{*} s$ is closed.

Let $s$ be an element in $S$. For each subset $R$ of $S$, we define $D_{R}(s)$ to be the set of all elements $r$ in $R$ such that $r^{*} r \subseteq s^{*} s$.

Lemma 1.5.10 Let $s$ be an element in $S$, and assume that $|s r|=1$ for each element $r$ in $s^{*} s$. Let $T$ be a closed subset of $S$ with $T \subseteq D_{S}\left(s^{*}\right)$. Assume that $T \subseteq T^{s}$ and that $|s t|=1$ for each element $t$ in $T$. Then $T \subseteq K_{S}\left(s^{*} s\right)$.

Proof. Let $t$ be an element in $T$. We have to show that $t \in K_{S}\left(s^{*} s\right)$.
Since $t \in T,|s t|=1$. On the other hand, we are assuming that $T \subseteq T^{s}$. Thus, as $t \in T, t \in T^{s}$, and that means that $s t \subseteq T s$.
Since $|s t|=1$ and $s t \subseteq T s$, there exists an element $r$ in $T$ such that $s t \subseteq r s$.
From $s t \subseteq r s$ we obtain

$$
t^{*} s^{*} s t \subseteq s^{*} r^{*} r s
$$

From $r \in T$ and $T \subseteq D_{S}\left(s^{*}\right)$ we obtain $r \in D_{S}\left(s^{*}\right)$. Thus, $r^{*} r \subseteq s s^{*}$. From Corollary 1.5.9(ii) we also know that $s^{*} s$ is closed. Thus,

$$
t^{*} s^{*} s t \subseteq s^{*} r^{*} r s \subseteq s^{*} s s^{*} s \subseteq s^{*} s
$$

This means that $t \in K_{S}\left(s^{*} s\right)$.

### 1.6 Generating sets

Throughout this section, the letter $R$ stands for a subset of $S$.
We define $\langle R\rangle$ to be the intersection of the closed subsets of $S$ which contain $R$ as a subset.
Note that $\langle R\rangle$ is closed. The set $\langle R\rangle$ is said to be generated by $R$. It is also called the span of $R$.
If $R$ possesses an element $r$ with $R=\{r\}$, we shall write $\langle r\rangle$ instead of $\langle R\rangle$. Similarly, we write $\langle p, q\rangle$ instead of $\langle R\rangle$ if $p$ and $q$ are elements in $R$ with $R=\{p, q\}$.

For the remainder of this section, we assume $R$ to be not empty.
We set $R^{0}:=\{e\}$ and define inductively $R^{n}:=R^{n-1} R$ for each positive integer $n$.

Lemma 1.6.1 The set $\langle R\rangle$ is equal to the union of the sets $\left(R^{*} \cup R\right)^{n}$ with $n$ a nonnegative integer.

Proof. Set $P:=R^{*} \cup R$ and define $Q$ to be the union of the sets $P^{n}$ with $n$ a nonnegative integer. We have to show that $\langle R\rangle=Q$.
Since $P^{*}=P,\left(P^{n}\right)^{*}=P^{n}$ for each nonnegative integer $n$; cf. Lemma 1.1.4(ii).
Thus, for any two nonnegative integers $l$ and $m$,

$$
\left(P^{l}\right)^{*} P^{m}=P^{l} P^{m}=P^{l+m} \subseteq Q
$$

It follows that $Q$ is closed. Thus, as $R \subseteq Q,\langle R\rangle \subseteq Q$.
Conversely, for each non-negative integer $n$, we have

$$
P^{n} \subseteq\langle P\rangle^{n} \subseteq\langle P\rangle=\langle R\rangle
$$

Therefore, $Q \subseteq\langle R\rangle$.
From Lemma 1.6 .1 we obtain that, for each element $s$ in $\langle R\rangle$, there exists a nonnegative integer $n$ such that $s \in\left(R^{*} \cup R\right)^{n}$. The smallest of these integers is called the $R$-length of $s$ or simply the length of $s$ and will be denoted by $\ell_{R}(s)$.
Since the subset $R$ is fixed within this section, we shall write $\ell$ instead of $\ell_{R}$ for the remainder of this section.

Lemma 1.6.2 Let $s$ be an element in $\langle R\rangle \backslash\{e\}$. Then there exist elements $q$ in $\langle R\rangle$ and $r$ in $R^{*} \cup R$ such that $s \in q r$ and $\ell(s)=\ell(q)+1$.

Proof. We set $n:=\ell(s)$. Then, by definition, $s \in\left(R^{*} \cup R\right)^{n}$. On the other hand, we are assuming that $s \neq e$. Therefore, $1 \leq n$. From $s \in\left(R^{*} \cup R\right)^{n}$ and $1 \leq n$ we obtain elements $q$ in $\left(R^{*} \cup R\right)^{n-1}$ and $r$ in $R^{*} \cup R$ such that $s \in q r$. From $q \in\left(R^{*} \cup R\right)^{n-1}$ we obtain $\ell(q) \leq n-1$. From $n=\ell(s)$ and $s \in q r$ we obtain $n \leq \ell(q)+1$.

Lemma 1.6.3 Let $p, q$, and $r$ be elements in $\langle R\rangle$ satisfying $r \in p q$ and $\ell(r)=\ell(p)+\ell(q)$. Let $t$ and $u$ be elements in $\langle R\rangle$ satisfying $q \in$ tu and $\ell(q)=$ $\ell(t)+\ell(u)$. Then, pt possesses an element s such that $r \in s u, \ell(s)=\ell(p)+\ell(t)$, and $\ell(r)=\ell(s)+\ell(u)$.

Proof. Since $r \in p q$ and $q \in t u, r \in p t u$. Thus, $p t$ possesses an element $s$ such that $r \in s u$.
Since $s \in p t, \ell(s) \leq \ell(p)+\ell(t)$. Since $r \in s u, \ell(r) \leq \ell(s)+\ell(u)$. Thus, as we are assuming that $\ell(r)=\ell(p)+\ell(q)$ and that $\ell(q)=\ell(t)+\ell(u)$, we conclude
that

$$
\ell(r) \leq \ell(s)+\ell(u) \leq \ell(p)+\ell(t)+\ell(u)=\ell(r)
$$

It follows that $\ell(s)=\ell(p)+\ell(t)$ and $\ell(r)=\ell(s)+\ell(u)$.
Lemma 1.6.4 Let $s$ be an element in $S$, and assume that $R^{*}=R$. Then the following hold.
(i) Assume that $R s \subseteq s\langle R\rangle$. Then $s \in N_{S}(\langle R\rangle)$.
(ii) We have $\left\langle R^{s}\right\rangle \subseteq\langle R\rangle^{s}$.

Proof. (i) Define $Q$ to be the set of all elements $q$ in $\langle R\rangle$ with $q s \nsubseteq s\langle R\rangle$. By way of contradiction, we assume that $Q$ is not empty. We fix an element $q$ in $Q$ such that $\ell(q)$ is as small as possible.
Since $s \in s\langle R\rangle, q \neq e$. Thus, by Lemma 1.6.2, there exist elements $p$ in $\langle R\rangle$ and $r$ in $R$ such that $q \in p r$ and $\ell(q)=\ell(p)+1$. Since $\ell(p)=\ell(q)-1, p \notin Q$. Thus, as $p \in\langle R\rangle, p s \subseteq s\langle R\rangle$. Thus, as $r s \subseteq s\langle R\rangle$ (by hypothesis),

$$
q s \subseteq p r s \subseteq p s\langle R\rangle \subseteq s\langle R\rangle
$$

contradiction.
(ii) Define $Q$ to be the set of all elements $q$ in $\left\langle R^{s}\right\rangle$ with $s q \nsubseteq\langle R\rangle s$. By way of contradiction, we assume that $Q$ is not empty. We fix an element $q$ in $Q$ such that $\ell(q)$ is as small as possible.
Since $s \in\langle R\rangle s, q \neq e$. Thus, by Lemma 1.6.2, there exist elements $p$ in $\left\langle R^{s}\right\rangle$ and $r$ in $R^{s}$ such that $q \in p r$ and $\ell(q)=\ell(p)+1$. Since $\ell(p)=\ell(q)-1, p \notin Q$. Thus, as $p \in\left\langle R^{s}\right\rangle, s p \subseteq\langle R\rangle s$.
On the other hand, as $r \in R^{s}, s r \subseteq R s$. Thus,

$$
s q \subseteq s p r \subseteq\langle R\rangle s r \subseteq\langle R\rangle R s=\langle R\rangle s
$$

contradiction.
Lemma 1.6.5 Let $s$ be an element in $S$, and assume that $s^{*} R s \subseteq\langle R\rangle$. Then $s \in K_{S}(\langle R\rangle)$.

Proof. Define $Q$ to be the set of all elements $q$ in $\langle R\rangle$ with $s^{*} q s \nsubseteq\langle R\rangle$. By way of contradiction, we assume that $Q$ is not empty. We fix an element $q$ in $Q$ such that $\ell(q)$ is as small as possible.
We are assuming that $s^{*} R s \subseteq\langle R\rangle$. Thus,

$$
s^{*} s \subseteq s^{*} R s s^{*} R^{*} s \subseteq\langle R\rangle
$$

This shows that $e \notin Q$. Thus, as $q \in Q, q \neq e$. Thus, by Lemma 1.6.2, there exist elements $p$ in $\langle R\rangle$ and $r$ in $R^{*} \cup R$ such that $q \in p r$ and $\ell(q)=\ell(p)+1$. Since $\ell(p)=\ell(q)-1, p \notin Q$. Thus, as $p \in\langle R\rangle, s^{*} p s \subseteq\langle R\rangle$.

We are assuming that $s^{*} R s \subseteq\langle R\rangle$. Thus, as $\langle R\rangle$ is closed, $s^{*} R^{*} s=\left(s^{*} R s\right)^{*} \subseteq$ $\langle R\rangle$; cf. Lemma 1.1.4(ii). Thus, no matter whether $r \in R$ or $r \in R^{*}$, we have $s^{*} r s \subseteq\langle R\rangle$.
From $s^{*} p s \subseteq\langle R\rangle$ and $s^{*} r s \subseteq\langle R\rangle$ we now obtain

$$
s^{*} q s \subseteq s^{*} p r s \subseteq s^{*} p s s^{*} r s \subseteq\langle R\rangle
$$

contradiction.
Subsets of $S$ are called thin if all of their elements are thin.
Lemma 1.6.6 The following hold.
(i) The set $R^{*} \cup R$ is thin if and only $\langle R\rangle$ is thin.
(ii) If $R^{*}=R,\left\langle O_{\vartheta}(R)\right\rangle \subseteq O_{\vartheta}(\langle R\rangle)$.

Proof. (i) Since $R^{*} \cup R \subseteq\langle R\rangle, R^{*} \cup R$ is thin if $\langle R\rangle$ is thin.
Assume now that $R^{*} \cup R$ is thin and that $\langle R\rangle$ is not thin. Assuming $\langle R\rangle$ not to be thin we find an element $s$ in $\langle R\rangle$ such that $s$ is not thin. Among the non-thin elements of $\langle R\rangle$ we fix $s$ in such a way that $\ell(s)$ is as small as possible.
Since $s$ is not thin, $s \neq e$. Thus, by Lemma 1.6.2, there exist elements $q$ in $\langle R\rangle$ and $r$ in $R^{*} \cup R$ such that $s \in q r$ and $\ell(s)=\ell(q)+1$. Since $\ell(q)=\ell(s)-1$, the minimal choice of $s$ forces $q$ to be thin. Since $r \in R^{*} \cup R$ and $R^{*} \cup R$ is assumed to be thin, $r$ is thin. Thus, as $s \in q r$, Lemma 1.3.7(ii) forces $s$ to be thin, contradiction.
(ii) Set $Q:=O_{\vartheta}(R)$. Then $Q \subseteq O_{\vartheta}(\langle R\rangle)$. Thus, for each non-negative integer $n, Q^{n} \subseteq O_{\vartheta}(\langle R\rangle)$; cf. Lemma 1.3.7(ii). It follows that $\langle Q\rangle \subseteq O_{\vartheta}(\langle R\rangle)$; cf. Lemma 1.6.1.

### 1.7 The thin residue

In this section, the letter $T$ stands for a closed subset of $S$.
We define $O^{\vartheta}(T)$ to be the intersection of all strongly normal closed subsets of $T$ and call it the thin residue of $T$.
Note that $O^{\vartheta}(T)$ is closed.
Theorem 1.7.1 The following statements hold.
(i) The set $O^{\vartheta}(T)$ is strongly normal in $T$.
(ii) Let $R$ denote the union of the sets $t^{*} t$ with $t \in T$. Then $O^{\vartheta}(T)=\langle R\rangle$.
(iii) For each closed subset $U$ of $S$ with $T \subseteq U$, we have $O^{\vartheta}(T) \subseteq O^{\vartheta}(U)$.

Proof. (i) This follows from Lemma 1.3.4(i).
(ii) Let $p$ and $q$ be elements in $T$. We first prove $q^{*} p^{*} p q \subseteq\langle R\rangle$.

Let $t$ be an element in $p q$. Then $p \in t q^{*}$, whence

$$
t^{*} p q \subseteq t^{*} t q^{*} q \subseteq R R \subseteq\langle R\rangle
$$

Since $t$ has been chosen arbitrarily in $p q$, this yields $q^{*} p^{*} p q \subseteq\langle R\rangle$.
Since $p$ and $q$ have been chosen arbitrarily in $T$, we have shown $t^{*} R t \subseteq\langle R\rangle$ for each element $t$ in $T$. Thus, by Lemma 1.6.5, $\langle R\rangle$ is strongly normal in $T$. Thus, by definition, $O^{\vartheta}(T) \subseteq\langle R\rangle$.
In order to show that $\langle R\rangle \subseteq O^{\vartheta}(T)$ it suffices to show that $R \subseteq O^{\vartheta}(T)$. (This is because $O^{\vartheta}(T)$ is closed.)
Let $t$ be an element in $T$. Then, as $e \in O^{\vartheta}(T), t^{*} t \subseteq t^{*} O^{\vartheta}(T) t$. On the other hand, we know from (i) that $O^{\vartheta}(T)$ is strongly normal in $T$, so that $t^{*} O^{\vartheta}(T) t \subseteq O^{\vartheta}(T)$. Thus, $t^{*} t \subseteq O^{\vartheta}(T)$. Since $t$ has been chosen arbitrarily in $T$, we have shown that $R \subseteq O^{\vartheta}(T)$.
(iii) This is an immediate consequence of (ii).

Lemma 1.7.2 Let $U$ be a closed subset of $S$ such that $T \subseteq N_{S}(U)$. Then we have $O^{\vartheta}(T) U=O^{\vartheta}(T U) U$.

Proof. From Theorem 1.7.1(iii) we know that $O^{\vartheta}(T) \subseteq O^{\vartheta}(T U)$, and from this we obtain $O^{\vartheta}(T) U \subseteq O^{\vartheta}(T U) U$.
By Theorem 1.7.1(i), $O^{\vartheta}(T)$ is strongly normal in $T$. Moreover, we are assuming that $T \subseteq N_{S}(U)$. Thus, by Lemma $1.3 .5, O^{\vartheta}(T) U$ is strongly normal in $T U$. Thus, by definition of $O^{\vartheta}(T U), O^{\vartheta}(T U) \subseteq O^{\vartheta}(T) U$. Thus, as $U$ is closed, $O^{\vartheta}(T U) U \subseteq O^{\vartheta}(T) U$.

Lemma 1.7.3 Let $U$ be a closed subset of $S$. Assume that $T U$ is closed and that $O^{\vartheta}(U) \subseteq T$. Then $O^{\vartheta}(T U)$ is the intersection of all strongly normal closed subsets of $T$ which contain $O^{\vartheta}(U)$.

Proof. Define $\mathcal{V}$ to be the set of all strongly normal closed subsets of $T$ which contain $O^{\vartheta}(U)$ and $W$ to be the intersection of all elements of $\mathcal{V}$. We have to show that $O^{\vartheta}(T U)=W$.
We first show that $O^{\vartheta}(T U) \subseteq W$. In order to do so we pick an element $s$ in $T U$ and an element $V$ in $\mathcal{V}$. Since $T U$ is assumed to be closed, $T U=U T$; cf. Lemma 1.2.4. Thus, as $s \in T U, s \in U T$. Thus, there exist elements $t$ in $T$ and $u$ in $U$ such that $s \in u t$. Since $u \in U, u^{*} u \subseteq O^{\vartheta}(U)$; cf. Theorem 1.7.1(ii). Since $V \in \mathcal{V}, t^{*} V t \subseteq V$ and $O^{\vartheta}(U) \subseteq V$. Thus,

$$
s^{*} s \subseteq t^{*} u^{*} u t \subseteq t^{*} O^{\vartheta}(U) t \subseteq V
$$

Now, as $s$ has been chosen arbitrarily in $T U$, we conclude that $O^{\vartheta}(T U) \subseteq V$; cf. Theorem 1.7.1(ii). But also $V$ has been chosen arbitrarily in $\mathcal{V}$. Therefore, we have shown that $O^{\vartheta}(T U) \subseteq W$.

Let us now prove that, conversely, $W \subseteq O^{\vartheta}(T U)$.
From $O^{\vartheta}(T U) \subseteq W$ and $W \subseteq T$ we obtain $O^{\vartheta}(T U) \subseteq T$. In particular, $O^{\vartheta}(T U)$ is strongly normal in $T$. On the other hand, we know from Theorem 1.7.1(iii) that $O^{\vartheta}(U) \subseteq O^{\vartheta}(T U)$. Thus, $O^{\vartheta}(T U) \in \mathcal{V}$, so that, by definition, $W \subseteq O^{\vartheta}(T U)$.

Recall that subsets of $S$ are called thin if all of their elements are thin.
Corollary 1.7.4 Let $U$ be a thin closed subset of $S$, and assume that $T U$ is closed. Then we have $O^{\vartheta}(T)=O^{\vartheta}(T U)$.

Proof. Since $U$ is assumed to be thin, $O^{\vartheta}(U)=\{e\}$; cf. Lemma 1.7.1(ii). Thus, the claim follows from Lemma 1.7.3.

We set $\left(O^{\vartheta}\right)^{0}(T):=T$. For each positive integer $n$, we inductively define

$$
\left(O^{\vartheta}\right)^{n}(T):=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T)\right) .
$$

Note that $\left(O^{\vartheta}\right)^{n}(T)$ is closed for each non-negative integer $n$. Note also that, for each positive integer $n,\left(O^{\vartheta}\right)^{n}(T)$ is a strongly normal closed subset of $\left(O^{\vartheta}\right)^{n-1}(T)$.
Here is a generalization of Theorem 1.7.1(iii).
Lemma 1.7.5 Let $n$ be a non-negative integer, and let $U$ be a closed subset of $S$ such that $T \subseteq U$. Then $\left(O^{\vartheta}\right)^{n}(T) \subseteq\left(O^{\vartheta}\right)^{n}(U)$.

Proof. Our lemma is certainly true if $n=0$. By induction, we may assume that $\left(O^{\vartheta}\right)^{n-1}(T) \subseteq\left(O^{\vartheta}\right)^{n-1}(U)$. Then, by Theorem 1.7.1(iii),

$$
\left(O^{\vartheta}\right)^{n}(T)=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T)\right) \subseteq O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(U)\right)=\left(O^{\vartheta}\right)^{n}(U)
$$

and that proves the lemma.
The second part of the following lemma generalizes Lemma 1.7.2.
Lemma 1.7.6 Let $n$ be a non-negative integer, and let $U$ be a closed subset of $S$ such that $T \subseteq N_{S}(U)$. Then the following hold.
(i) We have $\left(O^{\vartheta}\right)^{n}(T U) U \subseteq N_{S}(U)$.
(ii) We have $\left(O^{\vartheta}\right)^{n}(T) U=\left(O^{\vartheta}\right)^{n}(T U) U$.
(iii) If $O^{\vartheta}(T U) U=T U,\left(O^{\vartheta}\right)^{n}(T U) U=T U$.

Proof. (i) We are assuming that $T \subseteq N_{S}(U)$. Thus, by Lemma 1.3.2(ii), $T U \subseteq N_{S}(U)$. In particular, $\left(O^{\vartheta}\right)^{n}(T U) \subseteq N_{S}(U)$.
Now recall that $\left(O^{\vartheta}\right)^{n}(T U)$ is closed. Thus, a second application of Lemma 1.3.2(ii) yields $\left(O^{\vartheta}\right)^{n}(T U) U \subseteq N_{S}(U)$.
(ii) There is nothing to show if $n=0$. Therefore, we assume that $1 \leq n$.

By induction, we may assume that

$$
\left(O^{\vartheta}\right)^{n-1}(T) U=\left(O^{\vartheta}\right)^{n-1}(T U) U
$$

Thus, by Theorem 1.7.1(iii),

$$
O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T) U\right) U=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T U) U\right) U
$$

On the other hand, applying Lemma 1.7.2 to $\left(O^{\vartheta}\right)^{n-1}(T)$ in place of $T$, we obtain

$$
\left(O^{\vartheta}\right)^{n}(T) U=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T)\right) U=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T) U\right) U
$$

Moreover, by (i), $\left(O^{\vartheta}\right)^{n-1}(T U) \subseteq N_{S}(U)$. Thus, applying Lemma 1.7.2 to $\left(O^{\vartheta}\right)^{n-1}(T U)$ in place of $T$, we obtain

$$
\left(O^{\vartheta}\right)^{n}(T U) U=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T U)\right) U=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T U) U\right) U
$$

Thus, we have $\left(O^{\vartheta}\right)^{n}(T) U=\left(O^{\vartheta}\right)^{n}(T U) U$.
(iii) By (i), $\left(O^{\vartheta}\right)^{n-1}(T U) \subseteq N_{S}(U)$. Thus, by Lemma 1.7.2,

$$
O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T U)\right) U=O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T U) U\right) U
$$

On the other hand, we are assuming that $O^{\vartheta}(T U) U=T U$, and, by induction, we may assume $\left(O^{\vartheta}\right)^{n-1}(T U) U=T U$. Thus,

$$
O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T U) U\right) U=T U
$$

Thus, as $O^{\vartheta}\left(\left(O^{\vartheta}\right)^{n-1}(T U)\right)=\left(O^{\vartheta}\right)^{n}(T U),\left(O^{\vartheta}\right)^{n}(T U) U=T U$.

## Involutions

In this chapter, we shall look at involutions of hypergroups. We start with two basic observations on involutions. After that, our focus will be on closed subsets generated by involutions.
There are three conditions on closed subsets generated by involutions which we shall investigate, the condition of being constrained, the exchange condition, and dichotomy. We shall first see that the exchange condition implies dichotomy. After that, our focus will be on constrained sets of involutions that satisfy the exchange condition.
Constrained sets of involutions that satisfy the exchange condition will be called Coxeter sets. These sets will be the subject of Chapter 3 .
As before, the letter $S$ stands for a hypergroup in this chapter.

### 2.1 Basic Facts

An element $s$ in $S \backslash\{e\}$ is called an involution if $\{e, s\}$ is closed.
Note that the element in $T \backslash\{e\}$ in Corollary 1.4.6 is an involution.
Lemma 2.1.1 Let $l$ be an involution of $S$. Then the following hold.
(i) We have $l^{*}=l$.
(ii) If $l$ is not thin, $l l=\{e, l\}$.

Proof. (i) Since $l$ is assumed to be an involution, $l \neq e$ and $\{e, l\}$ is closed. Since $\{e, l\}$ is closed, $l \in\{e, l\}$ implies $l^{*} \in\{e, l\}$; cf. Lemma 1.2.1(ii). Thus, as $l^{*} \neq e, l^{*}=l$.
(ii) From Lemma 1.1.1(i) we know that $e \in l^{*} l$. Now assume that $l$ is not thin. Then, by definition, $l^{*} l \neq\{e\}$. On the other hand, as $\{e, l\}$ is closed, $l^{*} l \subseteq\{e, l\}$. Thus, $l^{*} l=\{e, l\}$. Thus, by (i), $l l=\{e, l\}$.

At several instances we shall refer to Lemma 2.1.1(i) without further mention.
Lemma 2.1.2 Let $p$ and $q$ be elements in $S$ such that $p \neq q$, and let $l$ be an involution of $S$ such that $p l=\{q\}$. Then the following hold.
(i) If $l$ is thin, $q l=\{p\}$.
(ii) If $l$ is not thin, $q l=\{p, q\}$.

Proof. (i) Assume that $l$ is thin. Then $|q l|=1$; cf. Lemma 1.3.8. On the other hand, we are assuming that $q \in p l$. Thus, by H3, $p \in q l$.
(ii) We are assuming that $p l=\{q\}$. Thus,

$$
q l=p l l=p\{e, l\}=\{p\} \cup p l=\{p, q\}
$$

cf. Lemma 2.1.1(ii) for the second equation.

### 2.2 Sets of involutions

In this section, the letter $L$ stands for a nonempty set of involutions of $S$. We set $P_{0}(L):=\{e\}$. For each positive integer $n$, we define $P_{n}(L)$ to be the union of all sets $l_{1} \cdots l_{n}$ where $l_{1}, \ldots, l_{n}$ are elements in $L$ satisfying $l_{i-1} \neq l_{i}$ for each element $i$ in $\{2, \ldots, n\}$.
Note that $P_{1}(L)=L$.
We set $U_{0}(L):=\{e\}$. For each positive integer $n$, we define $U_{n}(L)$ to be the union of the sets $P_{i}(L)$ with $i \in\{0, \ldots, n\}$.
It is clear that $U_{n-1}(L) \subseteq U_{n}(L)$ for each positive integer $n$.
Lemma 2.2.1 Let $L$ be a set of involutions of $S$, and let $n$ be a nonnegative integer. Then $L^{n} \subseteq U_{n}(L)$.

Proof. The statement is obviously true if $n=0$ and for $n=1$. Thus, we assume that $2 \leq n$.
Let $l_{1}, \ldots, l_{n}$ be elements in $L$. We have to show that $l_{1} \cdots l_{n} \subseteq U_{n}(L)$.
If $l_{i-1} \neq l_{i}$ for each element $i$ in $\{2, \ldots, n\}$, we have

$$
l_{1} \cdots l_{n} \subseteq P_{n}(L) \subseteq U_{n}(L)
$$

and we are done. If $\{2, \ldots, n\}$ possesses an element $i$ with $l_{i-1}=l_{i}$, we have

$$
l_{1} \cdots l_{n} \subseteq l_{1} \cdots l_{i-2} l_{i} \cdots l_{n} \cup l_{1} \cdots l_{i-1} l_{i} \cdots l_{n} \subseteq L^{n-2} \cup L^{n-1}
$$

cf. Lemma 2.1.1(ii). On the other hand, by induction,

$$
L^{n-2} \subseteq U_{n-2}(L) \quad \text { and } \quad L^{n-1} \subseteq U_{n-1}(L)
$$

Thus, the claim follows from $U_{n-2}(L) \subseteq U_{n}(L)$ and $U_{n-1}(L) \subseteq U_{n}(L)$
For the remainder of this section, we write $\ell$ instead of $\ell_{L}$.
Recall from Lemma 2.1.1(i) that $l^{*}=l$ for each involution of $S$. In particular, we have $\ell\left(s^{*}\right)=\ell(s)$ for each element $s$ in $\langle L\rangle$.

Lemma 2.2.2 Let $s$ be an element in $\langle L\rangle$, and set $n:=\ell(s)$. Then $s \in P_{n}(L)$.
Proof. Since $P_{0}(L)=\{e\}$, the statement is true if $n=0$. Thus, we assume that $1 \leq n$.
Since $\ell(s)=n, s \in L^{n}$. Thus, by Lemma 2.2.1, $s \in U_{n}(L)$, so that $s \in P_{i}(L)$ for some element $i$ in $\{1, \ldots, n\}$. From $s \in P_{i}(L)$ we obtain $n=\ell(s) \leq i$.
From $i \leq n$ and $n \leq i$ we obtain $i=n$. Thus, as $s \in P_{i}(L), s \in P_{n}(L)$.
It is obvious that

$$
\ell(r) \leq \ell(p)+\ell(q)
$$

for any three elements $p, q$, and $r$ in $\langle L\rangle$ with $r \in p q$. We now shall look at elements $p, q$, and $r$ satisfying $\ell(r) \leq \ell(p)+\ell(q)$.
For each element $q$ in $\langle L\rangle$, we define $L_{1}(q)$ to be the set of all elements $p$ in $\langle L\rangle$ such that $p q$ contains an element $r$ satisfying $\ell(r)=\ell(p)+\ell(q)$.
For each element $q$ in $\langle L\rangle$, we define $L_{-1}(q)$ to be the set of all elements $r$ in $\langle L\rangle$ such that there exists an element $p$ in $\langle L\rangle$ satisfying $r \in p q$ and $\ell(r)=\ell(p)+\ell(q)$.

Lemma 2.2.3 For any two elements $p$ and $q$ in $\langle L\rangle$, we have the following.
(i) If $p \in L_{1}(q), q^{*} \in L_{1}\left(p^{*}\right)$.
(ii) If $L_{-1}(p) \cap L_{1}(q)$ is not empty, $p \in L_{1}(q)$.
(iii) If $q \in L_{-1}(p), L_{-1}(q) \subseteq L_{-1}(p)$.
(iv) If $q \in L_{-1}(p), L_{1}\left(q^{*}\right) \subseteq L_{1}\left(p^{*}\right)$.

Proof. (i) This follows from $\ell\left(p^{*}\right)=\ell(p)$ and $\ell\left(q^{*}\right)=\ell(q)$.
(ii) Let $r$ be an element in $L_{-1}(p) \cap L_{1}(q)$. From $r \in L_{-1}(p)$ we obtain an element $t$ in $\langle L\rangle$ such that $r \in t p$ and $\ell(r)=\ell(t)+\ell(p)$. Since $r \in L_{1}(q)$, $r q$ possesses an element $s$ such that $\ell(s)=\ell(r)+\ell(q)$. Thus, by Lemma 1.6.3, $p q$ possesses an element $u$ such that $s \in t u, \ell(u)=\ell(p)+\ell(q)$, and $\ell(s)=\ell(t)+\ell(u)$.
From $u \in p q$ and $\ell(u)=\ell(p)+\ell(q)$ we obtain $p \in L_{1}(q)$.
(iii) Assume that $q \in L_{-1}(p)$ and fix an element $s$ in $L_{-1}(q)$. We shall show that $s \in L_{-1}(p)$.
Since $s \in L_{-1}(q),\langle L\rangle$ possesses an element $u$ such that $s \in u q$ and $\ell(s)=$ $\ell(u)+\ell(q)$. Since we are assuming that $q \in L_{-1}(p),\langle L\rangle$ possesses an element
$t$ such that $q \in t p$ and $\ell(q)=\ell(t)+\ell(p)$. Now, by Lemma 1.6.3, ut possesses an element $r$ such that $s \in r p, \ell(r)=\ell(u)+\ell(t)$, and $\ell(s)=\ell(r)+\ell(p)$.
From $s \in r p$ and $\ell(s)=\ell(r)+\ell(p)$ we obtain $s \in L_{-1}(p)$.
(iv) Assume that $q \in L_{-1}(p)$ and fix an element $s$ in $L_{1}\left(q^{*}\right)$. We shall show that $s \in L_{1}\left(p^{*}\right)$.
Since $s \in L_{1}\left(q^{*}\right), q \in L_{1}\left(s^{*}\right)$; cf. (i). Thus, as we are assuming that $q \in L_{-1}(p)$, $p \in L_{1}\left(s^{*}\right)$; cf. (ii). Thus, by (i), $s \in L_{1}\left(p^{*}\right)$.

For each subset $R$ of $\langle L\rangle$, we define $L_{1}(R)$ to be the intersection of the sets $L_{1}(r)$ with $r \in R .{ }^{1}$

Lemma 2.2.4 Let $q$ be an element in $\langle L\rangle$, let $p$ be an element in $L_{1}(q)$, and let $r$ be an element in $L_{1}(p q)$. Then $r p \cap L_{1}(q)$ is not empty.

Proof. Since $p \in L_{1}(q), p q$ possesses an element $u$ such that $\ell(u)=\ell(p)+\ell(q)$. Since $r \in L_{1}(p q)$ and $u \in p q, r \in L_{1}(u)$. Thus, $r u$ possesses an element $t$ such that $\ell(t)=\ell(r)+\ell(u)$. Thus, by Lemma 1.6.3, rp possesses an element $s$ such that $t \in s q$ and $\ell(t)=\ell(s)+\ell(q)$. From $t \in s q$ and $\ell(t)=\ell(s)+\ell(q)$ we obtain $s \in L_{1}(q)$.

Lemma 2.2.5 Let $K$ be a subset of $L$, and assume that $\langle L\rangle=L_{-1}(k) \cup L_{1}(k)$ for each element $k$ in $K$. Then $\langle L\rangle=L_{1}(K)\langle K\rangle$.

Proof. Assume, by way of contradiction, that $\langle L\rangle \neq L_{1}(K)\langle K\rangle$. Among the elements in $\langle L\rangle \backslash L_{1}(K)\langle K\rangle$ we fix $s$ such that $\ell(s)$ is as small as possible.
Since $s \notin L_{1}(K)\langle K\rangle, s \notin L_{1}(K)$. Thus, by definition, $K$ possesses an element $k$ such that $s \notin L_{1}(k)$. Thus, as $s \in\langle L\rangle$, our hypothesis implies $s \in L_{-1}(k)$. Thus, $\langle L\rangle$ possesses an element $r$ such that $s \in r k$ and $\ell(s)=\ell(r)+1$.
Since $\ell(s)=\ell(r)+1$, the (minimal) choice of $s$ yields $r \in L_{1}(K)\langle K\rangle$. Thus, as $s \in r k$ and $k \in K, s \in L_{1}(K)\langle K\rangle$, contradiction.

### 2.3 Pairs of involutions

The results in this section will be needed in Section 6.4 in order to show how Coxeter sets are related to free monoids. This fact in turn is needed in order to show that Coxeter schemes and buildings (in the sense of Tits) are the same thing.

In this section, the letters $h$ and $k$ will stand for involutions of $S$.
Let $n$ be a positive integer, and assume (for a moment) that $h \neq k$.
We define $R_{n}(h, k)$ to be the set $l_{1} \cdots l_{n}$ where $l_{i}=h$ if $i$ is an odd and $l_{i}=k$ if $i$ is an even element in $\{1, \ldots, n\}$.

[^0]Note that $P_{n}(\{h, k\})=R_{n}(h, k) \cup R_{n}(k, h)$.
Lemma 2.3.1 Assume that $h \neq k$, and let $i$ and $j$ be positive integers such that $i \leq j-1$ and $R_{i}(h, k) \cap R_{j}(h, k)$ is not empty. Then there exists an element $n$ in $\{j-i, \ldots, j+i-1\}$ such that $e \in R_{n}(h, k)$ or $e \in R_{n}(k, h)$.

Proof. Let $s$ be an element in $R_{i}(h, k) \cap R_{j}(h, k)$. Then, as $e \in s^{*} s$,

$$
e \in R_{j}(h, k)^{*} R_{i}(h, k)=R_{j-1}(k, h)^{*} R_{i-1}(k, h) \cup R_{j-1}(k, h)^{*} h R_{i-1}(k, h) ;
$$

cf. Lemma 2.1.1(ii).
Note that

$$
R_{j-1}(k, h)^{*} h R_{i-1}(k, h)=R_{i+j-1}(h, k)
$$

or

$$
R_{j-1}(k, h)^{*} h R_{i-1}(k, h)=R_{i+j-1}(k, h)
$$

Thus, we are done if $e \in R_{j-1}(k, h)^{*} h R_{i-1}(k, h)$.
If $e \in R_{j-1}(k, h)^{*} R_{i-1}(k, h)$, then there exist elements $p$ in $R_{i-1}(k, h)$ and $q$ in $R_{j-1}(k, h)$ such that $e \in q^{*} p$. From $e \in q^{*} p$ we obtain $p=q$; cf. Lemma 1.1.4(i). Thus, $R_{i-1}(k, h) \cap R_{j-1}(k, h)$ is not empty. Thus, by induction, there exists an element $n$ in $\{j-i, \ldots, j+i-3\}$ such that $e \in R_{n}(h, k)$ or $e \in$ $R_{n}(k, h)$.

We define $C(h, k)$ to be the set of all positive integers $n$ such that $e \in(h k)^{n}$ and set

$$
c(h, k):=\left\{\begin{array}{cl}
\min (C(h, k)) & \text { if } C(h, k) \neq \emptyset, \\
\infty & \text { if } C(h, k)=\emptyset
\end{array}\right.
$$

We call $c(h, k)$ the Coxeter number of $h$ and $k$.
From Lemma 2.1.1(i) one obtains that $c(h, k)=1$ if $h=k$. Note also that $c(h, k)=c(k, h)$.
For the remainder of this section, we assume that $h \neq k$.
Lemma 2.3.2 Assume that $C(h, k)$ is not empty. Then $2 c(h, k)$ is the smallest positive integer $n$ which satisfies $e \in R_{n}(h, k)$.

Proof. The definition of $c(h, k)$ yields $e \in(h k)^{c(h, k)}=R_{2 c(h, k)}(h, k)$.
Among the positive integers $n$ with $e \in R_{n}(h, k)$ we chose $n$ as small as possible. We shall be done if we succeed in showing that $2 c(h, k) \leq n$.
Assume first that $n$ is odd. We shall see that this leads to a contradiction.
If $n$ is odd, there exists a positive integer $i$ such that $n=2 i+1$. From $e \in R_{n}(h, k)$ and $n=2 i+1$ we obtain $e \in(h k)^{i} h$. Thus, $h \in(k h)^{i}$. It follows that $h \in(k h)^{i-1} k h \cap e h$. Thus, by Lemma 1.1.4(iii), $(k h)^{i-1} k \cap h h$ is not empty. Thus, as $h h \subseteq\{e, h\}$,

$$
e \in(k h)^{i-1} k \quad \text { or } \quad h \in(k h)^{i-1} k .
$$

In the second case, we obtain $e \in(h k)^{i}=R_{2 i}(h, k)=R_{n-1}(h, k)$, contrary to the choice of $n$.
Assume that $e \in(k h)^{i-1} k$. Then, as before,

$$
e \in(h k)^{i-2} h \quad \text { or } \quad k \in(h k)^{i-2} h .
$$

In the first case, we obtain $e \in R_{2 i-3}(h, k)=R_{n-4}(h, k)$, contradiction. In the second case, we obtain $e \in(h k)^{i-1}=R_{2 i-2}(h, k)=R_{n-3}(h, k)$, contradiction.
Assume now that $n$ is even. Then there exists a positive integer $i$ such that $n=2 i$. From $n=2 i$ we obtain $R_{n}(h, k)=(h k)^{i}$. Thus, as $e \in R_{n}(h, k)$, $e \in(h k)^{i}$. Thus, the definition of $c(h, k)$ yields, $c(h, k) \leq i$. It follows that $2 c(h, k) \leq 2 i=n$.

Lemma 2.3.3 Assume that $C(h, k)$ is not empty. Set $L:=\{h, k\}$, let $n$ be an element in $\{1, \ldots, c(h, k)\}$, and let $s$ be an element in $R_{n}(h, k)$. Then $\ell_{L}(s)=n$.

Proof. Set $\ell:=\ell_{L}$ and $i:=\ell(s)$. We have to show that $i=n$.
From $\ell(s)=i$ we obtain

$$
s \in P_{i}(\{h, k\})=R_{i}(h, k) \cup R_{i}(k, h) ;
$$

cf. Lemma 2.2.2. On the other hand, we are assuming $s \in R_{n}(h, k)$. Thus, $i \leq n$ and

$$
s \in R_{i}(h, k) \cap R_{n}(h, k) \quad \text { or } \quad s \in R_{i}(k, h) \cap R_{n}(h, k) .
$$

Assume first that $s \in R_{i}(h, k) \cap R_{n}(h, k)$. If $i \leq n-1$, there exists an element $m$ in $\{n-i, \ldots, n+i-1\}$ such that $e \in R_{m}(h, k)$ or $e \in R_{m}(k, h)$; cf. Lemma 2.3.1. Thus, as $i \leq n \leq c(h, k)$,

$$
1 \leq m \leq n+i-1 \leq 2 c(h, k)-1
$$

contrary to Lemma 2.3.2. Thus, we must have $i=n$ in this case.
Assume now that $s \in R_{i}(k, h) \cap R_{n}(h, k)$. Then $e \in R_{n+i}(h, k)$ or $e \in$ $R_{n+i}(k, h)$. Thus, by Lemma 2.3.2, $2 c(h, k) \leq n+i$. Thus, as $i \leq n \leq c(h, k)$, $i=n$.

Lemma 2.3.4 Assume that $C(h, k)$ is not empty, and set $n:=c(h, k)$. Then $R_{n}(h, k) \cap R_{n}(k, h)$ is not empty.

Proof. We are assuming that $C(h, k)$ is not empty. Thus, as $n=c(h, k)$,

$$
e \in(h k)^{n}=R_{n}(h, k) R_{n}(k, h)^{*}
$$

Thus, there exist elements $p$ in $R_{n}(h, k)$ and $q$ in $R_{n}(k, h)$ such that $e \in p q^{*}$. Thus, by Lemma 1.1.4(i), $p=q$. It follows that $p \in R_{n}(h, k) \cap R_{n}(k, h)$.

For the remainder of this section, we set $L:=\{h, k\}$ and $\ell:=\ell_{L}$.
Lemma 2.3.5 The set $C(h, k)$ is empty if and only if $L_{-1}(L)$ is empty.
Proof. Assume first that $C(h, k)$ is not empty, and set $n:=c(h, k)$. Then, by Lemma 2.3.4, $R_{n}(h, k) \cap R_{n}(k, h)$ is not empty. Let $s$ be an element in $R_{n}(h, k) \cap R_{n}(k, h)$.
Since $s \in R_{n}(h, k), \ell(s)=n$; cf. Lemma 2.3.3.
From $s \in R_{n}(h, k)$ we obtain an element $p$ in $R_{n-1}(h, k)$ such that $s \in p h$ if $n$ is odd and $s \in p k$ if $n$ is even. From $p \in R_{n-1}(h, k)$ we obtain $\ell(p)=n-1$; cf. Lemma 2.3.3.
Similarly, as $s \in R_{n}(k, h)$ we obtain an element $q$ in $R_{n-1}(k, h)$ such that $\ell(q)=n-1, s \in q k$ if $n$ is odd, and $s \in q h$ if $n$ is even.
It follows that $s \in L_{-1}(L)$.
Assume now, conversely, that $L_{-1}(L)$ is not empty, fix an element $s$ in $L_{-1}(L)$, and set $n:=\ell(s)$.
Since $s \in L_{-1}(h),\langle L\rangle$ possesses an element $p$ such that $s \in p h$ and $\ell(s)=$ $\ell(p)+1$. From $\ell(s)=\ell(p)+1$ and $\ell(s)=n$ we obtain $\ell(p)=n-1$. Thus, by Lemma 2.2.2, $p \in R_{n-1}(h, k)$ or $p \in R_{n-1}(k, h)$. Note that $p \in R_{n-1}(h, k)$ if $n$ is odd and $p \in R_{n-1}(k, h)$ if $n$ is even.
Similarly, $\langle L\rangle$ possesses an element $q$ such that $s \in q k, \ell(q)=n-1, q \in$ $R_{n-1}(k, h)$ if $n$ is odd, and $q \in R_{n-1}(h, k)$ if $n$ is even. Thus,

$$
e \in s^{*} s \subseteq h p^{*} q k \subseteq R_{2 n}(h, k)=(h k)^{n} .
$$

It follows that $n \in C(h, k)$.
Proposition 2.3.6 Assume that $L_{-1}(L)$ is not empty, and chose $s$ in $L_{-1}(L)$ such that $\ell(s)$ is as small as possible. Then $\ell(s)=c(h, k)$.

Proof. We set $n:=\ell(s)$ and shall be done if we succeed in showing that $n=c(h, k)$.
The definition of $c(h, k)$ yields $e \in(h k)^{c(h, k)}$. Thus, there exist elements $p$ in $R_{c(h, k)}(h, k)$ and $q$ in $R_{c(h, k)}(k, h)^{*}$ such that $e \in p q^{*}$. It follows that $p=q$. Thus,

$$
p \in R_{c(h, k)}(h, k) \cap R_{c(h, k)}(k, h) .
$$

From this we obtain $\ell(p)=c(h, k)$ and $p \in L_{-1}(L)$. Thus, the choice of $s$ forces $n \leq c(h, k)$.
Since $s \in L_{-1}(h)$, there exists an element $p$ in $\langle L\rangle$ such that $s \in p h$ and $\ell(s)=\ell(p)+1$. It follows that $p \in L_{1}(h)$.

From $\ell(s)=\ell(p)+1$ and $\ell(s)=n$ we obtain $\ell(p)=n-1$. Thus, by Lemma 2.2.2, $p \in R_{n-1}(h, k)$ or $p \in R_{n-1}(k, h)$. Since $p \in L_{1}(h)$, we must have $p \in R_{n-1}(h, k)$ if $n$ is odd and $p \in R_{n-1}(k, h)$ if $n$ is even.
Similarly, $\langle L\rangle$ possesses an element $q$ such that $s \in q k, \ell(s)=\ell(p)+1$, $q \in R_{n-1}(k, h)$ if $n$ is odd and $q \in R_{n-1}(h, k)$ if $n$ is even. Thus, we have

$$
e \in s^{*} s \subseteq h p^{*} q k \subseteq R_{n}(h, k)^{*} R_{n}(k, h)=R_{2 n}(h, k)=(h k)^{n}
$$

in both cases. It follows that $c(h, k) \leq n$.

### 2.4 Constrained sets of involutions

A nonempty set $L$ of involutions of $S$ is said to be constrained if $|p q|=1$ for any two elements $q$ in $\langle L\rangle$ and $p$ in $L_{1}(q)$.
For the remainder of this section, the letter $L$ stands for a constrained set of involutions of $S$, and we write $\ell$ instead of $\ell_{L}$.

Lemma 2.4.1 For any two elements $q$ and $r$ in $\langle L\rangle$, there exists at most one element $p$ in $\langle L\rangle$ such that $r \in p q$ and $\ell(r)=\ell(p)+\ell(q)$.

Proof. We fix an element $r$ in $\langle L\rangle$ and define $Q$ to be the set of all elements $q$ in $\langle L\rangle$ such that there exist elements $p$ and $p^{\prime}$ in $\langle L\rangle$ with $r \in p q, r \in p^{\prime} q$, $\ell(r)=\ell(p)+\ell(q), \ell\left(p^{\prime}\right)=\ell(p)$, and $p^{\prime} \neq p$.
By way of contradiction, we assume that $Q$ is not empty. We pick an element $q$ in $Q$, and we do this in such a way that $\ell(q)$ is as small as possible.
Note that $e \notin Q$. Thus, as $q \in Q, q \neq e$. Thus, by Lemma 1.6.2, there exist elements $l$ in $L$ and $u$ in $\langle L\rangle$ such that $q \in l u$ and $\ell(q)=1+\ell(u)$. Thus, as $r \in p q$ and $\ell(r)=\ell(p)+\ell(q), p l$ possesses an element $t$ such that $r \in t u$, $\ell(t)=\ell(p)+1$, and $\ell(r)=\ell(t)+\ell(u)$; cf. Lemma 1.6.3.
Similarly, we find an element $t^{\prime}$ in $p^{\prime} l$ such that $r \in t^{\prime} u, \ell\left(t^{\prime}\right)=\ell\left(p^{\prime}\right)+1$, and $\ell(r)=\ell\left(t^{\prime}\right)+\ell(u)$.
Since $\ell(q)=1+\ell(u)$, the (minimal) choice of $q$ yields $u \notin Q$. Thus, as $r \in t u$, $r \in t^{\prime} u, \ell(r)=\ell(t)+\ell(u)$, and $\ell\left(t^{\prime}\right)=\ell(t)$, we may conclude that $t^{\prime}=t$.
Recall that $L$ is assumed to be constrained. Thus, as $t \in p l$ and $\ell(t)=\ell(p)+1$, we have $p l=\{t\}$. Similarly, $p^{\prime} l=\left\{t^{\prime}\right\}$. Thus, as $t^{\prime}=t, p^{\prime} l=p l$. It follows that $p^{\prime} \in\{p, t\}$.
Since $t^{\prime}=t$ and $\ell\left(t^{\prime}\right)=\ell\left(p^{\prime}\right)+1, p^{\prime} \neq t$. Thus, $p^{\prime}=p$, contradiction.
In the remainder of this section, we investigate the set $O_{\vartheta}(L)$. (Recall that $L$ is assumed to be constrained.)

Lemma 2.4.2 Let $R$ be a subset of $\langle L\rangle$. Assume that $O_{\vartheta}(L) \subseteq R, R^{2} \subseteq R$, and $r^{*} r \subseteq R$ for each element $r$ in $R$. Then $R \subseteq\langle L \cap R\rangle$.

Proof. Set $K:=L \cap R$. We have to show that $R \subseteq\langle K\rangle$.
Suppose, by way of contradiction, that $R \nsubseteq\langle K\rangle$. We pick an element $r$ in $R \backslash\langle K\rangle$, and we do this in such a way that $\ell(r)$ is as small as possible.
Since $r \notin\langle K\rangle, r \neq e$. Thus, by Lemma 1.6.2, there exist elements $q$ in $\langle L\rangle$ and $l$ in $L$ such that $r \in q l$ and $\ell(r)=\ell(q)+1$. Since $L$ is assumed to be constrained, we obtain from $r \in q l$ and $\ell(r)=\ell(q)+1$ that $q l=\{r\}$.
Let us first prove that $l \in R$. If $l$ is thin, this follows from our hypothesis that $O_{\vartheta}(L) \subseteq R$. Assume that $l$ is not thin. Then, by Lemma 2.1.1, $l \in l^{*} l$. Thus, as $e \in q^{*} q$ and $q l=\{r\}, l \in l^{*} q^{*} q l=r^{*} r$. Thus, as we are assuming $r^{*} r \subseteq R$, $l \in R$.
Since $r \in q l, q \in r l$. Thus, as $r \in R$ and $l \in R, q \in R^{2}$. Thus, as we are assuming that $R^{2} \subseteq R$, we obtain $q \in R$.
Recall that $\ell(r)=\ell(q)+1$. Thus, the (minimal) choice of $r$ yields $q \notin R \backslash$ $\langle K\rangle$. Thus, as $q \in R, q \in\langle K\rangle$. Thus, as $r \in q l$ and $l \in K, r \in\langle K\rangle$. This contradiction finishes the proof.

Corollary 2.4.3 Let $T$ be a closed subset of $\langle L\rangle$, and assume that $O_{\vartheta}(L) \subseteq T$. Then $\langle L \cap T\rangle=T$.

Proof. Since $T$ is assumed to be closed, we have $\langle L \cap T\rangle \subseteq T$. From Lemma 2.4.2 we obtain $T \subseteq\langle L \cap T\rangle$. Thus, $\langle L \cap T\rangle=T$.

Corollary 2.4.4 The following statements hold.
(i) We have $\left\langle O_{\vartheta}(L)\right\rangle=O_{\vartheta}(\langle L\rangle)$.
(ii) The set $\langle L\rangle$ is thin if and only if $L$ is thin.
(iii) The set $O_{\vartheta}(L)$ is empty if and only if $O_{\vartheta}(\langle L\rangle)=\{e\}$.

Proof. (i) From Lemma 1.3.7(ii) we know that $O_{\vartheta}(\langle L\rangle)^{2} \subseteq O_{\vartheta}(\langle L\rangle)$. Moreover, for each element $s$ in $O_{\vartheta}(\langle L\rangle)$, we have $s^{*} s=\{e\} \subseteq O_{\vartheta}(\langle L\rangle)$. Thus, by Lemma 2.4.2,

$$
O_{\vartheta}(\langle L\rangle) \subseteq\left\langle O_{\vartheta}(L)\right\rangle
$$

Since $O_{\vartheta}(L) \subseteq O_{\vartheta}(\langle L\rangle)$, we obtain from $O_{\vartheta}(\langle L\rangle) \subseteq\left\langle O_{\vartheta}(L)\right\rangle$ that we shall be done if we succeed in showing that $O_{\vartheta}(\langle L\rangle)$ is closed.
In order to show that $O_{\vartheta}(\langle L\rangle)$ is closed we fix elements $p$ and $q$ in $O_{\vartheta}(\langle L\rangle)$. We have to show that $p^{*} q \in O_{\vartheta}(\langle L\rangle)$.
From $p \in O_{\vartheta}(\langle L\rangle)$ and $O_{\vartheta}(\langle L\rangle) \subseteq\left\langle O_{\vartheta}(L)\right\rangle$ we obtain $p \in\left\langle O_{\vartheta}(L)\right\rangle$. Thus, by Lemma 1.6.1, $p \in O_{\vartheta}(L)^{n}$ for some positive integer $n$. Thus, $O_{\vartheta}(L)$ possesses elements $l_{1}, \ldots, l_{n}$ such that $p \in l_{1} \cdots l_{n}$. Thus, by Lemma 2.1.1(i), $p^{*} \in$ $l_{n} \cdots l_{1}$. Thus, by Lemma 1.3.7(ii), $p^{*}$ is thin. Thus, as $p^{*} \in\langle L\rangle, p^{*} \in O_{\vartheta}(\langle L\rangle)$. From $p^{*} \in O_{\vartheta}(\langle L\rangle)$ and $q \in O_{\vartheta}(\langle L\rangle)$ we obtain $p^{*} q \subseteq O_{\vartheta}(\langle L\rangle)$; cf. Lemma 1.3.7(ii).
(ii) If $\langle L\rangle$ is thin, so is $L$. Conversely, assume that $L$ is thin. Then $O_{\vartheta}(L)=L$. Thus, by (i), $\langle L\rangle=O_{\vartheta}(\langle L\rangle)$, and that means that $\langle L\rangle$ is thin.
(iii) This is an immediate consequence of (i).

As a consequence of Corollary 2.4.4(i) one obtains that $O_{\vartheta}(\langle L\rangle)$ is a closed subset of $S$. (In general, $O_{\vartheta}(T)$ is not closed for closed subsets $T$ of $S$.)

We finish this section with an observation on the case where $|L|=2$.
Lemma 2.4.5 Assume $L$ possesses elements $h$ and $k$ such that $L=\{h, k\}$ and $C(h, k) \neq \emptyset$. Then $\left|R_{n}(h, k)\right|=1$ for each element $n$ in $\{1, \ldots, c(h, k)\}$.

Proof. Let $n$ be an element in $\{1, \ldots, c(h, k)\}$. The statement is obviously true if $n=1$. Thus, we assume that $2 \leq n$.
Let $s$ be an element in $R_{n}(h, k)$. We shall be done if we succeed in showing that $R_{n}(h, k)=\{s\}$.
Since $s \in R_{n}(h, k), s \in h R_{n-1}(k, h)$. Thus, $R_{n-1}(k, h)$ possesses an element $r$ such that $s \in h r$. By induction, $\left|R_{n-1}(k, h)\right|=1$. Thus, as $r \in R_{n-1}(k, h)$, $R_{n-1}(k, h)=\{r\}$.
By Lemma 2.3.3, $\ell(r)=n-1$ and $\ell(s)=n$. Thus, $\ell(s)=\ell(h)+\ell(r)$. Thus, as $s \in h r, s \in L_{1}(r)$. Thus, as $L$ is assumed to be constrained, $h r=\{s\}$. Thus, as $R_{n-1}(k, h)=\{r\}, R_{n}(h, k)=\{s\}$.

### 2.5 Dichotomy and the exchange condition

Throughout this section, the letter $L$ stands for a set of involutions of $S$. We assume $L$ to be not empty and write $\ell$ instead of $\ell_{L}$.
The set $L$ is called dichotomic if $\langle L\rangle=L_{-1}(l) \cup L_{1}(l)$ for each element $l$ in $L$. For each subset $R$ of $\langle L\rangle$, we define $L_{-1}(R)$ to be the intersection of the sets $L_{-1}(r)$ with $r \in R .{ }^{2}$

Lemma 2.5.1 Assume $L$ to be dichotomic, and let $s$ be an element in $\langle L\rangle$ such that $\ell(r) \leq \ell(s)$ for each element $r$ in $\langle L\rangle$. Then $s \in L_{-1}(L)$.

Proof. Let $l$ be an element in $L$. Then $s \in L_{-1}(l)$ or $s \in L_{1}(l)$. If $s \in L_{1}(l)$, $s l$ possesses an element $t$ such that $\ell(t)=\ell(s)+1$, contrary to the choice of $s$. Thus, $s \in L_{-1}(l)$.
Since $l$ has been chosen arbitrarily in $L$, we have proved $s \in L_{-1}(L)$.
The set $L$ is said to satisfy the exchange condition if

$$
h s \subseteq s k \cup L_{1}(k)
$$

[^1]for any three elements $k$ in $L, s$ in $L_{1}(k)$, and $h$ in $L$ with $h \in L_{1}(s) .{ }^{3}$
Lemma 2.5.2 Assume that $L$ satisfies the exchange condition. Then $L$ is dichotomic.

Proof. Let $l$ be an element in $L$, and let $s$ be an element in $\langle L\rangle$. We have to show that $s \in L_{-1}(l) \cup L_{1}(l)$.
Since $e \in L_{1}(l)$, we may assume that $s \neq e$. Thus, by Lemma 1.6.2, there exist elements $k$ in $L$ and $r$ in $\langle L\rangle$ such that $s \in k r$ and $\ell(s)=1+\ell(r)$. It follows that $k \in L_{1}(r)$ and $s \in L_{-1}(r)$.
Assume first that $r \in L_{-1}(l)$. Then $L_{-1}(r) \subseteq L_{-1}(l)$; cf. Lemma 2.2.3(iii). Thus, as $s \in L_{-1}(r), s \in L_{-1}(l)$, and we are done.
Assume now $r \notin L_{-1}(l)$. Then, by induction, $r \in L_{1}(l)$. Thus, as $k \in L_{1}(r)$ and $L$ is assumed to satisfy the exchange condition, $k r \subseteq r l \cup L_{1}(l)$. Thus, as $s \in k r, s \in r l \cup L_{1}(l)$. If $s \in r l$, we obtain from $\ell(s)=\ell(r)+1$ that $s \in L_{-1}(l)$. Thus, $s \in L_{-1}(l) \cup L_{1}(l)$.

Assume that $L$ satisfies the exchange condition. Then, by Lemma 2.2.5 and Lemma 2.5.2, $\langle L\rangle=L_{1}(K)\langle K\rangle$ for each subset $K$ of $L$. We do not explicitly state this result here since we shall prove a stronger result in Corollary 3.1.7.

Lemma 2.5.3 Assume that $L$ satisfies the exchange condition. Let $l$ be an element in $L$, let $p$ be an element in $L_{1}(l)$, and let $r$ be an element in $L_{-1}(p) \cap$ $L_{-1}(l)$. Then $p l$ possesses an element $q$ with $\ell(q)=\ell(p)+1$ and $r \in L_{-1}(q)$.

Proof. Define $R$ to be the set of all elements $r$ in $L_{-1}(p) \cap L_{-1}(l)$ such that $r \notin L_{-1}(q)$ for each element $q$ in $p l$ with $\ell(q)=\ell(p)+1$. By way of contradiction, we assume that $R$ is not empty. We fix an element $r$ in $R$, and we do this in such a way that $\ell(r)$ is as small as possible.
Since $r \in R, r \in L_{-1}(p)$ and $r \in L_{-1}(l)$.
Since $r \in L_{-1}(p),\langle L\rangle$ possesses an element $u$ with $r \in u p$ and $\ell(r)=\ell(u)+$ $\ell(p)$. Since $r \in L_{-1}(l)$ and $p \in L_{1}(l), r \neq p$. From $r \in u p$ and $r \neq p$ we obtain $u \neq e$. Thus, there exist elements $h$ in $L$ and $t$ in $\langle L\rangle$ such that $u \in h t$ and $\ell(u)=1+\ell(t)$; cf. Lemma 1.6.2. Thus, by Lemma 1.6.3, $t p$ possesses an element $s$ such that $r \in h s, \ell(s)=\ell(t)+\ell(p)$, and $\ell(r)=1+\ell(s)$.
Since $\ell(r)=1+\ell(s)$, the minimal choice of $r$ yields $s \notin R$. Moreover, as $s \in t p$ and $\ell(s)=\ell(t)+\ell(p), s \in L_{-1}(p)$.
Suppose that $s \in L_{-1}(l)$. Then, as $s \in L_{-1}(p)$ and $s \notin R, p l$ possesses an element $q$ such that $\ell(q)=\ell(p)+1$ and $s \in L_{-1}(q)$. From $s \in L_{-1}(q)$ we obtain $L_{-1}(s) \subseteq L_{-1}(q)$; cf. Lemma 2.2.3(iii). On the other hand, as $r \in h s$ and $\ell(r)=1+\ell(s), r \in L_{-1}(s)$. Thus, $r \in L_{-1}(q)$, contrary to the choice of $r$ in $R$.

[^2]This contradiction yields $s \notin L_{-1}(l)$. Thus, by Lemma 2.5.2, $s \in L_{1}(l)$. Thus, as $h \in L_{1}(s)$ and $L$ is assumed to satisfy the exchange condition, $h s \subseteq s l \cup$ $L_{1}(l)$. Thus, as $r \in h s, r \in s l \cup L_{1}(l)$. Thus, as $r \in L_{-1}(l), r \in s l \subseteq t p l$. Thus, $p l$ possesses an element $q$ such that $r \in t q$. It follows that

$$
\ell(r) \leq \ell(t)+\ell(q) \leq \ell(t)+1+\ell(p)=\ell(u)+\ell(p)=\ell(r)
$$

Thus, $\ell(q)=\ell(p)+1$ and $\ell(r)=\ell(t)+\ell(q)$. From $r \in t q$ and $\ell(r)=\ell(t)+\ell(q)$ we obtain $r \in L_{-1}(q)$, contrary to $r \in R$.

A constrained set of involutions of $S$ that satisfies the exchange condition is called Coxeter set of $S$.

Lemma 2.5.4 Assume that $L$ is a Coxeter set of $S$. Let $h$ be an element in $L$, let $p$ be an element in $\langle L\rangle$, and let $t$ be an element in $h p$ such that $\ell(t)=1+\ell(p)$. Let $k$ be an element in $L$, and let $q$ be an element in $\langle L\rangle$, and let $u$ be an element in $q k$ such that $\ell(u)=\ell(q)+1$. Assume that $t \in L_{1}(q)$ and $p \in L_{1}(u)$. Then we have $t q=p u$ or $t \in L_{1}(u)$.

Proof. We are assuming that $t \in L_{1}(q)$. Thus, $t q$ possesses an element $s$ with $\ell(s)=\ell(t)+\ell(q)$. Thus, as $t \in h p$ and $\ell(t)=1+\ell(p), p q$ possesses an element $r$ such that $s \in h r, \ell(r)=\ell(p)+\ell(q)$, and $\ell(s)=1+\ell(r) ; c f$. Lemma 1.6.3.
From $r \in p q$ and $\ell(r)=\ell(p)+\ell(q)$ we obtain $p q=\{r\}$. (Recall that $L$ is assumed to be constrained.) From $s \in h r$ and $\ell(s)=1+\ell(r)$ we obtain $h \in L_{1}(r)$.
Similarly, using $p q=\{r\}$, we conclude from $p \in L_{1}(u)$ that $r \in L_{1}(k)$. Thus, as $L$ is assumed to satisfy the exchange condition, we have $h r=r k$ or $h r \subseteq L_{1}(k)$. If $h r=r k$, we obtain from $h p=\{t\}, p q=\{r\}$, and $q k=\{u\}$ that $t q=p u$.
If $h r \subseteq L_{1}(k)$, we obtain from $s \in h r$ that $s \in L_{1}(k)$. Thus, by definition, $s k$ possesses an element $v$ such that $\ell(v)=\ell(s)+1$. From $v \in s k$ and

$$
s k \subseteq h r k=h p q k=t u
$$

we obtain $v \in t u$. From $\ell(v)=\ell(s)+1$ and

$$
\ell(s)+1=1+\ell(r)+1=1+\ell(p)+\ell(q)+1=\ell(t)+\ell(u)
$$

we obtain $\ell(v)=\ell(t)+\ell(u)$. Thus, by definition, $t \in L_{1}(u)$.

## Coxeter sets

In this chapter, we compile basic facts about Coxeter sets of hypergroups. Most of the results were proven earlier for schemes; cf. [9; Section 3.6], [9; Section 11.1], [9; Section 11.2], [9; Section 11.4], [9; Section 12.1].
It is easy to see that closed subsets generated by thin Coxeter sets are the same thing Coxeter groups. Our interest in a general investigation of Coxeter sets is based on the observation that closed subsets generated by Coxeter sets share many features with Coxeter groups; cf. Theorem 3.1.4, Theorem 3.1.5, Theorem 3.1.8, and Section 3.3.
In Chapter 6 we shall see that Coxeter sets provide a conceptional framework for the class of buildings.
Throughout this chapter, the letter $S$ stands for a hypergroup, the letter $L$ for a Coxeter set of $S$. Instead of $\ell_{L}$ we write $\ell$.

### 3.1 Subsets of Coxeter sets I

In this section, the letter $K$ stands for a nonempty subset of $L$.
Lemma 3.1.1 Let $s$ be an element in $\langle K\rangle$. Then $\ell_{K}(s)=\ell(s)$.
Proof. Assume the claim to be false. Among the elements in $\langle K\rangle$ which do not satisfy the equation in question we choose $s$ in such a way that $\ell_{K}(s)$ is as small as possible.
Since $\ell_{K}(s) \neq \ell(s), s \neq e$. Thus, by Lemma 1.6.2, there exist elements $h$ in $K$ and $r$ in $\langle K\rangle$ such that $s \in h r$ and $\ell_{K}(s)=1+\ell_{K}(r)$.
Since $\ell_{K}(s) \neq \ell(s)$ and $K \subseteq L, s \notin K$. Thus, as $s \in h r$ and $h \in K, r \neq e$. Thus, by Lemma 1.6.2, there exist elements $p$ in $\langle K\rangle$ and $k$ in $K$ such that $r \in p k$ and $\ell_{K}(r)=\ell_{K}(p)+1$. Now, by Lemma 1.6.3, $h p$ possesses an element $q$ such that $s \in q k, \ell_{K}(q)=1+\ell_{K}(p)$, and $\ell_{K}(s)=\ell_{K}(q)+1$.

Since $\ell_{K}(s)=\ell_{K}(q)+1$, the (minimal) choice of $s$ yields $\ell_{K}(q)=\ell(q)$. Similarly, as $\ell_{K}(s)=1+\ell_{K}(r)$ and $\ell_{K}(r)=\ell_{K}(p)+1, \ell_{K}(p)=\ell(p)$. Thus, as $q \in h p$ and $\ell_{K}(q)=1+\ell_{K}(p), h \in L_{1}(p)$.

Similarly, one obtains $p \in L_{1}(k)$. Thus, as $L$ is assumed to satisfy the exchange condition, we must have $h p=p k$ or $h p \subseteq L_{1}(k)$.

Since $s \in h p k$, the first of these two cases yields $s \in p k k \subseteq\{p\} \cup p k$, contrary to $\ell_{K}(s)=\ell_{K}(p)+2$. Since $q \in h p$, the second case yields $q \in L_{1}(k)$. Thus, as $s \in q k, \ell(s)=\ell(q)+1$. (Here we use the hypothesis that $L$ is constrained.) Thus, as $\ell_{K}(q)=\ell(q)$ and $\ell_{K}(s)=\ell_{K}(q)+1, \ell_{K}(s)=\ell(s)$, contradiction.

Lemma 3.1.2 Let $s$ be an element in $\langle K\rangle$. Then $K_{1}(s)=\langle K\rangle \cap L_{1}(s)$.
Proof. Let $p$ be an element in $K_{1}(s)$. Then $p \in\langle K\rangle$ and, by definition, $p s$ contains an element $q$ such that $\ell_{K}(q)=\ell_{K}(p)+\ell_{K}(s)$. Thus, by Lemma 3.1.1, $\ell(q)=\ell(p)+\ell(s)$, and this means that $p \in L_{1}(s)$.

Let $p$ be an element in $\langle K\rangle \cap L_{1}(s)$. Since $p \in L_{1}(s)$, there exists an element $q$ in $p s$ such that $\ell(q)=\ell(p)+\ell(s)$. From $p, s \in\langle K\rangle$ and $q \in p s$ we obtain $q \in\langle K\rangle$. From $\ell(q)=\ell(p)+\ell(s)$ we obtain $\ell_{K}(q)=\ell_{K}(p)+\ell_{K}(s)$; cf. Lemma 3.1.1. It follows that $p \in K_{1}(s)$.

Corollary 3.1.3 We have the following.
(i) The set $K$ is a Coxeter set of $S$.
(ii) We have $K=L \cap\langle K\rangle$.
(iii) Let $H$ be a subset of $L$ satisfying $\langle H\rangle=\langle K\rangle$. Then $H=K$.

Proof. (i) This is an immediate consequence of Lemma 3.1.2.
(ii) Since $K \subseteq L, K \subseteq L \cap\langle K\rangle$. Thus, we just have to show that $L \cap\langle K\rangle \subseteq K$.

Let $l$ be an element in $L \cap\langle K\rangle$. Since $l \in L, \ell(l)=1$. Since $l \in\langle K\rangle, \ell_{K}(l)=$ $\ell(l)$; cf. Lemma 3.1.1. It follows that $\ell_{K}(l)=1$, and that means that $l \in K$.
(iii) From (ii) we obtain $H=L \cap\langle H\rangle=L \cap\langle K\rangle=K$.

Considering Corollary 3.1.3(i) it might be worth mentioning that subsets of constrained sets are not necessarily constrained.
Recall from Section 2.2 that, for each subset $R$ of $\langle L\rangle, L_{1}(R)$ is our notation for the intersection of the sets $L_{1}(r)$ with $r \in R$.

Theorem 3.1.4 We have $L_{1}(\langle K\rangle)=L_{1}(K)$.
Proof. Assume that $L_{1}(\langle K\rangle) \neq L_{1}(K)$. Then, as $L_{1}(\langle K\rangle) \subseteq L_{1}(K)$, $L_{1}(K) \nsubseteq L_{1}(\langle K\rangle)$. Among the elements in $L_{1}(K)$ which are not in $L_{1}(\langle K\rangle)$ we choose $t$ such that $\ell(t)$ is as small as possible.
Since $t \notin L_{1}(\langle K\rangle)$ and $e \in L_{1}(\langle K\rangle), t \neq e$. Thus, by Lemma 1.6.2, there exist elements $h$ in $L$ and $p$ in $\langle L\rangle$ such $t \in h p$ and $\ell(t)=1+\ell(p)$.

Since $t \in h p$ and $\ell(t)=1+\ell(p), t \in L_{-1}(p)$. Thus, as $t \in L_{1}(K), p \in L_{1}(K)$; cf. Lemma 2.2.3(ii). Thus, as $\ell(t)=1+\ell(p)$, the (minimal) choice of $t$ yields $p \in L_{1}(\langle K\rangle)$.
Since $t \notin L_{1}(\langle K\rangle),\langle K\rangle$ possesses an element $u$ such that $t \notin L_{1}(u)$. Among the elements $u$ in $\langle K\rangle$ satisfying $t \notin L_{1}(u)$ we choose $u$ in such a way that $\ell(u)$ is as small as possible. Since $t \notin L_{1}(u), u \neq e$. Thus, by Lemma 1.6.2 together with Lemma 3.1.1, there exist elements $q$ in $\langle K\rangle$ and $k$ in $K$ such that $u \in q k$ and $\ell(u)=\ell(q)+1$.
Since $\ell(u)=\ell(q)+1$ and $q \in\langle K\rangle$, the (minimal) choice of $u$ yields $t \in L_{1}(q)$. Since $p \in L_{1}(\langle K\rangle)$ and $u \in\langle K\rangle, p \in L_{1}(u)$. Thus, by Lemma 2.5.4, $t q=p u$ or $t \in L_{1}(u)$. Thus, as $t \notin L_{1}(u), t q=p u$. Thus, as $q, u \in\langle K\rangle, t \in p\langle K\rangle$; cf. Lemma 1.2.2. Thus, $\langle K\rangle$ possesses an element $s$ with $t \in p s$.
Since $p \in L_{1}(\langle K\rangle)$ and $s \in\langle K\rangle, p \in L_{1}(s)$. Thus, as $t \in p s, \ell(t)=\ell(p)+\ell(s)$. (Here we use the hypothesis that $L$ is constrained.) Since $\ell(t)=1+\ell(p)$, this means that $\ell(s)=1$. Thus, by Lemma 3.1.1, $s \in K$. On the other hand, as $t \in p s$ and $\ell(t)=\ell(p)+\ell(s), t \in L_{-1}(s)$. Thus, $t \notin L_{1}(K)$, contrary to our choice of $t$.

Theorem 3.1.5 We have $L_{-1}(\langle K\rangle)=L_{-1}(K)$.
Proof. Assume that $L_{-1}(\langle K\rangle) \neq L_{-1}(K)$. Then, as $L_{-1}(\langle K\rangle) \subseteq L_{-1}(K)$, $L_{-1}(K) \nsubseteq L_{-1}(\langle K\rangle)$. Thus, $L_{-1}(K)$ possesses an element $s$ such that $s \notin$ $L_{-1}(\langle K\rangle)$.
Since $s \notin L_{-1}(\langle K\rangle)$, there exists an element $q$ in $\langle K\rangle$ such that $s \notin L_{-1}(q)$. We pick an element $q$ in $\langle K\rangle$ with $s \notin L_{-1}(q)$, and we do this in such a way that $\ell_{K}(q)$ is as small as possible.
Since $s \notin L_{-1}(q), q \neq e$. Thus, Lemma 1.6 .2 gives us elements $p$ in $\langle K\rangle$ and $k$ in $K$ such that $q \in p k$ and $\ell_{K}(q)=\ell_{K}(p)+1$. Now, the minimal choice of $q$ yields $s \in L_{-1}(p)$. Thus, as $s \in L_{-1}(K) \subseteq L_{-1}(k), s \in L_{-1}(q)$; cf. Lemma 2.5.3. This contradiction finishes our proof.

Lemma 3.1.6 We have $\langle K\rangle \subseteq L_{1}(\langle L \backslash K\rangle)$.
Proof. Let $l$ be an element in $L \backslash K$. Then, as $L$ is assumed to satisfy the exchange condition, $l \in L_{1}(K)$. Thus, by Theorem 3.1.4, $l \in L_{1}(\langle K\rangle)$. Thus, by Lemma 2.2.3(i), $\langle K\rangle \subseteq L_{1}(l)$.
Since $l$ has been chosen arbitrarily in $L \backslash K$, we have shown that $\langle K\rangle \subseteq$ $L_{1}(L \backslash K)$. Thus, by Theorem 3.1.4, $\langle K\rangle \subseteq L_{1}(\langle L \backslash K\rangle)$.

The following lemma generalizes Lemma 2.2.5 for Coxeter sets.
Corollary 3.1.7 For each subset $H$ of $L,\langle H\rangle=\left(\langle H\rangle \cap L_{1}(K)\right)\langle H \cap K\rangle$.
Proof. From Lemma 3.1.6 we know that $\langle H\rangle \subseteq L_{1}(K \backslash H)$. Thus,

$$
\langle H\rangle \cap L_{1}(H \cap K)=\langle H\rangle \cap L_{1}(K)
$$

From Lemma 2.2.5 (together with Lemma 2.5.2) we obtain

$$
\langle H\rangle=\langle H\rangle \cap L_{1}(H \cap K)\langle H \cap K\rangle
$$

and according to Lemma 1.2.6(ii), the right hand side of this equation is equal to $\left(\langle H\rangle \cap L_{1}(H \cap K)\right)\langle H \cap K\rangle$.

Recall that, for each element $q$ in $S, C_{S}(q)$ is our notation for the set of all elements $s$ in $S$ such that $s q=q s$. Recall also that, for each nonempty subset $Q$ in $S, C_{S}(Q)$ is our notation for the intersection of the sets $C_{S}(q)$ with $q \in Q$.

Theorem 3.1.8 Assume that $K \neq L$. Then the following conditions are equivalent.
(a) We have $K \subseteq C_{\langle L\rangle}(L \backslash K)$.
(b) $W e$ have $\langle K\rangle \subseteq C_{\langle L\rangle}(\langle L \backslash K\rangle)$.
(c) The closed subset $\langle K\rangle$ is normal in $\langle L\rangle$.

Proof. (a) $\Rightarrow$ (b) Let $p$ be an element in $\langle K\rangle$, and let $q$ be an element in $\langle L \backslash K\rangle$. We have to show that $p q=q p$.
If $p=e$ or $q=e$, the claim is obvious. Thus, we may assume $p \neq e$ and $q \neq e$. From $p \neq e$ we obtain elements $t$ in $\langle K\rangle$ and $h$ in $K$ such that $p \in t h$ and $\ell(p)=\ell(t)+1$; cf. Lemma 1.6.2. Similarly, we obtain elements $k$ in $L \backslash K$ and $u$ in $\langle L \backslash K\rangle$ such that $q \in k u$ and $\ell(q)=1+\ell(u)$.
From $p \in$ th and $\ell(p)=\ell(t)+1$ we obtain $\{p\}=t h$. From $q \in k u$ and $\ell(q)=1+\ell(u)$ we obtain $\{q\}=k u$. We are assuming that $h k=k h$, and, by induction, we may assume that $t k=k t$, that $h u=u h$, and that $t u=u t$. Thus,

$$
p q=t h k u=t k h u=k t u h=k u t h=q p .
$$

(b) $\Rightarrow$ (c) Let $s$ be an element in $\langle L\rangle$. We shall be done if we succeed in showing that $\langle K\rangle s \subseteq s\langle K\rangle$.
There is nothing to show if $s=e$. Therefore, we assume that $s \neq e$. From $s \neq e$ we obtain elements $r$ in $\langle L\rangle$ and $l$ in $L$ such that $s \in r l$ and $\ell(s)=\ell(r)+1$; cf. Lemma 1.6.2. From $s \in r l$ and $\ell(s)=\ell(r)+1$ we obtain $r \in L_{1}(l)$. Thus, as $L$ is assumed to be constrained, we conclude that $r l=\{s\}$.
By induction, we have $\langle K\rangle r \subseteq r\langle K\rangle$, and from (b) we obtain $\langle K\rangle l \subseteq l\langle K\rangle$. Thus, as $r l=\{s\}$,

$$
\langle K\rangle s=\langle K\rangle r l \subseteq r\langle K\rangle l \subseteq r l\langle K\rangle=s\langle K\rangle
$$

(c) $\Rightarrow$ (a) Let $k$ be an element in $K$ and let $l$ be an element in $L \backslash K$. We have to show that $k l=l k$.

Since $k \in K$ and $l \in L \backslash K, k \in L_{1}(l)$; cf. Lemma 3.1.6. Thus, $k l$ possesses an element $s$ such that $\ell(s)=\ell(k)+\ell(l)=2$. Since $L$ is assumed to be constrained, we obtain from $k \in L_{1}(l)$ and $s \in k l$ that $k l=\{s\}$.
Since $\langle K\rangle$ is assumed to be normal in $\langle L\rangle$, we have $k l \subseteq l\langle K\rangle$. Thus, $s \in l\langle K\rangle$. Thus, $\langle K\rangle$ possesses an element $r$ such that $s \in l r$. From $l \in L \backslash K$ and $r \in\langle K\rangle$ we obtain $l \in L_{1}(r)$; cf. Lemma 3.1.6. From $l \in L_{1}(r)$ and $s \in l r$ we obtain $\ell(s)=1+\ell(r)$ and $l r=\{s\}$. Thus, as $k l=\{s\}, k l=l r$. Thus, as $k \neq l, r \neq l$.
From $\ell(s)=2$ and $\ell(s)=1+\ell(r)$ we obtain $\ell(r)=1$. Thus, $r \in L$. On the other hand, as $k l=l r, r \in\langle k, l\rangle$. Thus, by Corollary 3.1.3(ii), $r \in\{k, l\}$. Thus, as $r \neq l, r=k$. Thus, as $k l=l r, k l=l k$.

### 3.2 Subsets of Coxeter sets II

In this section, the letter $K$ stands for a nonempty subset of $L$.
Lemma 3.2.1 Let $q$ be an element in $L_{-1}(K)$, and let $p$ be an element in $\langle K\rangle \backslash\{q\}$. Then $\ell(p)+1 \leq \ell(q)$.

Proof. We are assuming that $q \in L_{-1}(K)$. Thus, by Theorem 3.1.5, $q \in$ $L_{-1}(\langle K\rangle)$. Thus, as $p$ is assumed to be an element in $\langle K\rangle, q \in L_{-1}(p)$. Thus, by definition, there exists an element $s$ in $\langle L\rangle$ such that $q \in s p$ and $\ell(q)=$ $\ell(s)+\ell(p)$.
From $\ell(q)=\ell(s)+\ell(p)$ and $0 \leq \ell(s)$ we obtain $\ell(p) \leq \ell(q)$.
Assume that $\ell(q)=\ell(p)$. Then $\ell(s)=0$, and that means $s=e$. Thus, as $q \in s p, p=q$.

Corollary 3.2.2 The set $L_{-1}(L)$ has at most one element.
Proof. This follows from Lemma 3.2.1. (Set $K=L$.)
Lemma 3.2.3 Let $p$ be an element in $L_{1}(K)$, and let $q$ be an element in $p\langle K\rangle$. Then $q^{*} \in L_{-1}\left(p^{*}\right)$.

Proof. We are assuming that $q \in p\langle K\rangle$. Thus, there exists an element $s$ in $\langle K\rangle$ such that $q \in p s$.
We are assuming that $p \in L_{1}(K)$. Thus, by Theorem 3.1.4, $p \in L_{1}(\langle K\rangle)$. Thus, as $s \in\langle K\rangle, p \in L_{1}(s)$. Thus, as $q \in p s$ and $L$ is assumed to be constrained, $\ell(q)=\ell(p)+\ell(s)$.
From $q \in p s$, we obtain $q^{*} \in s^{*} p^{*} ;$ cf. Lemma 1.1.4(ii). From $\ell(q)=\ell(p)+\ell(s)$ we obtain $\ell\left(q^{*}\right)=\ell\left(s^{*}\right)+\ell\left(p^{*}\right)$. Thus, $q^{*} \in L_{-1}\left(p^{*}\right)$.

The following result will be useful in the proof of Lemma 3.3.2.

Lemma 3.2.4 Let $p$ and $q$ be elements in $\langle L\rangle$, and let $l$ be an element in $L \cap L_{1}(p) \cap L_{1}(q)$. Assume that $l p \subseteq l q\langle K\rangle$. Then $p \in q\langle K\rangle$.

Proof. We are assuming that $l p \subseteq l q\langle K\rangle$. Thus, we must have $p \in q\langle K\rangle$ or $p \in l q\langle K\rangle$. In the first case, we are done, so we assume $p \in l q\langle K\rangle$.
From Corollary 3.1.7 we know that $\langle L\rangle=L_{1}(K)\langle K\rangle$. Thus, as $q \in\langle L\rangle$, there exists an element $u$ in $L_{1}(K)$ such that $q \in u\langle K\rangle$. From $u \in L_{1}(K)$ and $q \in u\langle K\rangle$ we obtain $q^{*} \in L_{-1}\left(u^{*}\right)$; cf. Lemma 3.2.3. On the other hand, we are assuming that $l \in L_{1}(q)$, and that implies $q^{*} \in L_{1}(l)$; cf. Lemma 2.2.3(i). Thus, by Lemma 2.2.3(ii), $u^{*} \in L_{1}(l)$, and this implies $l \in L_{1}(u)$; cf. Lemma 2.2.3(i).

Now recall that $L$ is assumed to satisfy the exchange condition. Thus, we obtain from $l \in L_{1}(u)$ and $u \in L_{1}(K)$ that $l u \subseteq u K$ or $l u \subseteq L_{1}(K)$. However, as $p \in l q\langle K\rangle, q\langle K\rangle=u\langle K\rangle$, and $p \notin q\langle K\rangle$, we cannot have $l u \subseteq u K$. Thus, $l u \subseteq L_{1}(K)$.
Similarly, we obtain an element $t$ in $L_{1}(K)$ such that $p \in t\langle K\rangle, l \in L_{1}(t)$, and $l t \subseteq L_{1}(K)$. Thus, referring to Theorem 3.1.5 we now obtain $l t=l u$. (Note that $l t\langle K\rangle=l u\langle K\rangle$.) Thus, by Lemma 2.4.1, $t=u$. Thus, as $p \in t\langle K\rangle$ and $q \in u\langle K\rangle, p \in q\langle K\rangle$.

Lemma 3.2.5 Let $l$ be an element in $L$, and let $s$ be an element in $L_{1}(K)$. Assume there exists an element $r$ in $s\langle K\rangle$ such that $l \in L_{1}(r) \backslash\langle K\rangle^{r^{*}}$. Then $l s \subseteq L_{1}(K)$.

Proof. From $r \in s\langle K\rangle$ we obtain $r\langle K\rangle=s\langle K\rangle$. According to Lemma 1.1.4(ii), this implies $\langle K\rangle r^{*}=\langle K\rangle s^{*}$. Thus, by Lemma 1.5.2, $\langle K\rangle^{r^{*}}=\langle K\rangle^{s^{*}}$. Thus, as we are assuming that $l \notin\langle K\rangle^{r^{*}}, l \notin\langle K\rangle^{s^{*}}$. Thus, by definition, $s^{*} l \nsubseteq\langle K\rangle s^{*}$. Thus, by Lemma 1.1.4(ii), ls $\nsubseteq s\langle K\rangle$.
From $s \in L_{1}(K)$ and $r \in s\langle K\rangle$ we obtain $r^{*} \in L_{-1}\left(s^{*}\right)$; cf. Lemma 3.2.3. Thus, by Lemma 2.2.3(iv), $L_{1}(r) \subseteq L_{1}(s)$. Thus, as we are assuming that $l \in L_{1}(r), l \in L_{1}(s)$. Thus, as $L$ is assumed to satisfy the exchange condition, we have $l s \subseteq L_{1}(K)$.

### 3.3 Sets of subsets of Coxeter sets

In this section, we deal with sets of subsets of $L$.
Lemma 3.3.1 Let $\mathcal{K}$ be a nonempty set of subsets of $L$. Then we have

$$
\left\langle\bigcap_{K \in \mathcal{K}} K\right\rangle=\bigcap_{K \in \mathcal{K}}\langle K\rangle .
$$

Proof. Define $H$ to be the intersection of the elements in $\mathcal{K}$ and $T$ to be the intersection of the sets $\langle K\rangle$ with $K \in \mathcal{K}$. We have to show that $\langle H\rangle=T$.

Assume, by way of contradiction, that $\langle H\rangle \neq T$. Then, as $\langle H\rangle \subseteq T, T \nsubseteq\langle H\rangle$. We pick an element $t$ in $T \backslash\langle H\rangle$, and we do this in such a way that $\ell(t)$ is as small as possible.
Since $e \in\langle H\rangle$ and $t \notin\langle H\rangle, t \neq e$. Thus, by Lemma 1.6.2, there exist elements $s$ in $\langle L\rangle$ and $l$ in $L$ such that $t \in s l$ and $\ell(t)=\ell(s)+1$. It follows that $t \in L_{-1}(l)$. Thus, as $t \in T, l \in H ;$ cf. Lemma 3.1.6. Thus, as $t \in s l$ and $t \in T$, $s \in T$. Thus, as $\ell(t)=\ell(s)+1$, the minimal choice of $t$ forces $s \in\langle H\rangle$. Thus, as $l \in H$ and $t \in s l, t \in\langle H\rangle$, contradiction.

Lemma 3.3.2 Let $\mathcal{K}$ be a nonempty set of subsets of $L$. Then

$$
s\left\langle\bigcap_{K \in \mathcal{K}} K\right\rangle=\bigcap_{K \in \mathcal{K}} s\langle K\rangle
$$

for each elements in $\langle L\rangle$.
Proof. Define $R$ to be the set of all elements in $\langle L\rangle$ which do not satisfy the equation in question. By way of contradiction, we assume that $R$ is not empty. We pick an element $r$ in $R$, and we do this in such a way that $\ell(r)$ is as small as possible.
By Lemma 3.3.1, $e \notin R$. Thus, as $r \in R, r \neq e$. Thus, by Lemma 1.6.2, there exist elements $l$ in $L$ and $q$ in $\langle L\rangle$ such that $r \in l q$ and $\ell(r)=1+\ell(q)$.
Define $H$ to be the intersection of the elements in $\mathcal{K}$ and $Q$ to be the intersection of the sets $r\langle K\rangle$ with $K \in \mathcal{K}$. Then, as $r \in R, r\langle H\rangle \neq Q$. Thus, as $r\langle H\rangle \subseteq Q, Q \nsubseteq r\langle H\rangle$. Thus, we find an element $s$ in $Q$ that is not in $r\langle H\rangle$.
Assume first that $s^{*} \in L_{-1}(l)$. Then, $\langle L\rangle$ possesses an element $p$ such that $s \in l p$ and $\ell(s)=1+\ell(p)$. Thus, $l \in L_{1}(p)$. Moreover, since $r \in l q$ and $\ell(r)=1+\ell(q), l \in L_{1}(q)$. On the other hand, for each element $K$ in $\mathcal{K}$, we have $s \in r\langle K\rangle$. Thus, for each element $K$ in $\mathcal{K}, p \in q\langle K\rangle$; cf. Lemma 3.2.4. Thus, as $\ell(r)=1+\ell(q)$, the minimal choice of $r$ forces $p \in q\langle H\rangle$. It follows that $s \in l p \subseteq l q\langle H\rangle=r\langle H\rangle$, contrary to the choice of $s$.
Assume now that $s^{*} \notin L_{-1}(l)$. Then, by Lemma 2.5.2, $s^{*} \in L_{1}(l)$. Thus, by Lemma 2.2.3(i), $l \in L_{1}(s)$. Thus, there exists an element $t$ in $\langle L\rangle$ such that $l s=\{t\}$. Since $s \in Q$, we have $s \in r\langle K\rangle$ for each element $K$ in $\mathcal{K}$. Thus, for each element $K$ in $\mathcal{K}$,

$$
q \in l r \subseteq l s\langle K\rangle=t\langle K\rangle
$$

and this is equivalent to $t \in q\langle K\rangle$. Thus, as $\ell(r)=1+\ell(q)$, the minimal choice of $r$ forces $t \in q\langle H\rangle$. Thus, $s \in l t \subseteq l q\langle H\rangle=r\langle H\rangle$, contradiction.

Corollary 3.3.3 Let $\mathcal{K}$ be a nonempty set of subsets of L. Then

$$
\left\langle\bigcap_{K \in \mathcal{K}} K\right\rangle^{s}=\bigcap_{K \in \mathcal{K}}\langle K\rangle^{s}
$$

for each element s in $\langle L\rangle$.

Proof. Define $H$ to be the intersection of the elements in $\mathcal{K}$. Then, for each element $K$ in $\mathcal{K},\langle H\rangle^{s} \subseteq\langle K\rangle^{s}$.
Conversely, let $r$ be an element in $\langle L\rangle$ such that, for each element $K$ in $\mathcal{K}$, $r \in\langle K\rangle^{s}$. Then, for each element $K$ in $\mathcal{K}, s r \subseteq\langle K\rangle s$. Thus, by Lemma 3.3.2, $s r \subseteq\langle H\rangle s$, and this means that $r \in\langle H\rangle^{s}$.

Recall from Corollary 2.4.4(iii) that $L$ does not contain thin elements if and only if $O_{\vartheta}(\langle L\rangle)=\{e\}$. We now deal with that case.

Theorem 3.3.4 Assume that $L$ does not contain thin elements. Then $K \mapsto$ $\langle K\rangle$ is a bijective map from the power set of $L$ to the set of all closed subsets of $\langle L\rangle$.

Proof. We are assuming that $O_{\vartheta}(L)$ is empty. Thus, by Corollary 2.4.3, $\langle L \cap T\rangle=T$ for each closed subset $T$ of $\langle L\rangle$. This shows that the map in question is surjective.
Injectivity follows from Corollary 3.1.3(iii).
Let

$$
T_{1}, \ldots, T_{n}
$$

be normal closed subsets of $S .{ }^{1}$ For each element $i$ in $\{1, \ldots, n\}$, we define $\hat{T}_{i}$ to be the product of the closed subsets $T_{j}$ with $i \neq j$. The hypergroup $S$ is called direct product of the closed subsets $T_{1}, \ldots, T_{n}$ if $T=T_{1} \cdots T_{n}$ and $T_{i} \cap \hat{T}_{i}=\{e\}$ for each element $i$ in $\{1, \ldots, n\}$.
If $S$ is the direct product of closed subsets $T_{1}, \ldots, T_{n}$, we indicate this by writing

$$
S=T_{1} \times \ldots \times T_{n}
$$

A closed subset $T$ of $S$ different from $\{e\}$ is called simple if $\{e\}$ and $T$ are the only normal closed subsets of $T$.
We now shall see that $\langle L\rangle$ is the direct product of simple closed subsets each of which is generated by the elements of $L$ which it contains.

Theorem 3.3.5 Assume that $L$ is finite and does not contain thin elements. Then $L$ possesses subsets $L_{1}, \ldots, L_{n}$ such that $\left\{L_{1}, \ldots, L_{n}\right\}$ is a partition of $L$,

$$
\langle L\rangle=\left\langle L_{1}\right\rangle \times \ldots \times\left\langle L_{n}\right\rangle
$$

and, for each element $i$ in $\{1, \ldots, n\},\left\langle L_{i}\right\rangle$ is simple.
Proof. Assume that $\langle L\rangle$ is not simple. Then, by definition, $\langle L\rangle$ possesses a normal closed subset $T$ different from $\{e\}$ and $\langle L\rangle$.

[^3]Since we are assuming that $L$ has no thin element, we obtain from Theorem 3.3.4 a subset $K$ of $L$ such that $T=\langle K\rangle$. Since $T \neq\{e\}, K$ is not empty, and that means that $L \backslash K \neq L$. Since $T \neq\langle L\rangle, K \neq L$.
Since $T$ is normal in $\langle L\rangle$ and $\langle K\rangle=T,\langle K\rangle$ is normal in $\langle L\rangle$. Thus, by Theorem 3.1.8, $\langle L \backslash K\rangle$ is normal in $\langle L\rangle$.

From Lemma 3.3.1 we know that $\langle K\rangle \cap\langle L \backslash K\rangle=\{e\}$. Thus, by definition, $\langle L\rangle=\langle K\rangle \times\langle L \backslash K\rangle$.
Now the claim follows by induction.
Theorem 3.3.5 tells us that, in order to investigate Coxeter sets without thin elements, it is enough to look at Coxeter sets which generate simple closed subsets.
The following lemma is a result about simple closed subsets generated by a Coxeter set.

Lemma 3.3.6 Assume that $3 \leq|L|$ and that $\langle L\rangle$ is simple. Let $l$ be an element in $L$. Then there exists an element $s$ in $L_{1}(l)$ such that, for each subset $K$ of $L$ with $|K|=2,\langle K\rangle s \subseteq L_{1}(l)$.

Proof. Since $\{l\} \neq L$ and $\langle L\rangle$ is assumed to be simple, we find an element $k$ in $L \backslash C_{S}(l)$; cf. Theorem 3.1.8.
Since $L$ is assumed to have at least three elements and $\langle L\rangle$ is assumed to be simple, we find an element $h$ in $L \backslash\{k, l\}$ such that $h \notin C_{S}(\langle k, l\rangle)$; cf. Theorem 3.1.8.

Let $s$ be the element in $h k$, let $K$ be a subset of $L$ with $|K|=2$, and let $q$ be an element in $\langle L\rangle$ such that $\langle K\rangle \subseteq L_{1}(q)$ and $\langle K\rangle s=\langle K\rangle q$; cf. Lemma 2.2.5. Since $s \in\langle K\rangle q,\langle K\rangle$ possesses an element $p$ such that $s \in p q$. From $p \in\langle K\rangle$ and $\langle K\rangle \subseteq L_{1}(q)$ we obtain $p \in L_{1}(q)$. Thus, as $s \in p q, \ell(s)=\ell(p)+\ell(q)$. It follows that $s \in L_{-1}(q)$.
From $s \in h k$ and $l \notin\{h, k\}$ we obtain $s \in L_{1}(l)$; cf. Lemma 3.1.6. It follows that $s \in L_{-1}(q) \cap L_{1}(l)$. Thus, by Lemma 2.2.3(ii), $q \in L_{1}(l)$.
Note also that $h k l \nsubseteq\langle K\rangle s$. Thus, by Lemma 3.2.5, $\langle K\rangle \subseteq L_{1}(q l)$. Thus, by Lemma 2.2.4, $\langle K\rangle q \subseteq L_{1}(l)$. Thus, as $\langle K\rangle q=\langle K\rangle s,\langle K\rangle s \subseteq L_{1}(l)$.

### 3.4 Coxeter sets generating finite sets

In this section, we deal with Coxeter sets generating finite sets.
Lemma 3.4.1 Let $s$ be an element in $\langle L\rangle$, and set $K:=\left\{l \in L \mid s \in L_{-1}(l)\right\}$. Then $\langle K\rangle$ is a finite set.

Proof. We first prove that $K$ is finite, and in order to do so we assume that $K$ is infinite. Then, for each positive integer $n,\langle K\rangle$ possesses an element $r$ with $\ell(r)=n$; cf. Lemma 3.1.6. On the other hand, $s \in L_{-1}(r)$ for each element $r$ in $\langle K\rangle$. Thus, $\ell(r) \leq \ell(s)$ for each element $r$ in $\langle K\rangle$. This contradiction shows that $K$ is finite.
For each element $k$ in $K$, we have $s \in L_{-1}(k)$. Thus, $s \in L_{-1}(K)=L_{-1}(\langle K\rangle)$; cf. Theorem 3.1.5. Thus, for each element $r$ in $\langle K\rangle, s \in L_{-1}(r)$. Thus, for each element $r$ in $\langle K\rangle$ different from $s$, we have $\ell(r) \leq \ell(s)-1$.
Let $n$ be a positive integer with $n \leq \ell(s)-1$, and let $q$ be an element in $\langle K\rangle$ such that $\ell(q)=n$. Then there exist elements $p$ in $\langle K\rangle$ and $k$ in $K$ such that $q \in p k$ and $\ell(q)=\ell(p)+1$; cf. Lemma 1.6.2. It follows that $p \in L_{1}(k)$. Thus, as $L$ is assumed to be constrained, $p k=\{q\}$. By induction, we may assume that $\langle K\rangle$ possesses only finitely many elements of length $n-1$. Thus, as $K$ is finite, $\langle K\rangle$ possesses only finitely many elements of length $n$.

Theorem 3.4.2 The following statements are equivalent.
(a) The set $\langle L\rangle$ is finite.
(b) The set $\langle L\rangle$ has at least one element of maximal length.
(c) The set $\langle L\rangle$ has exactly one element of maximal length.
(d) The set $L_{-1}(L)$ is not empty.
(e) The set $L_{-1}(L)$ contains exactly one element.

Proof. (a) $\Rightarrow$ (b) Assume $\langle L\rangle$ to be finite. Then $\langle L\rangle$ possesses an element $s$ such that $\ell(r) \leq \ell(s)$ for each element $r$ in $\langle L\rangle$.
$(\mathrm{b}) \Rightarrow(\mathrm{d})$ We are assuming that $L$ is a Coxeter set. In particular, $L$ satisfies the exchange condition. Thus, by Lemma 2.5.2, $L$ is dichotomic. Thus, by Lemma 2.5.1, each element of maximal length in $\langle L\rangle$ is in $L_{-1}(L)$.
$(\mathrm{d}) \Rightarrow(\mathrm{a})$ This follows from Lemma 3.4.1.
$(\mathrm{d}) \Rightarrow(\mathrm{e})$ This follows from Corollary 3.2.2.
$(\mathrm{d}) \Rightarrow(\mathrm{c})$ This follows from Lemma 3.2.1.
For the remainder of this section, we assume $\langle L\rangle$ to be finite.
Assuming $\langle L\rangle$ to be finite we obtain from Theorem 3.4.2 that $L_{-1}(L)$ contains exactly one element. In the following, we shall denote this element by $m_{L}$.

Lemma 3.4.3 The element $m_{L}$ is the uniquely determined element in $\langle L\rangle$ of maximal length.

Proof. This follows from Lemma 3.2.1.
Recall that $\left(m_{L}\right)^{*} \in\langle L\rangle$ and $\ell\left(\left(m_{L}\right)^{*}\right)=\ell\left(m_{L}\right)$. Thus, by Lemma 3.4.3,

$$
\left(m_{L}\right)^{*}=m_{L}
$$

Let $s$ be an element in $\langle L\rangle$. Then, as $m_{L} \in L_{-1}(L), m_{L} \in L_{-1}(s)$; cf. Theorem 3.1.4. Thus, by definition, $\langle L\rangle$ contains an element $r$ with $m_{L} \in r s$ and $\ell\left(m_{L}\right)=\ell(r)+\ell(s)$. By Lemma 2.4.1, this element is uniquely determined. For the remainder of this section, we shall denote this element by $s^{(L)}$.

Lemma 3.4.4 For any two elements $p$ and $q$ in $\langle L\rangle$, we have the following.
(i) If $p \neq q, p^{(L)} \neq q^{(L)}$.
(ii) Let $r$ be an element in $p q$, and assume that $\ell(r)=\ell(p)+\ell(q)$. Then we have $q^{(L)} \in r^{(L)} p$ and $\ell\left(q^{(L)}\right)=\ell\left(r^{(L)}\right)+\ell(p)$.

Proof. (i) Let $p$ and $q$ be elements in $\langle L\rangle$ such that $p^{(L)}=q^{(L)}$. Then, by definition, $m_{L} \in p^{(L)} p, \ell\left(m_{L}\right)=\ell\left(p^{(L)}\right)+\ell(p), m_{L} \in p^{(L)} q$, and $\ell\left(m_{L}\right)=$ $\ell\left(p^{(L)}\right)+\ell(q)$. Thus, by Lemma 2.4.1, $p=q$.
(ii) By definition, we have $m_{L} \in r^{(L)} r$ and $\ell\left(m_{L}\right)=\ell\left(r^{(L)}\right)+\ell(r)$. By hypothesis, we have $r \in p q$ and $\ell(r)=\ell(p)+\ell(q)$. Thus, by Lemma 1.6.3, $r^{(L)} p$ possesses an element $s$ such that $m_{L} \in s q, \ell(s)=\ell\left(r^{(L)}\right)+\ell(p)$, and $\ell\left(m_{L}\right)=\ell(s)+\ell(q)$.
From $m_{L} \in s q$ and $\ell\left(m_{L}\right)=\ell(s)+\ell(q)$ we obtain $s=q^{(L)}$; cf. Lemma 2.4.1. Thus, the claim follows from $s \in r^{(L)} p$ and $\ell(s)=\ell\left(r^{(L)}\right)+\ell(p)$.

For each element $s$ in $\langle L\rangle$, we now shall write $s^{[L]}$ instead of $s^{(L)(L)}$.
Lemma 3.4.5 For any two elements $p$ and $q$ in $\langle L\rangle$, we have the following.
(i) If $p \neq q, p^{[L]} \neq q^{[L]}$.
(ii) Let $r$ be an element in $p q$, and assume that $\ell(r)=\ell(p)+\ell(q)$. Then we have $r^{[L]} \in p^{[L]} q^{[L]}$ and $\ell\left(r^{[L]}\right)=\ell\left(p^{[L]}\right)+\ell\left(q^{[L]}\right)$.

Proof. (i) This follows from Lemma 3.4.4(i). (Apply this lemma twice.)
(ii) This follows from Lemma 3.4.4(ii). (Apply this lemma three times.)

Lemma 3.4.6 For each element s in $\langle L\rangle$, the following hold.
(i) We have $\ell\left(s^{[L]}\right)=\ell(s)$.
(ii) We have $s^{[L][L]}=s$.

Proof. (i) This follows immediately from the definition of $s^{[L]}$.
(ii) Let $s$ be an element in $\langle L\rangle$. Then, by definition, $m_{L} \in s^{[L](L)} s^{[L]}$. Thus, as $\left(m_{L}\right)^{*}=m_{L}, m_{L} \in\left(s^{[L]}\right)^{*}\left(s^{[L](L)}\right)^{*}$; cf. Lemma 1.1.4(ii). Thus, as $m_{L} \in s^{(L)} s$, the set

$$
\left(s^{(L)}\right)^{*}\left(s^{[L]}\right)^{*} \cap s s^{[L](L)}
$$

is not empty; cf. Lemma 1.1.4(iii). Thus, as $\left\{m_{L}\right\}=\left(s^{(L)}\right)^{*}\left(s^{[L]}\right)^{*}, m_{L} \in$ $s s^{[L](L)}$. However, by definition, we have

$$
m_{L} \in s^{[L][L]} s^{[L](L)}
$$

Moreover, by $(\mathrm{i}), \ell\left(s^{[L][L]}\right)=\ell(s)$. Thus, by Lemma 2.4.1, $s^{[L][L]}=s$.
Recall that, for each subset $R$ of $\langle L\rangle, L_{1}(R)$ is our notation for the intersection of the sets $L_{1}(r)$ with $r \in R$.

Lemma 3.4.7 Let $K$ be a nonempty subset of $L$. Then we have $\left(m_{K}\right)^{(L)} \in$ $L_{1}(K)$ and $\left(m_{K}\right)^{(L)} \in m_{L}\langle K\rangle$.

Proof. Let $k$ be an element in $K$. Then $m_{K} \in L_{-1}(k)$. Thus, by Lemma 2.2.3(iv), $L_{1}\left(m_{K}\right) \subseteq L_{1}(k)$. Thus, as $\left(m_{K}\right)^{(L)} \in L_{1}\left(m_{K}\right),\left(m_{K}\right)^{(L)} \in L_{1}(k)$.

Since $k$ has been chosen arbitrarily in $K$, we have shown that $\left(m_{K}\right)^{(L)} \in$ $L_{1}(K)$.
By definition, $m_{L} \in\left(m_{K}\right)^{(L)} m_{K}$. Thus, as $m_{K} \in\langle K\rangle, m_{L} \in\left(m_{K}\right)^{(L)}\langle K\rangle$, so that the second claim follows from Lemma 1.2.3.

For each nonempty subset $R$ of $\langle L\rangle$, we define $R^{[L]}$ to be the set of all elements $r^{[L]}$ with $r \in R$.

Lemma 3.4.8 Let $K$ be a nonempty subset of $L$. Then the following hold.
(i) We have $m_{K^{[L]}}=\left(m_{K}\right)^{[L]}$.
(ii) We have $\langle K\rangle \subseteq\left\langle K^{[L]}\right\rangle\left(\left(m_{K}\right)^{(L)}\right)$.

Proof. (i) From Lemma 3.4.5(ii) one obtains $\langle K\rangle^{[L]}=\left\langle K^{[L]}\right\rangle$. Thus, $s \mapsto$ $s^{[L]}$ is a surjective map from $\langle K\rangle$ to $\left\langle K^{[L]}\right\rangle$. By Lemma 3.4.5(i), this map is injective, too. Thus, the claim follows from Lemma 3.4.6(i).
(ii) Considering Lemma 1.6.1 we obtain from Lemma 1.5.1(iii) that the set $\left\langle K^{[L]}\right\rangle\left(\left(m_{K}\right)^{(L)}\right)$ is closed. Thus, we shall be done if we succeed in showing that $K \subseteq\left\langle K^{[L]}\right\rangle^{\left(\left(m_{K}\right)^{(L)}\right)}$.
In order to show this we pick an element $k$ in $K$. From the first statement of Lemma 3.4.7 we know that

$$
\left(m_{K}\right)^{(L)} \in L_{1}(k)
$$

Thus, there exists an element $p$ in $\left(m_{K}\right)^{(L)} k$ such that $\ell(p)=\ell\left(\left(m_{K}\right)^{(L)}\right)+1$. Assume that $K^{[L]} \subseteq L_{1}(p)$. Then, by Theorem 3.1.4, $\left\langle K^{[L]}\right\rangle \subseteq L_{1}(p)$. Thus, as $m_{K^{[L]}} \in\left\langle K^{[L]}\right\rangle, m_{K^{[L]}} \in L_{1}(p)$. Thus, by (i),

$$
\left(m_{K}\right)^{[L]} \in L_{1}(p)
$$

Thus, there exists an element $q$ in $\left(m_{K}\right)^{[L]} p$ such that $\ell(q)=\ell\left(\left(m_{K}\right)^{[L]}\right)+\ell(p)$. Thus, as $\ell(p)=\ell\left(\left(m_{K}\right)^{(L)}\right)+1$,

$$
\ell(q)=\ell\left(\left(m_{K}\right)^{[L]}\right)+\ell\left(\left(m_{K}\right)^{(L)}\right)+1=\ell\left(m_{L}\right)+1
$$

contrary to $q \in\langle L\rangle$.
Thus, as $L$ is assumed to satisfy the exchange condition, there exists an element $h$ in $K^{[L]}$ such that

$$
h\left(m_{K}\right)^{(L)}=\left(m_{K}\right)^{(L)} k .
$$

It follows that

$$
\left(m_{K}\right)^{(L)} k \subseteq\left\langle K^{[L]}\right\rangle\left(m_{K}\right)^{(L)}
$$

and that means that $k \in\left\langle K^{[L]}\right\rangle\left(\left(m_{K}\right)^{(L)}\right)$.

## Constrained sets of involutions with injections

Throughout this chapter, the letter $S$ stands for a hypergroup. We shall investigate a very specific class of injective maps from closed subsets of $S$ generated by constrained sets of involutions to $S$.
The injective maps which we shall discuss generalize the map $s \mapsto s^{[L]}$ from $\langle L\rangle$ to itself that had been introduced in Section 3.4. While domain and codomain of the maps in Section 4.3 were equal, this requirement is not anymore imposed on the injective maps of this chapter.
At no point of this chapter, the constrained sets of involutions under investigation are assumed to be Coxeter sets. Two times, in Section 4.2 and in Section 4.4, they will be assumed to be dichotomic.

### 4.1 Definition and first observations

In this section, the letter $L$ stands for a constrained set of involutions of $S$, the letter $\rho$ for an injective map from $\langle L\rangle$ to $S$.
Recall from Lemma 1.2.1(i) that $e \in\langle L\rangle$. Thus, $e^{\rho}$ is defined. For the remainder of this section, we set $m:=e^{\rho}$ and assume

$$
r^{\rho} r=\{m\}
$$

for each element $r$ in $\langle L\rangle$.
The map $\rho$ generalizes the map $s \mapsto s^{[L]}$ from $\langle L\rangle$ to itself that had been introduced in Section 3.4 in the case where $L$ was a Coxeter set and $\langle L\rangle$ finite.
As before, we write $\ell$ instead of $\ell_{L}$.
Lemma 4.1.1 Let $s$ be an element in $S$, and let $r$ be an element in $\langle L\rangle$ such that $s r=\{m\}$. Then $s=r^{\rho}$.

Proof. The statement is obviously true if $r=e$. Therefore, we assume that $r \neq e$. From $r \neq e$ we obtain elements $l$ in $L$ and $u$ in $\langle L\rangle$ such that $r \in l u$ and $\ell(r)=1+\ell(u)$; cf. Lemma 1.6.2.
Since $L$ is assumed to be constrained, we obtain from $r \in l u$ and $\ell(r)=1+\ell(u)$ that $l u=\{r\}$. Thus, our hypothesis $s r=\{m\}$ leads to slu $=\{m\}$.
Let $t$ be an element in $s l$. Then, as $s l u=\{m\}, t u=\{m\}$. Thus, by induction, $t=u^{\rho}$. Thus, as $t$ has been chosen arbitrarily in $s l$, we have shown that

$$
s l=\left\{u^{\rho}\right\} .
$$

From $r^{\rho} r=\{m\}$ and $l u=\{r\}$ we obtain $r^{\rho} l u=\{m\}$.
Let $t$ be an element in $r^{\rho} l$. Then, as $r^{\rho} l u=\{m\}, t u=\{m\}$. Thus, by induction, $t=u^{\rho}$. Thus, as $t$ has been chosen arbitrarily in $r^{\rho} l$, we have shown that

$$
r^{\rho} l=\left\{u^{\rho}\right\} .
$$

From $s l=\left\{u^{\rho}\right\}$ and $r^{\rho} l=\left\{u^{\rho}\right\}$ we obtain $s l=r^{\rho} l$. Thus,

$$
r^{\rho} \in s\langle l\rangle=\{s\} \cup s l=\left\{s, u^{\rho}\right\}
$$

Assume that $r^{\rho}=u^{\rho}$. Then the injectivity of $\rho$ forces $r=u$, contrary to $\ell(r)=1+\ell(u)$. Thus, $r^{\rho}=s$.

Lemma 4.1.2 Let $q$ be an element in $\langle L\rangle$, let $p$ be an element in $L_{1}(q)$, and let $r$ be an element in $p q$. Then $r^{* \rho} q^{*}=\left\{p^{* \rho}\right\}$.

Proof. Let $s$ be an element in $r^{* \rho} q^{*}$. We have to show that $s=p^{* \rho}$.
We are assuming $L$ to be constrained. Thus, as $p \in L_{1}(q)$ and $r$ in $p q, p q=\{r\}$. Thus, by Lemma 1.1.4(ii), $q^{*} p^{*}=\left\{r^{*}\right\}$. Thus, as $s \in r^{* \rho} q^{*}$,

$$
s p^{*} \subseteq r^{* \rho} q^{*} p^{*}=r^{* \rho} r^{*}=\{m\}
$$

Thus, by Lemma 4.1.1, $s=p^{* \rho}$.
Corollary 4.1.3 Let $l$ be an element in $L$, let $p$ be an element in $L_{1}(l)$, and let $q$ be an element in pl. Then the following hold.
(i) If $l$ is thin, $p^{* \rho} l=\left\{q^{* \rho}\right\}$.
(ii) If $l$ is not thin, $p^{* \rho} l=\left\{q^{* \rho}, p^{* \rho}\right\}$.

Proof. From $p \in L_{1}(l)$ and $q \in p l$ we obtain $p l=\{q\}$. (Recall that $L$ is assumed to be constrained.) On the other hand, as $p \in L_{1}(l), p l$ possesses an element of length $\ell(p)+1$. Thus, $\ell(q)=\ell(p)+1$. In particular, $q \neq p$. Thus, as $\rho$ is assumed to be injective, $q^{* \rho} \neq p^{* \rho}$.
From $p \in L_{1}(l)$ and $q \in p l$ we also obtain $q^{* \rho} l=\left\{p^{* \rho}\right\}$; cf. Lemma 4.1.2. Thus, the claims follow from Lemma 2.1.2(i), (ii), respectively.

We define $\langle L\rangle^{\rho}$ to be the image of $\langle L\rangle$ under $\rho$. Thus, $\langle L\rangle^{\rho}$ is the set of all elements $r^{\rho}$ with $r \in\langle L\rangle$.

Theorem 4.1.4 We have $\langle L\rangle^{\rho}=m\langle L\rangle$.
Proof. For each element $r$ in $\langle L\rangle$, we have $m \in r^{\rho} r$. Thus, $r^{\rho} \in m r^{*}$. Thus, as $r^{*} \in\langle L\rangle, r^{\rho} \in m\langle L\rangle$. Since $r$ has been chosen arbitrarily in $\langle L\rangle$, this proves $\langle L\rangle^{\rho} \subseteq m\langle L\rangle$.
Assume, by way of contradiction, that $m\langle L\rangle \nsubseteq\langle L\rangle^{\rho}$. Then there exists an element $r$ in $\langle L\rangle$ such that $m r \nsubseteq\langle L\rangle^{\rho}$. Among the elements $r$ in $\langle L\rangle$ with $m r \nsubseteq\langle L\rangle^{\rho}$ we chose $r$ such that $\ell(r)$ is as small as possible.
Since $m r \nsubseteq\langle L\rangle^{\rho}$, there exists an element $s$ in $m r$ with $s \notin\langle L\rangle^{\rho}$.
Define $P$ to be the set of all elements $p$ in $\langle L\rangle$ such that there exists an element $q$ in $\langle L\rangle$ with $r \in p q, \ell(r)=\ell(p)+\ell(q)$, and $s \in p^{* \rho} q$.
Since $s \in m r, e \in P$. Thus, $P$ is not empty. From $s \notin\langle L\rangle^{\rho}$ we obtain $r \notin P$. Among the elements in $P$ we fix an element $p$ such that $\ell(p)$ is as large as possible.
Since $p \in P$, there exists an element $q$ in $\langle L\rangle$ with $r \in p q, \ell(r)=\ell(p)+\ell(q)$, and $s \in p^{* \rho} q$.
From $p \in P$ and $r \notin P$ we obtain $p \neq r$. Thus, $q \neq e$. Thus, by Lemma 1.6.2, there exist elements $l$ in $L$ and $u$ in $\langle L\rangle$ such that $q \in l u$ and $\ell(q)=1+\ell(u)$. Thus, as $r \in p q$ and $\ell(r)=\ell(p)+\ell(q)$, there exists an element $t$ in $p l$ such that $r \in t u, \ell(t)=\ell(p)+1$ and $\ell(r)=\ell(t)+\ell(u)$; cf. Lemma 1.6.3.
From $\ell(t)=\ell(p)+1$ together with the maximal choice of $p$ we obtain $t \notin P$. Thus, as $r \in t u$ and $\ell(r)=\ell(t)+\ell(u)$, we conclude that $s \notin t^{* \rho} u$.
From $s \in p^{* \rho} q$ we obtain $q^{*} \in s^{*} p^{* \rho}$, from $q \in l u, q^{*} \in u^{*} l$. Thus, $q^{*} \in$ $s^{*} p^{* \rho} \cap u^{*} l$. Thus, by Lemma 1.1.4(iii), $s u^{*} \cap p^{* \rho} l$ is not empty.
From Corollary 4.1.3 we know that $p^{* \rho} l \subseteq\left\{t^{* \rho}, p^{* \rho}\right\}$. Thus, as $t^{* \rho} \notin s u^{*}$ and $s u^{*} \cap p^{* \rho} l \neq \emptyset, p^{* \rho} \in s u^{*}$. It follows that $s \in p^{* \rho} u$.
By definition, $m \in p^{* \rho} p^{*}$. Thus, $p^{* \rho} \in m p$. Thus, as $s \in p^{* \rho} u, s \in m p u$. Thus, there exists an element $r^{\prime}$ in $p u$ such that $s \in m r^{\prime}$.
From $r^{\prime} \in p u$ we obtain

$$
\ell\left(r^{\prime}\right) \leq \ell(p)+\ell(u)=\ell(p)+\ell(q)-1=\ell(r)-1
$$

Thus, the minimal choice of $r$ forces $m r^{\prime} \subseteq\langle L\rangle^{\rho}$. Thus, as $s \in m r^{\prime}, s \in\langle L\rangle^{\rho}$. This contradiction finishes the proof.

As a consequence of Theorem 4.1.4 we obtain that the image of $\rho$ is either equal to its domain or disjoint from its domain; cf. Lemma 1.2.2.

### 4.2 Dichotomy

In this section, the letter $L$ stands for a constrained dichotomic set of involutions of $S$, the letter $\rho$ for an injective map from $\langle L\rangle$ to $S .{ }^{1}$ As before, we set $m:=e^{\rho}$ and assume

$$
r^{\rho} r=\{m\}
$$

for each element $r$ in $\langle L\rangle$.
Instead of $\ell_{L}$ we simply write $\ell$.
Lemma 4.2.1 Let $p$ and $q$ be elements in $\langle L\rangle$, and let $l$ be an element in $L$ such that $q^{* \rho} \in p^{* \rho} l$. Then $p\langle l\rangle=q\langle l\rangle$.

Proof. Assume first that $p \in L_{1}(l)$. Then, by definition, there exists an element $r$ in $p l$ such that $\ell(r)=\ell(p)+1$.
From $p \in L_{1}(l)$ and $r \in p l$ we obtain $p^{* \rho} l \subseteq\left\{r^{* \rho}, p^{* \rho}\right\}$; cf. Corollary 4.1.3. Thus, as we are assuming that $q^{* \rho} \in p^{* \rho} l$, we have $q^{* \rho}=r^{* \rho}$ or $q^{* \rho}=p^{* \rho}$. It follows that $q=r$ or $q=p$. (Recall that $\rho$ is assumed to be injective.)
If $q=r$, we obtain from $r \in p l$ that $q \in p l$, so that we are done by Lemma 1.2.3. If $q=p$, the statement is trivial.

Assume now that $p \notin L_{1}(l)$. Then, as $p \in\langle L\rangle$ and $L$ is assumed to be dichotomic, $p \in L_{-1}(l)$. Thus, by definition, $\langle L\rangle$ possesses an element $r$ such that $p \in r l$ and $\ell(p)=\ell(r)+1$.
From $p \in r l$ and $\ell(p)=\ell(r)+1$ we obtain $r \in L_{1}(l)$. Thus, as $p \in r l$, $p^{* \rho} l=\left\{r^{* \rho}\right\} ;$ cf. Lemma 4.1.2. Since we are assuming $q^{* \rho} \in p^{* \rho} l$, this implies $q^{* \rho}=r^{* \rho}$. Now the injectivity of $\rho$ forces $q=r$. Thus, as $p \in r l, p \in q l$, so that we are done by Lemma 1.2.3.

Lemma 4.2.2 Let $p$ and $q$ be elements in $\langle L\rangle$, and assume that $p^{* \rho} \in m q$. Then $\ell(p) \leq \ell(q)$.

Proof. If $q=e$, our assumption $p^{* \rho} \in m q$ leads to $p^{* \rho}=m=e^{\rho}$. Thus, the injectivity of $\rho$ yields $p^{*}=e$. This implies that $p=e$, and we are done.
Assume that $q \neq e$. Then, by Lemma 1.6.2, there exist elements $u$ in $\langle L\rangle$ and $l$ in $L$ such that $q \in u l$ and $\ell(q)=\ell(u)+1$.
From $p^{* \rho} \in m q$ we obtain $m \in p^{* \rho} q^{*}$. Thus, as $q \in u l, m \in p^{* \rho} l u^{*}$. Thus, $p^{* \rho} l$ possesses an element $r^{*}$ such that $m \in r^{*} u^{*}$.
From $m \in r^{*} u^{*}$ and $u \in\langle L\rangle$ we obtain

$$
r^{*} \in m u \subseteq m\langle L\rangle=\langle L\rangle^{\rho} ;
$$

cf. Theorem 4.1.4. Thus, $\langle L\rangle$ possesses an element $t$ with $r^{*}=t^{* \rho}$.

[^4]From $r^{*}=t^{* \rho}$ and $m \in r^{*} u^{*}$ we obtain $m \in t^{* \rho} u^{*}$. Thus, $t^{* \rho} \in m u$. Thus, by induction,

$$
\ell(t) \leq \ell(u)=\ell(q)-1
$$

From $r^{*}=t^{* \rho}$ and $r^{*} \in p^{* \rho} l$ we obtain $t^{* \rho} \in p^{* \rho} l$. Thus, by Lemma 4.2.1, $p\langle l\rangle=t\langle l\rangle$. In particular, $p \in t\langle l\rangle=\{t\} \cup t l$. It follows that

$$
\ell(p) \leq \ell(t)+1
$$

From this together with $\ell(t) \leq \ell(q)-1$ we obtain $\ell(p) \leq \ell(q)$.
Lemma 4.2.3 Let $p$ and $q$ be elements in $\langle L\rangle$ such that $p^{* \rho} \in m q$ and $\ell(p)=\ell(q)$. Then $p=q$.

Proof. If $q=e$, our assumption $p^{* \rho} \in m q$ leads to $p^{* \rho}=m=e^{\rho}$. Thus, the injectivity of $\rho$ yields $p^{*}=e$. This implies that $p=e$, and we are done.
Assume that $q \neq e$. Then, by Lemma 1.6.2, there exist elements $u$ in $\langle L\rangle$ and $l$ in $L$ such that $q \in u l$ and $\ell(q)=\ell(u)+1$.
From $p^{* \rho} \in m q$ we obtain $m \in p^{* \rho} q^{*}$. Thus, as $q \in u l, m \in p^{* \rho} l u^{*}$. Thus, $p^{* \rho} l$ possesses an element $r^{*}$ such that $m \in r^{*} u^{*}$.
From $m \in r^{*} u^{*}$ and $u \in\langle L\rangle$ we obtain

$$
r^{*} \in m u \subseteq m\langle L\rangle=\langle L\rangle^{\rho} ;
$$

cf. Theorem 4.1.4. Thus, $\langle L\rangle$ possesses an element $t$ with $r^{*}=t^{* \rho}$.
From $m \in r^{*} u^{*}$ we obtain $r^{*} \in m u$. Thus, as $r^{*}=t^{* \rho}, t^{* \rho} \in m u$. Thus, by Lemma 4.2.2, $\ell(t) \leq \ell(u)$.
From $r^{*} \in p^{* \rho} l$ and $r^{*}=t^{* \rho}$ we obtain $t^{* \rho} \in p^{* \rho} l$. Thus, by Lemma 4.2.1, $p\langle l\rangle=t\langle l\rangle$. In particular, $p \in t\langle l\rangle$. Thus, $\ell(p) \leq \ell(t)+1$. Thus, as we are assuming that $\ell(p)=\ell(q)$,

$$
\ell(u)=\ell(q)-1=\ell(p)-1 \leq \ell(t)
$$

Earlier, we saw $\ell(t) \leq \ell(u)$, so that we now have $\ell(t)=\ell(u)$. Thus, as $t^{* \rho} \in$ $m u$, induction yields $t=u$.
From $p\langle l\rangle=t\langle l\rangle$ and $t=u$ we obtain $p\langle l\rangle=u\langle l\rangle$. It follows that $p \in u\langle l\rangle=$ $\{q, u\}$. Since $\ell(p)=\ell(q)=\ell(u)+1$, we cannot have $p=u$. Thus, $p=q$.

### 4.3 Twinned constrained sets of involutions

Two constrained sets $H$ and $K$ of involutions of $S$ are said to be twinned if there exist injective maps $\lambda$ from $\langle H\rangle$ to $S$ and $\rho$ from $\langle K\rangle$ to $S$ such that

$$
p p^{\lambda}=q^{\rho} q
$$

for any two elements $p$ in $\langle H\rangle$ and $q$ in $\langle K\rangle$ and

$$
\langle H\rangle e^{\lambda}=e^{\rho}\langle K\rangle
$$

The injective maps $\lambda$ and $\rho$ will be called the twinning maps of $H$ and $K$.
For the remainder of this section, the letters $H$ and $K$ stand for twinned constrained sets of involutions of $S$ with twinning maps $\lambda$ and $\rho$.

Lemma 4.3.1 The following hold.
(i) We have $e^{\lambda}=e^{\rho}$.
(ii) For each element $p$ in $\langle H\rangle$, we have $p p^{\lambda}=\left\{e^{\lambda}\right\}$.
(iii) For each element $q$ in $\langle K\rangle$, we have $q^{\rho} q=\left\{e^{\rho}\right\}$.

Proof. (i) Since $H$ and $K$ are twinned with twinning maps $\lambda$ and $\rho$, we have

$$
p p^{\lambda}=q^{\rho} q
$$

for any two elements $p$ in $\langle H\rangle$ and $q$ in $\langle K\rangle$. Thus, as $e \in\langle H\rangle$ and $e \in\langle K\rangle$, we have $e^{\lambda}=e e^{\lambda}=e^{\rho} e=e^{\rho}$.
(ii) From (i) one obtains

$$
p p^{\lambda}=e^{\rho} e=\left\{e^{\rho}\right\}=\left\{e^{\lambda}\right\}
$$

for each element $p$ in $\langle H\rangle$.
(iii) This follows similar to (ii).

From Lemma 4.3.1(i) we know that $e^{\lambda}=e^{\rho}$. We set $m:=e^{\rho}$ and call this element the conjugating element of $H$ and $K$.
From $e^{\lambda}=e^{\rho}$ and $m=e^{\rho}$ we obtain $\langle H\rangle m=m\langle K\rangle$. Thus

$$
\langle K\rangle \subseteq\langle H\rangle^{m}
$$

and that explains our terminology.
Lemma 4.3.2 We have $\langle H\rangle^{\lambda}=\langle H\rangle m\langle K\rangle=\langle K\rangle^{\rho}$.
Proof. Referring to Lemma 4.3.1(iii) we obtain from Theorem 4.1.4 that $\langle K\rangle^{\rho}=m\langle K\rangle$. Similarly, referring to Lemma 4.3.1(ii), we obtain $\langle H\rangle m=$ $\langle H\rangle^{\lambda}$. Finally, as $H$ and $K$ are assumed to be twinned, we have $\langle H\rangle m=m\langle K\rangle$. Thus,

$$
\langle H\rangle^{\lambda}=\langle H\rangle m=\langle H\rangle m\langle K\rangle=m\langle K\rangle=\langle K\rangle^{\rho},
$$

and that finishes the proof.
Lemma 4.3.3 For each element $p$ in $\langle H\rangle$, there exists exactly one element $q$ in $\langle K\rangle$ such that $p^{\lambda}=q^{\rho}$.

Proof. Let $p$ be an element in $\langle H\rangle$. Then $p^{\lambda} \in\langle H\rangle^{\lambda}$. Thus, by Lemma 4.3.2, $p^{\lambda} \in\langle K\rangle^{\rho}$. Thus, there exists an element $q$ in $\langle K\rangle$ such that $p^{\lambda}=q^{\rho}$.
Let $q^{\prime}$ be an element in $\langle K\rangle$ with $p^{\lambda}=q^{\prime \rho}$. Then, as $p^{\lambda}=q^{\rho}, q^{\prime \rho}=q^{\rho}$. Thus, as $\rho$ is assumed to be injective, $q^{\prime}=q$.

Similarly to Lemma 4.3 .3 one obtains that, for each element $q$ in $\langle K\rangle$, there exists exactly one element $p$ in $\langle H\rangle$ with $p^{\lambda}=q^{\rho}$. We shall refer to this result also as Lemma 4.3.3.

Lemma 4.3.4 Let $p$ be an element in $\langle H\rangle$, and let $q$ denote the uniquely determined element in $\langle K\rangle$ such that $p^{\lambda}=q^{\rho}$. Then the following hold.
(i) We have $p m=m q$.
(ii) We have $p^{* \lambda} \in m q$ and $q^{* \rho} \in p m$.
(iii) If $p$ is thin, $p^{* \lambda}=q^{* \rho}$.
(iv) If $p$ is thin, so is $q$.

Proof. (i) Since $p p^{\lambda}=\{m\}=q^{\rho} q$, we obtain from $p^{\lambda}=q^{\rho}$ that

$$
p m=p q^{\rho} q=p p^{\lambda} q=m q
$$

(ii) From $m \in p^{*} p^{* \lambda}$ we obtain $p^{* \lambda} \in p m$. Thus, the first claim follows from
(i). The second statement follows similarly.
(iii) Assume $p$ to be thin. Then, by definition, $p^{*} p=\{e\}$. Thus, by (i),

$$
p^{*} m q=p^{*} p m=\{m\}
$$

Let $s$ be an element in $m q$. Then, as $p^{*} m q=\{m\}, p^{*} s=\{m\}$. Thus, by Lemma 4.1.1, $s=p^{* \lambda}$. Thus, as $s$ has been chosen arbitrarily in $m q$, we have $m q=\left\{p^{* \lambda}\right\}$. Thus, as $q^{* \rho} \in m q, p^{* \lambda}=q^{* \rho}$.
(iv) Assume $p$ to be thin. Then, by (i) and (iii),

$$
\{m\}=p^{*} p m=p^{*} m q=m q^{*} q .
$$

Let $r$ be an element in $q^{*} q$. Then, as $m q^{*} q=\{m\}, m r=\{m\}$. Thus, by Lemma 2.1.1, $m=r^{\rho}$. Thus, as $m=e^{\rho}, r^{\rho}=e^{\rho}$. Thus, as $\rho$ is assumed to be injective, $r=e$. Thus, as $r$ has been chosen arbitrarily in $q^{*} q$, we conclude that $q^{*} q=\{e\}$, and this means that $q$ is thin.

### 4.4 Twinning and dichotomy

In this section, the letters $H$ and $K$ stand for twinned constrained dichotomic sets of involutions of $S$ with twinning maps $\lambda$ and $\rho$.

Lemma 4.4.1 Let $p$ be an element in $\langle H\rangle$, and let $q$ denote the uniquely determined element in $\langle K\rangle$ such that $p^{\lambda}=q^{\rho}$. Then $p^{* \lambda}=q^{* \rho}$.

Proof. From Theorem 4.1.4 we know that $\langle K\rangle^{\rho}=m\langle K\rangle$. Thus, by Lemma 4.2.2 and Lemma 4.2.3, $\langle K\rangle$ possesses a subset $R$ such that

$$
m q=\left\{q^{* \rho}\right\} \cup\left\{r^{* \rho} \mid r \in R\right\}
$$

and $\ell_{K}(r) \leq \ell_{K}(q)-1$ for each element $r$ in $R$. On the other hand, we know from Lemma 4.3.4(ii) that $p^{* \lambda} \in m q$. Thus $\{q\} \cup R$ possesses an element $u$ with $p^{* \lambda}=u^{* \rho}$.
Assume that $u \neq q$. Then $u \in R$, and that means that $\ell_{K}(u) \leq \ell_{K}(q)-1$. It follows that $\ell_{K}\left(u^{*}\right) \leq \ell_{K}(q)-1$. Thus, as $p^{* \lambda}=u^{* \rho}$, induction yields $p^{\lambda}=u^{\rho}$. Now recall that we are assuming $p^{\lambda}=q^{\rho}$. Thus, $u^{\rho}=q^{\rho}$. Thus, as $\rho$ is assumed to be injective, $u=q$, contrary to $\ell_{K}(u) \leq \ell_{K}(q)-1$.
Thus, we must have $u=q$. Thus, as $p^{* \lambda}=u^{* \rho}, p^{* \lambda}=q^{* \rho}$.
For the remainder of this section, we assume that $K$ does not contain thin elements. (By Lemma 4.3.4(iv), this implies that also $H$ does not contain thin elements.)

Lemma 4.4.2 Let $p$ be an element in $\langle H\rangle$, and let $q$ denote the uniquely determined element in $\langle K\rangle$ such that $p^{\lambda}=q^{\rho}$. Then $\ell_{H}(p)=\ell_{K}(q)$.

Proof. Assume first that $q=e$. Then, as $p^{\lambda}=q^{\rho}, p^{\lambda}=e^{\rho}=e^{\lambda}$; cf. Lemma 4.3.1(i). Thus, as $\lambda$ is assumed to be injective, $p=e$, and we are done.

Assume now that $q \neq e$. Then there exist elements $u$ in $\langle K\rangle$ and $k$ in $K$ such that $q \in u k$ and $\ell_{K}(q)=\ell_{K}(u)+1$; cf. Lemma 1.6.2.
We are assuming that $K$ does not contain thin elements. Thus, as $k \in K$, $k$ is not thin. Thus, by Corollary 4.1.3(ii), $u^{* \rho} k=\left\{q^{* \rho}, u^{* \rho}\right\}$. In particular, $u^{* \rho} \in u^{* \rho} k$. Since $m \in u^{* \rho} u^{*}$, we also have $u^{* \rho} \in m u$. Thus,

$$
u^{* \rho} \in m u k=m q .
$$

Assume that $u^{* \rho}=q^{* \rho}$. Then, as $\rho$ is injective, $u^{*}=q^{*}$. It follows that $u=q$, contrary to $\ell_{K}(q)=\ell_{K}(u)+1$. Thus, $u^{* \rho} \neq q^{* \rho}$. Thus, as $u^{* \rho} \in m q$,

$$
u^{* \rho} \in m q \backslash\left\{q^{* \rho}\right\} .
$$

From Lemma 4.3.4(i) we know that $p m=m q$, from Lemma 4.4.1 that $p^{* \lambda}=$ $q^{* \rho}$. Thus,

$$
u^{* \rho} \in p m \backslash\left\{p^{* \lambda}\right\} .
$$

Thus, $\langle H\rangle$ possesses an element $t$ such that $t^{* \lambda}=u^{* \rho}$ and $\ell_{H}(t) \leq \ell_{H}(p)-1$; cf. Lemma 4.2.2 and Lemma 4.2.3. From $t^{* \lambda}=u^{* \rho}$ we obtain $t^{\lambda}=u^{\rho}$; cf.

Lemma 4.4.1. Thus, as $\ell_{K}(u)=\ell_{K}(q)-1$, induction allows us to assume that $\ell_{H}(t)=\ell_{K}(u)$.
From $\ell_{H}(t)=\ell_{K}(u), \ell_{K}(u)=\ell_{K}(q)-1$, and $\ell_{H}(t) \leq \ell_{H}(p)-1$ we obtain $\ell_{K}(q) \leq \ell_{H}(p)$.
Similarly one proves that $\ell_{H}(p) \leq \ell_{K}(q)$. Thus, $\ell_{H}(p)=\ell_{K}(q)$.
Let $h$ be an element in $H$. From Lemma 4.4.2 we obtain that the uniquely determined element $q$ in $\langle K\rangle$ satisfying $h^{\lambda}=q^{\rho}$ belongs to $K$.

Theorem 4.4.3 Let $p$, $r$, and $t$ be elements in $\langle H\rangle$ such that $t \in p r$ and $\ell_{H}(t)=\ell_{H}(p)+\ell_{H}(r)$. Let $q$, $s$, and $u$ denote the uniquely determined elements in $\langle K\rangle$ such that $p^{\lambda}=q^{\rho}, r^{\lambda}=s^{\rho}$, and $t^{\lambda}=u^{\rho}$. Then $u \in q s$ and $\ell_{K}(u)=$ $\ell_{K}(q)+\ell_{K}(s)$.

Proof. From $p^{\lambda}=q^{\rho}$ we obtain $\ell_{H}(p)=\ell_{K}(q)$; cf. Lemma 4.4.2. Similarly, we obtain $\ell_{H}(r)=\ell_{K}(s)$ from $r^{\lambda}=s^{\rho}$ and $\ell_{H}(t)=\ell_{K}(u)$ from $t^{\lambda}=u^{\rho}$. Thus, as $\ell_{H}(t)=\ell_{H}(p)+\ell_{H}(r)$,

$$
\ell_{K}(u)=\ell_{K}(q)+\ell_{K}(s)
$$

From Lemma 4.3.4(i) we obtain

$$
m u=t m=p r m=p m s=m q s
$$

From $m \in u^{* \rho} u^{*}$ we obtain $u^{* \rho} \in m u$. Thus, as $m u=m q s, u^{* \rho} \in m q s$. Thus, $q s$ possesses an element $u^{\prime}$ such that $u^{* \rho} \in m u^{\prime}$.
From $u^{\prime} \in q s$ we obtain $\ell_{K}\left(u^{\prime}\right) \leq \ell_{K}(q)+\ell_{K}(s)=\ell_{K}(u)$. On the other hand, as $u^{* \rho} \in m u^{\prime}, \ell_{K}(u) \leq \ell_{K}\left(u^{\prime}\right)$; cf. Lemma 4.2.2. Thus, $\ell_{K}(u)=\ell_{K}\left(u^{\prime}\right)$. Thus, by Lemma 4.2.3, $u=u^{\prime}$. Thus, as $u^{\prime} \in q s, u \in q s$.

## 5

## Association schemes

It is the purpose of this chapter to apply the results on hypergroups which we obtained in the first four chapters to association schemes. In order to do so we first recall the definition of a scheme. We follow [9].
Let $X$ be a set. We write $1_{X}$ to denote the set of all pairs $(x, x)$ with $x \in X$. For each subset $r$ of the cartesian product $X \times X$, we define $r^{*}$ to be the set of all pairs $(y, z)$ with $(z, y) \in r$. For $x$ an element of $X$ and $r$ a subset of $X \times X$, we write $x r$ to denote the set of all elements $y$ in $X$ with $(x, y) \in r$.
We fix a partition $S$ of $X \times X$ with $1_{X} \in S$ and assume that $s^{*} \in S$ for each element $s$ in $S$. The set $S$ is called an association scheme or simply a scheme on $X$ if, for any three elements $p, q$, and $r$ in $S$, there exists a cardinal number $a_{p q r}$ such that $\left|y p \cap z q^{*}\right|=a_{p q r}$ for any two elements $y$ in $X$ and $z$ in $y r$. This latter condition will be referred to as the regularity condition. The cardinal numbers showing up in the regularity conditions are called the structure constants of $S$.
Let $p$ and $q$ be elements of a scheme $S$. We define $\mu(p, q)$ to be the set of all elements $r$ in $S$ which satisfy $a_{p q r} \neq 0$. From [9; Lemma 1.3.1], [9; Lemma 1.3.3(ii)], and [9; Lemma 1.3.3(i)] we obtain that $S$ is a hypergroup with respect to $\mu$ and with neutral element $1_{X}$.
For the remainder of this chapter, the letter $X$ stands for a set, the letter $S$ for a scheme on $X$. Instead of $1_{X}$ we just write 1 , and, for any two elements $p$ and $q$ in $S$, we write $p q$ instead of $\mu(p, q)$.
There is one equation which says something about the structure constants of $S$. It is the following. For any four elements $p, q, t$, and $u$ in $S$, we have

$$
\sum_{s \in S} a_{p q s} a_{s t u}=\sum_{s \in S} a_{p s u} a_{q t s} .
$$

This equation is obtained by counting in two different ways the elements in $\left(y p \times z t^{*}\right) \cap u$, where $y$ is an element in $X$ and $z$ an element in $y u$.

Let $W$ be a nonempty subset of $X$, and let $R$ be a nonempty subset of $S$. We define $W R$ to be the union of the sets $w r$ with $w \in W$ and $r \in R$. If $W$ consists of a single element, say $w$, we write $w R$ instead of $W R$. Similarly, if $R$ consists of a single element $r$, we write $W r$ instead of $W R$.
Note that $W(P Q)=(W P) Q$ for each nonempty subset $W$ of $X$ and for any two nonempty subsets $P$ and $Q$ of $S$.

### 5.1 Involutions

We collect a few elementary facts about involutions of schemes.
Lemma 5.1.1 Let $p$ and $q$ be elements in $S$ such that $p \neq q$, and let $l$ be an involution of $S$ such that $p l=\{q\}$. Then $a_{p l q}=1$.

Proof. Let $y$ be an element in $X$, let $z$ be an element in $y q$, and assume that $2 \leq a_{p l q}$. Then there exist elements $v$ and $w$ in $y p \cap z l$ such that $v \neq w$.
From $v \in y p$ we obtain $y \in v p^{*}$. Thus, as $w \in y p, w \in v p^{*} p$. From $v \in z l$ we obtain $z \in v l$. Thus, as $w \in z l, w \in v l l$. Thus, as $v \neq w, w \in v l$.
From $w \in v p^{*} p$ and $w \in v l$ we obtain $l \in p^{*} p$. Thus, $p \in p l=\{q\}$, contrary to $p \neq q$ 。

For the remainder of this section, the letters $p$ and $q$ stand for two elements in $S$ with $p \neq q$, the letters $h$ and $k$ for involutions of $S$ satisfying

$$
h p=\{q\}=p k
$$

We have the following.
Lemma 5.1.2 Let $y$ be an element in $X$, let $z$ be an element in $y q$, and let $x$ be an element in $y\langle h\rangle$. Then $|x p \cap z\langle k\rangle|=1$.

Proof. Since $x \in y\langle h\rangle, y \in x\langle h\rangle$. Thus, as $z \in y q, z \in x\langle h\rangle q$. On the other hand, as $h p=\{q\}$,

$$
\langle h\rangle q=\langle h\rangle h p=\langle h\rangle p=\{1, h\} p=\{p\} \cup h p=\{p, q\} .
$$

Thus, $z \in x p$ or $z \in x q$.
From $p k=\{q\}$ and $p \neq q$ we obtain $a_{p k p}=0$. Thus, if $z \in x p$, we must have $x p \cap z\langle k\rangle=\{z\}$.
If $z \in x q$, the claim follows from $p k=\{q\}$; cf. Lemma 5.1.1.
Lemma 5.1.3 Let $y$ be an element in $X$, and let $z$ be an element in $y q$. For each element $x$ in $y\langle h\rangle$, we define $\phi(x)$ to be the unique element in $x p \cap z\langle k\rangle$. Then $\phi$ is a bijective map from $y\langle h\rangle$ to $z\langle k\rangle$.

Proof. We first show that $\phi$ is injective. We fix elements $v$ and $w$ in $y\langle h\rangle$ and assume that $v \neq w$.
From $v \in y\langle h\rangle$ and $w \in y\langle h\rangle$ we obtain $w \in v\langle h\rangle$. Thus, as $v \neq w, w \in v h$.
By definition, we have $\phi(w) \in w p$. Thus, as $w \in v h$ and $h p=\{q\}, \phi(w) \in v q$. Thus, as $\phi(v) \in v p$ and $p \neq q, \phi(v) \neq \phi(w)$.
This proves that $\phi$ is injective.
In order to show that $\phi$ is surjective we fix an element in $z\langle k\rangle$ and call it $w$.
Since $z \in y q$, we obtain from $w \in z\langle k\rangle$ that $w \in y q\langle k\rangle$. Thus, as $\{q\}=p k$, $w \in y\{p, q\}$; cf. Lemma 2.1.2(i), (ii). It follows that $w \in y p$ or $w \in y q$.
If $w \in y p, w \in y p \cap z\langle k\rangle$. Thus, $\phi(y)=w$.
If $w \in y q$, we obtain from our hypothesis $h p=\{q\}$ that $w \in y h p$. Thus, $y h$ possesses an element $v$ such that $w \in v p$. Thus, as $w \in z\langle k\rangle, w \in v p \cap z\langle k\rangle$. Thus, as $v \in y\langle h\rangle, \phi(v)=w$.

Corollary 5.1.4 We have $n_{h}=n_{k}$.
Proof. This is an immediate consequence of Lemma 5.1.3.

### 5.2 Constrained sets of involutions and injections

In this section, the letter $L$ stands for a constrained set of involutions of $S$, the letter $\rho$ for an injective map from $\langle L\rangle$ to $S$ satisfying

$$
r^{\rho} r=\left\{1^{\rho}\right\}
$$

for each element $r$ in $\langle L\rangle .{ }^{1}$
We set $m:=1^{\rho}$ and $\ell:=\ell_{L}$.
Lemma 5.2.1 Let $q$ be an element in $\langle L\rangle$, let $p$ be an element in $L_{1}(q)$, and let $r$ be an element in pq. Then $a_{r^{* \rho}} q^{*} p^{* \rho}=1$.

Proof. The statement is trivial if $q=1$. Thus, we assume that $q \neq 1$.
Assuming $q \neq 1$ we obtain elements $t$ in $\langle L\rangle$ and $l$ in $L$ such that $q \in t l$ and $\ell(q)=\ell(t)+1$; cf. Lemma 1.6.2. Thus, as $r \in p q$ and $\ell(r)=\ell(p)+\ell(q), p t$ possesses an element $u$ such that $r \in u l, \ell(u)=\ell(p)+\ell(t)$, and $\ell(r)=\ell(u)+1$; cf. Lemma 1.6.3.
From $r \in u l$ and $\ell(r)=\ell(u)+1$ we obtain $u \in L_{1}(l)$. Thus, as $r \in u l$, $r^{* \rho} l=\left\{u^{* \rho}\right\} ;$ cf. Lemma 4.1.2. Thus, by Lemma 5.1.1, $a_{r^{* \rho} l u^{* \rho}}=1$.

[^5]From $u \in p t$ and $\ell(u)=\ell(p)+\ell(t)$ we obtain $p \in L_{1}(t)$. Thus, as $u \in p t$, induction yields $a_{u^{* \rho} t^{*} p^{* \rho}}=1$. Thus, as $r^{* \rho} l=\left\{u^{* \rho}\right\}$,

$$
\sum_{s \in S} a_{r^{* \rho} l_{s}} a_{s t^{*} p^{* \rho}}=a_{r^{* \rho} l u^{* \rho}} a_{u^{* \rho} t^{*} p^{* \rho}}=1
$$

On the other hand, recall that $q \in t l$ and $\ell(q)=\ell(t)+1$. Thus, as $L$ is assumed to be constrained, $t l=\{q\}$. Thus, $l t^{*}=\left\{q^{*}\right\}$ and, by Lemma 5.1.1, $a_{t l q}=1$. The latter equation yields $a_{l t^{*} q^{*}}=1$. It follows that

$$
\sum_{s \in S} a_{r^{* \rho} s p^{* \rho}} a_{l t^{*} s}=a_{r^{* \rho} q^{*} p^{* \rho}} a_{l t^{*} q^{*}}=a_{r^{* \rho} q^{*} p^{* \rho}} .
$$

Thus, the claim follows from the equation on the structure constants that we mentioned in the introduction of this chapter.

Corollary 5.2.2 For each element $r$ in $\langle L\rangle$, we have $a_{r^{*} \rho_{r^{*} m}}=1$.
Proof. This is the case $p=1$ in Lemma 5.2.1.

### 5.3 Apartments

In this section, the letter $L$ stands for a constrained set of involutions of $S$, the letter $\rho$ for an injective map from $\langle L\rangle$ to $S$. We assume that

$$
r^{\rho} r=\left\{1^{\rho}\right\}
$$

for each element $r$ in $\langle L\rangle$, we set $m:=1^{\rho}$, we fix elements $y$ in $X$ and $z$ in $y m$, and we define $C_{y z}$ to be the union of the sets

$$
y r^{* \rho} \cap z r
$$

with $r \in\langle L\rangle$.
Recall from Corollary 5.2.2 that, for each element $r$ in $\langle L\rangle, y r^{* \rho} \cap z r$ contains exactly one element.
Let $T$ be a closed subset of $S$. A subset $W$ of $X$ is called apartment of $T$ if $|W \cap w t|=1$ for any two elements $w \in W$ and $t \in T$.
It is the goal of this section to show that $C_{y z}$ is an apartment of $\langle L\rangle$.
Since $z \in y m$ and $m=1^{\rho}, z \in y 1^{\rho}$. Thus, $z \in C_{y z}$.
Lemma 5.3.1 For each element $r$ in $\langle L\rangle,\left|C_{y z} \cap z r\right|=1$.
Proof. Let $r$ be an element in $\langle L\rangle$. The definition of $C_{y z}$ yields

$$
C_{y z} \cap z r=y r^{* \rho} \cap z r
$$

and from Lemma 5.2 .2 we know that $\left|y r^{* \rho} \cap z r\right|=1$. Thus, $\left|C_{y z} \cap z r\right|=1$.
Lemma 5.3.2 Let $p$ and $q$ be elements in $\langle L\rangle$ such that $p$ in $L_{1}(q)$. Let $v$ be an element in $z p$, and let $w$ be an element in vq. Assume that $w \in C_{y z}$. Then $v \in C_{y z}$.

Proof. From $w \in v q$ and $v \in z p$ we obtain $w \in z p q$. Thus, $p q$ possesses an element $r$ such that $w \in z r$. Thus, as $w \in C_{y z}, w \in y r^{* \rho}$. Thus, as $v \in w q^{*}$, $v \in y r^{* \rho} q^{*}$.
From $p \in L_{1}(q)$ and $r$ in $p q$ we obtain $r^{* \rho} q^{*}=\left\{p^{* \rho}\right\} ;$ cf. Lemma 4.1.2. Thus, as $v \in y r^{* \rho} q^{*}, v \in y p^{* \rho}$. Thus, as $v \in z p, v \in C_{y z}$.

As earlier, we shall now write $\ell$ instead of $\ell_{L}$.
Lemma 5.3.3 Let $p$ and $q$ be elements in $\langle L\rangle$ such that $p$ in $L_{1}(q)$. Let $x$ be an element in $C_{y z} \cap z p$. Then $\left|C_{y z} \cap x q\right|=1$.

Proof. We are assuming that $p \in L_{1}(q)$. Thus, $p q$ possesses an element $r$ with $\ell(r)=\ell(p)+\ell(q)$. Let $w$ denote the uniquely determined element in $C_{y z} \cap z r$; cf. Lemma 5.3.1.
From $w \in z r$ and $r \in p q$ we obtain $w \in z p q$. Thus, $z p$ possesses an element $v$ such that $w \in v q$. Thus, as $p \in L_{1}(q)$ and $w \in C_{y z}, v \in C_{y z}$; cf. Lemma 5.3.2. It follows that $v \in C_{y z} \cap z p$. Thus, as $x \in C_{y z} \cap z p, v=x$; cf. Lemma 5.3.1.
From $w \in v q$ and $v=x$ we obtain $w \in x q$. Thus, as $w \in C_{y z}$,

$$
w \in C_{y z} \cap x q .
$$

In order to show $\left|C_{y z} \cap x q\right|=1$ we fix an element $w^{\prime}$ in $C_{y z} \cap x q$. We shall see that $w^{\prime}=w$.
From $w^{\prime} \in x q$ and $x \in z p$ we obtain $w^{\prime} \in z p q$. From $p \in L_{1}(q)$ and $r \in p q$ we obtain $p q=\{r\}$. (Recall that $L$ is assumed to be constrained.) Thus, $w^{\prime} \in z r$. Thus, as $w^{\prime} \in C_{y z}, w^{\prime} \in C_{y z} \cap z r$. Thus, as $C_{y z} \cap z r=\{w\}, w^{\prime}=w$.

For the remainder of this section, the (constrained) set $L$ is assumed to be dichotomic.

Lemma 5.3.4 For any two elements $x$ in $C_{y z}$ and $l$ in $L$, we have $\left|C_{y z} \cap x l\right|=$ 1.

Proof. Let $x$ be an element in $C_{y z}$. Then, by definition, $\langle L\rangle$ possesses an element $r$ such that

$$
x \in y r^{* \rho} \cap z r .
$$

Let $l$ be an element in $L$. If $r \in L_{1}(l)$, we are done by Lemma 5.3.3. Therefore, we assume that $r \notin L_{1}(l)$.

Assuming that $r \notin L_{1}(l)$, we obtain $r \in L_{-1}(l)$. (Recall that $L$ is assumed to be dichotomic.) This means that $\langle L\rangle$ possesses an element $q$ such that $r \in q l$ and $\ell(r)=\ell(q)+1$.
From $x \in z r$ and $r \in q l$ we obtain $x \in z q l$. Thus, $z q$ possesses an element $w$ such that $x \in w l$. From $x \in w l$ we obtain $w \in x l$.
From $r \in q l$ and $\ell(r)=\ell(q)+1$ we obtain $q \in L_{1}(l)$. Thus, as $w \in z q, x \in w l$, and $x \in C_{y z}$, we must have $w \in C_{y z}$; cf. Lemma 5.3.2. Thus, as $w \in x l$,

$$
w \in C_{y z} \cap x l
$$

In order to show $\left|C_{y z} \cap x l\right|=1$ we fix an element $w^{\prime}$ in $C_{y z} \cap x l$. We shall see that $w^{\prime}=w$.
From $w \in x l$ and $w^{\prime} \in x l$ we obtain $w^{\prime}=w$ or $w^{\prime} \in w l$; cf. Lemma 2.1.1(ii).
Assume, by way of contradiction, that $w^{\prime} \in w l$. Then, as $w \in z q, w^{\prime} \in z q l$. On the other hand, as $L$ is assumed to be constrained, we obtain from $q \in L_{1}(l)$ and $r \in q l$ that $q l=\{r\}$. Thus, $w^{\prime} \in z r$. Thus, as $w^{\prime} \in C_{y z}, w^{\prime} \in y r^{* \rho}$.
From $w^{\prime} \in x l$ and $x \in y r^{* \rho}$ we obtain $w^{\prime} \in y r^{* \rho} l$. From $q \in L_{1}(l)$ and $r \in q l$ we obtain $r^{* \rho} l=\left\{q^{* \rho}\right\}$; cf. Lemma 4.1.2. Thus, $w^{\prime} \in y q^{* \rho}$.
From $w^{\prime} \in y r^{* \rho}$ and $w^{\prime} \in y q^{* \rho}$ we obtain $q^{* \rho}=r^{* \rho}$. Thus, as $\rho$ is assumed to be injective, we conclude that $q=r$, contrary to $\ell(r)=\ell(q)+1$.

Lemma 5.3.5 For any two elements $x$ in $C_{y z}$ and $r$ in $\langle L\rangle$, we have $1 \leq$ $\left|C_{y z} \cap x r\right|$.

Proof. Let $x$ be an element in $C_{y z}$, and let $r$ be an element in $\langle L\rangle$. There is nothing to show if $r=1$. Therefore, we assume that $r \neq 1$. Thus, by Lemma 1.6.2, there exist elements $q$ in $\langle L\rangle$ and $l$ in $L$ such that $r \in q l$ and $\ell(r)=\ell(q)+1$.
From $r \in q l$ and $\ell(r)=\ell(q)+1$ we obtain that $q \in L_{1}(l)$. Thus, as $L$ is assumed to be constrained, $q l=\{r\}$.
By induction, we may assume that $C_{y z} \cap x q$ is not empty. Let $w$ be an element in $C_{y z} \cap x q$. From Lemma 5.3.4 we obtain an element $v$ in $C_{y z} \cap w l$. From $v \in w l$ and $w \in x q$ we obtain $v \in x q l$. Thus, as $q l=\{r\}, v \in x r$. Thus, $v \in C_{y z} \cap x r$.

Lemma 5.3.6 Let $p$ and $q$ be elements in $\langle L\rangle$ with $p \neq q$, and let $l$ be an element in $L$ such that $q \in p l$. Let $v$ denote the uniquely determined element in $C_{y z} \cap z p$, let $w$ denote the uniquely determined element in $C_{y z} \cap z q$. Then $w \in v l$.

Proof. Assume first that $p \in L_{1}(l)$. Then, as $q \in p l, p l=\{q\}$. (Recall that $L$ is assumed to be constrained.)

Since $p \in L_{1}(l),\left|C_{y z} \cap v l\right|=1$; cf. Lemma 5.3.3. Let $w^{\prime}$ denote the element in $C_{y z} \cap v l$. From $w^{\prime} \in v l$ and $v \in z p$ we obtain $w^{\prime} \in z p l=z q$. Thus, $w^{\prime} \in C_{y z} \cap z q=\{w\}$. Thus, as $w^{\prime} \in v l, w \in v l$.
Assume now that $p \notin L_{1}(l)$. Then, as $p \in\langle L\rangle$ and $L$ is assumed to be dichotomic, $p \in L_{-1}(l)$. Thus, by definition, $\langle L\rangle$ possesses an element $r$ such that $p \in r l$ and $\ell(p)=\ell(r)+1$. It follows that $r \in L_{1}(l)$.
From $v \in z p$ and $p \in r l$ we obtain $v \in z r l$. Thus, $z r$ possesses an element $w^{\prime}$ such that $v \in w^{\prime} l$. From $w^{\prime} \in z r, r \in L_{1}(l), v \in w^{\prime} l$, and $v \in C_{y z}$ we obtain $w^{\prime} \in C_{y z}$; cf. Lemma 5.3.2.
Since $p \in r l, r \in p l=\{p, q\}$. If $r=p, w^{\prime} \in C_{y z} \cap z p=\{v\}$, contrary to $v \in w^{\prime} l$. Thus, $r=q$. It follows that $w^{\prime} \in C_{y z} \cap z q=\{w\}$. Thus, $w^{\prime}=w$. Thus, as $v \in w^{\prime} l, v \in w l$, and this implies $w \in v l$.

The following lemma generalizes Lemma 5.3.2. In fact, Lemma 5.3.2 is the case $x=z$ of Lemma 5.3.7.

Lemma 5.3.7 Let $p$ and $q$ be elements in $\langle L\rangle$ such that $p$ in $L_{1}(q)$. Let $x$ be an element in $C_{y z}$, let $v$ be an element in $x p$, and let $w$ be an element in $v q$. Assume that $w \in C_{y z}$. Then $v \in C_{y z}$.

Proof. We define $r$ to be the uniquely determined element in $\langle L\rangle$ which satisfies $w \in x r$ and set $n:=\ell(r)$.
There is nothing to show if $r=1$. Thus, we assume that $r \neq 1$. Then $1 \leq n$. Thus, there exist elements

$$
b_{0}, \ldots, b_{n}
$$

in $x\langle L\rangle$ and $l_{1}, \ldots, l_{n}$ in $L$ such that $x=b_{0}, v=b_{j}$ for some element $j$ in $\{1, \ldots, n\}, w=b_{n}$, and

$$
b_{i} \in b_{i-1} l_{i}
$$

for each element $i$ in $\{1, \ldots, n\}$.
For each element $i$ in $\{0, \ldots, n\}$, we define $r_{i}$ to be the uniquely determined element in $\langle L\rangle$ which satisfies

$$
b_{i} \in z r_{i} .
$$

(Then $x \in z r_{0}, v \in z r_{j}$, and $w \in z r_{n}$.)
Let $i$ be an element in $\{1, \ldots, n\}$. Then $b_{i-1} \in z r_{i-1}$ and $b_{i} \in b_{i-1} l_{i}$. It follows that $b_{i} \in z r_{i-1} l_{i}$. Thus, as $b_{i} \in z r_{i}$,

$$
r_{i} \in r_{i-1} l_{i}
$$

For each element $i$ in $\{0, \ldots, n\}$, we define $a_{i}$ to be the uniquely determined element in $C_{y z} \cap z r_{i}$. (Then $x=a_{0}$ and $w=a_{n}$.) We claim that

$$
a_{i} \in a_{i-1}\left\langle l_{i}\right\rangle
$$

for each element $i$ in $\{1, \ldots, n\}$.
In order to show this, we fix an element in $\{1, \ldots, n\}$ and call it $i$.
If $r_{i}=r_{i-1}$, the definition of $a_{i-1}$ and $a_{i}$ yields $a_{i}=a_{i-1}$. In this case, the claim is obvious. If $r_{i} \neq r_{i-1}$, we obtain from $r_{i} \in r_{i-1} l_{i}$ that $a_{i} \in a_{i-1} l_{i}$; cf. Lemma 5.3.6.
Since $\ell(r)=n, a_{0}=x=b_{0}, a_{n}=w=b_{n}$, and $a_{i} \in a_{i-1}\left\langle l_{i}\right\rangle$ for each element $i$ in $\{1, \ldots, n\}$, we must have $a_{i}=b_{i}$ for each element $i$ in $\{0, \ldots, n\}$. (Here we use the fact that $L$ is assumed to be constrained.) In particular, $v=b_{j}=a_{j} \in C_{y z}$.

Theorem 5.3.8 The set $C_{y z}$ is an apartment of $\langle L\rangle$.
Proof. Let $x$ be an element in $C_{y z}$, and let $r$ be an element in $\langle L\rangle$. We have to show $\left|C_{y z} \cap x r\right|=1$.
Due to Lemma 5.3.5, it is enough to show that $\left|C_{y z} \cap x r\right| \leq 1$. In order to show this, we fix elements $w$ and $w^{\prime}$ in $C_{y z} \cap x r$. We shall see that $w=w^{\prime}$.
There is nothing to show if $r=1$. Thus, we assume that $r \neq 1$.
From $r \neq 1$ we obtain elements $q$ in $\langle L\rangle$ and $l$ in $L$ such that $r \in q l$ and $\ell(r)=\ell(q)+1 ;$ cf. Lemma 1.6.2. It follows that $q \in L_{1}(l)$.
From $w \in x r$ and $r \in q l$ we obtain $w \in x q l$. Thus, $x q$ possesses an element $v$ such that $w \in v l$. Thus, as $q \in L_{1}(l)$ and $w \in C_{y z}, v \in C_{y z}$; cf. Lemma 5.3.7. Similarly, we obtain an element $v^{\prime}$ in $x q$ such that $w^{\prime} \in v^{\prime} l$ and $v^{\prime} \in C_{y z}$.
Since $\ell(q)=\ell(r)-1$, we may assume, by induction, that $\left|C_{y z} \cap x q\right| \leq 1$. Thus, as $v \in C_{y z} \cap x q$ and $v^{\prime} \in C_{y z} \cap x q, v=v^{\prime}$. Thus, as $w \in C_{y z} \cap v l$ and $w^{\prime} \in C_{y z} \cap v^{\prime} l, w=w^{\prime} ;$ cf. Lemma 5.3.4.

### 5.4 Twinned constrained sets of involutions

In this section, the letters $H$ and $K$ stand for constrained sets of involutions of $S .{ }^{2}$ We assume $H$ and $K$ to be twinned. The twinning maps from $\langle K\rangle$ and $\langle H\rangle$ to $S$ will be denoted by $\rho$ and $\lambda$, respectively, and we define $m$ to be the conjugating element of $H$ and $K$.

Lemma 5.4.1 Let $h$ be an element in $H$, and let $k$ denote the uniquely determined element in $K$ such that $h^{\lambda}=k^{\rho}$. Then $n_{h}=n_{k}$.

Proof. By definition, we have $h h^{\lambda}=\{m\}=k^{\rho} k$. Thus, as $h^{\lambda}=k^{\rho}$, we obtain the desired equation $n_{h}=n_{k}$ from Corollary 5.1.4.

[^6]We now come to apartments. Therefore, we assume the (constrained) sets $H$ and $K$ to be dichotomic. We also assume that $K$ (and hence $H$ ) does not contain thin elements.
We fix elements $y$ and $z$ in $X$ satisfying $z \in y m$. We define $A_{y z}$ to be the union of the sets $y p \cap z p^{\lambda *}$ with $p \in\langle H\rangle$. By $B_{y z}$ we mean the union of the sets $y q^{* \rho} \cap z q$ with $q \in\langle K\rangle$. From Theorem 5.3 .8 we know that $A_{y z}$ is an apartment of $\langle H\rangle$ and $B_{y z}$ an apartment of $\langle K\rangle$.

Proposition 5.4.2 Let $p$ be an element in $\langle H\rangle$, let $q$ be an element in $\langle K\rangle$, let $v$ denote the uniquely determined element in $y p \cap A_{y z}$, let $w$ denote the uniquely determined element in $B_{y z} \cap z q$. Then $p^{\lambda}=q^{\rho}$ if and only if $w \in v m$.

Proof. Assume first that $p^{\lambda}=q^{\rho}$. Then, as $v \in y p \cap A_{y z}, v \in z q^{\rho *}$. From this we obtain $z \in v q^{\rho}$. Thus, as $w \in z q, w \in v q^{\rho} q$. Thus, as $q^{\rho} q=\{m\}, w \in v m$.
Assume now that $w \in v m$. Then, as $v \in y p, w \in y p m$. On the other hand, we are assuming that $w \in B_{y z} \cap z q$, so that $w \in y q^{* \rho}$. Thus, $q^{* \rho} \in p m$.
Let $t$ denote the uniquely determined element in $\langle H\rangle$ satisfying $t^{\lambda}=q^{\rho}$; cf. Lemma 4.3.3. We shall be done if we succeed in showing that $t=p$.
From $t^{\lambda}=q^{\rho}$ we obtain $t^{* \lambda}=q^{* \rho}$; cf. Lemma 4.4.1. (Recall that $H$ and $K$ are assumed to be dichotomic.) Thus, as $q^{* \rho} \in p m, t^{* \lambda} \in p m$. Thus, by Lemma $4.2 .2, \ell_{H}(t) \leq \ell_{H}(p)$.
From $t^{\lambda}=q^{\rho}$ we also obtain $\ell_{H}(t)=\ell_{K}(q)$; cf. Lemma 4.4.2. Thus, $\ell_{K}(q) \leq$ $\ell_{H}(p)$.
Similarly, one proves $\ell_{H}(p) \leq \ell_{K}(q)$, so that $\ell_{H}(p)=\ell_{K}(q)$. Thus, as $\ell_{H}(t)=$ $\ell_{K}(q), \ell_{H}(p)=\ell_{H}(t)$. Thus, as $t^{* \lambda} \in p m$, Lemma 4.2.3 yields $t=p$.

Theorem 5.4.3 For each element $v$ in $A_{y z}$, we have $\left|v m \cap B_{y z}\right|=1$.
Proof. Let $v$ be an element in $A_{y z}$, let $p$ denote the uniquely determined element of $\langle H\rangle$ satisfying $v \in y p$, let $q$ denote the uniquely determined element of $\langle K\rangle$ satisfying $p^{\lambda}=q^{\rho}$, and let $w$ denote the uniquely determined element of $B_{y z} \cap z q$. Then, by Proposition 5.4.2, $w \in v m$.
In order to show uniqueness we fix an element $w^{\prime}$ in $v m \cap B_{y z}$. We shall be done if we succeed in showing that $w=w^{\prime}$.
Let $q^{\prime}$ denote the uniquely determined element of $\langle K\rangle$ satisfying $w^{\prime} \in z q^{\prime}$. Then, as $w^{\prime} \in v m, p^{\lambda}=q^{\prime \rho}$; cf. Proposition 5.4.2. Thus, as $p^{\lambda}=q^{\rho}, q^{\prime \rho}=q^{\rho}$. Thus, as $\rho$ is assumed to be injective, $q^{\prime}=q$. Thus, as $w^{\prime} \in z q^{\prime}, w^{\prime} \in z q$. Thus, as $B_{y z} \cap z q=\{w\}, w=w^{\prime}$.

Similar to Theorem 5.4.3 one can show that, for each element $w$ in $B_{y z}$, there exists exactly one element $v$ in $A_{y z}$ such that $w \in v m$. Thus, the restriction of $m$ to $A_{y z} \times B_{y z}$ establishes a bijective map between $A_{y z}$ and $B_{y z}$.

## Buildings

In this chapter, we connect Coxeter sets of hypergroups, Coxeter schemes, buildings, and twin buildings.
Section 6.2 is devoted to the proof of the fact that Coxeter sets of hypergroups and Coxeter groups are equivalent notions. We shall prove this fact in Theorem 6.2.6. In Section 6.3, we associate a building to each Coxeter scheme. (This will be done in Theorem 6.3.1.) In Section 6.4 (more specifically, in Theorem 6.4.9) we, conversely, will associate a Coxeter scheme to each building.

That the two constructions given by Theorem 6.3.1 and Theorem 6.4.9 are inverse to each other will be the contents of Section 6.5. In fact, Theorem 6.5.2 will show that Coxeter schemes and buildings are equivalent notions. ${ }^{1}$ Finally, Theorem 6.6.2 shows that twinned Coxeter sets give rise to twin buildings. Whether each twin building arises from our construction seems to be unknown.
We shall now fix terminology and notation which will be needed in this chapter. In order to do so we fix a set and call it $I$.
We define $\mathbf{F}(I)$ to be the free monoid over $I$ and denote by $*$ the multiplication of $\mathbf{F}(I)$.
Let $i$ and $j$ be elements in $I$ such that $i \neq j$, let $n$ be a positive integer, and let $i_{1}, \ldots, i_{n}$ be elements in $I$ such that, for each element $m$ in $\{1, \ldots, n\}$, $i_{m}=i$ if $m$ is odd and $i_{m}=j$ if $m$ is even. We define

$$
\mathbf{f}_{n}(i, j):=i_{1} * \cdots * i_{n}
$$

and will use this notation at several instances throughout this chapter.

[^7]We denote by $\lambda_{I}$ the uniquely determined monoid homomorphism from $\mathbf{F}(I)$ to the additive monoid of the nonnegative integers which sends each element $i$ of $I$ to $1 .{ }^{2}$
Let $c$ be a Coxeter matrix over $I$ (in the sense of [4; 2.11]).
The set of all elements in $\mathbf{F}(I)$ which are reduced with respect to $c$ (in the sense of [5; Section 3.1]) will be denoted by $\mathbf{F}_{c}(I)$. We shall always speak about $c$-reduced elements if we mean elements in $\mathbf{F}(I)$ that are reduced with respect to $c$.
If two elements e and $\mathbf{f}$ of $\mathbf{F}(I)$ are $c$-homotopic (in the sense of [5; Section 3.4.1]), we indicate this by writing $\mathbf{e} \sim_{c} \mathbf{f}$.

Note that $\sim_{c}$ is an equivalence relation on $\mathbf{F}(I)$. From the definition of $\sim_{c}$ one obtains that each equivalence class of $\sim_{c}$ is either subset of $\mathbf{F}_{c}(I)$ or disjoint from $\mathbf{F}_{c}(I)$. We define $\mathcal{H}_{c}(I)$ to be the set of the equivalence classes of $\sim_{c}$ which are subsets of $\mathbf{F}_{c}(I)$.
For each element $\mathbf{f}$ in $\mathbf{F}_{c}(I)$, the equivalence class of $\sim_{c}$ which contains $\mathbf{f}$ will be denoted by $[\mathbf{f}]_{c}$.

### 6.1 Hypergroups and free monoids

In this short section, the letter $S$ stands for a hypergroup.
Let $I$ be a set, and let $\rho$ be a monoid homomorphism from $\mathbf{F}(I)$ to the monoid of all nonempty subsets of $\langle L\rangle$. Assume that $|\rho(i)|=1$ for each element $i$ in $I$ and that $\left.\rho\right|_{I}$ is injective. Define $R$ to be the set of all elements $s$ in $S$ for which there exists an element $i$ in $I$ with $\rho(i)=\{s\}$.

Lemma 6.1.1 Set $\ell:=\ell_{R}$ and $\lambda=\lambda_{I}$. Let $s$ be an element in $\langle R\rangle$. Then the following hold.
(i) Let $\mathbf{f}$ be an element in $\mathbf{F}(I)$ with $s \in \rho(\mathbf{f})$. Then $\ell(s) \leq \lambda(\mathbf{f})$.
(ii) There exists an element $\mathbf{f}$ in $\mathbf{F}(I)$ such that $s \in \rho(\mathbf{f})$ and $\ell(s)=\lambda(\mathbf{f})$.

Proof. (i) Set $n:=\lambda(\mathbf{f})$. There is nothing to show if $n=0$. Thus, we assume that $1 \leq n$.
From $1 \leq n$ we obtain elements $i_{1}, \ldots, i_{n}$ in $I$ such that $\mathbf{f}=i_{1} * \cdots * i_{n}$. Thus, as $s \in \rho(\mathbf{f})$,

$$
s \in \rho\left(i_{1} * \cdots * i_{n}\right)=\rho\left(i_{1}\right) \cdots \rho\left(i_{n}\right) \subseteq R^{n}
$$

Thus, $\ell(s) \leq \lambda(\mathbf{f})$.
(ii) Set $n:=\ell(s)$. Then there exist elements $r_{1}, \ldots, r_{n}$ in $R$ such that

$$
s \in r_{1} \cdots r_{n}
$$

[^8]Then there exist elements $i_{1}, \ldots, i_{n}$ in $I$ such that $\rho\left(i_{m}\right)=\left\{r_{m}\right\}$ for each element $m$ in $\{1, \ldots, n\}$.
Set $\mathbf{f}:=i_{1} * \cdots * i_{n}$. Then

$$
s \in \rho\left(i_{1}\right) \cdots \rho\left(i_{n}\right)=\rho\left(i_{1} * \cdots * i_{n}\right)=\rho(\mathbf{f})
$$

and $\ell(s)=\lambda(\mathbf{f})$.

### 6.2 Coxeter sets of hypergroups and free monoids

Throughout this section, the letter $S$ stands for a hypergroup, the letter $L$ for a Coxeter set of $S$. Instead of $\ell_{L}$ we shall write $\ell$.
Let $c_{L}$ denote the restriction of $c$ to $L \times L .{ }^{3}$ Then $c_{L}$ is a Coxeter matrix over $L$. For the remainder of this section, we shall write $\sim_{L}$ instead of $\sim_{c_{L}}$.
We denote by $\rho_{L}$ the uniquely determined monoid homomorphism from $\mathbf{F}(L)$ to the monoid of all nonempty subsets of $\langle L\rangle$ which sends each element $l$ in $L$ to $\{l\}$. Within this section, however, we set $\rho:=\rho_{L}$ so that we have

$$
\rho(l)=\{l\}
$$

for each element $l$ in $L$.
Lemma 6.2.1 Let $\mathbf{d}$ and $\mathbf{e}$ be elements in $\mathbf{F}(L)$ such that $\mathbf{d} \sim_{L}$ e. Then $\rho(\mathbf{d})=\rho(\mathbf{e})$.

Proof. Let $h$ and $k$ be elements in $L$ such that $h \neq k$, assume that $c(h, k)$ is an integer, and set $n:=c(h, k)$. Then, by Lemma 2.3.4, $R_{n}(h, k) \cap R_{n}(k, h)$ is not empty. ${ }^{4}$
On the other hand, by Lemma 2.4.5, $\left|R_{n}(h, k)\right|=1$ and $\left|R_{n}(k, h)\right|=1$. Thus,

$$
\rho\left(\mathbf{f}_{n}(h, k)\right)=R_{n}(h, k)=R_{n}(k, h)=\rho\left(\mathbf{f}_{n}(k, h)\right) .
$$

Now the statement follows by induction.
Recall that $\lambda_{L}$ stands for the uniquely determined monoid homomorphism from $\mathbf{F}(L)$ to the additive monoid of the nonnegative integers which sends each element $l$ of $L$ to 1 . Within this section, we shall write $\lambda$ instead of $\lambda_{L}$.

Theorem 6.2.2 Let $\mathbf{d}$ and $\mathbf{e}$ be elements in $\mathbf{F}(L)$. Assume that $\lambda(\mathbf{d})=\lambda(\mathbf{e})$ and that $\rho(\mathbf{d}) \cap \rho(\mathbf{e})$ possesses an element $s$ with $\ell(s)=\lambda(\mathbf{d})$. Then $\mathbf{d} \sim_{L} \mathbf{e}$.

[^9]Proof. The statement is obviously true if $\lambda(\mathbf{d})=0$. Therefore, we assume that $1 \leq \lambda(\mathbf{d})$.
From $1 \leq \lambda(\mathbf{d})$ we obtain elements $\mathbf{d}^{\prime}$ in $\mathbf{F}(L)$ and $h$ in $L$ such that $\mathbf{d}=\mathbf{d}^{\prime} * h$. Thus, as $s \in \rho(\mathbf{d}), s \in \rho\left(\mathbf{d}^{\prime}\right) h$. Thus, $\rho\left(\mathbf{d}^{\prime}\right)$ possesses an element $p$ such that $s \in p h$.
Since $p \in \rho\left(\mathbf{d}^{\prime}\right), \ell(p) \leq \lambda\left(\mathbf{d}^{\prime}\right)$; cf. Lemma 6.1.1(i). Thus, as $\ell(s)=\lambda(\mathbf{d})=$ $\lambda\left(\mathbf{d}^{\prime}\right)+1, \ell(p) \leq \ell(s)-1$. Since $s \in p h, \ell(s)-1 \leq \ell(p)$. Thus, $\ell(p)=\ell(s)-1$. Thus, as $s \in p h, s \in L_{-1}(h)$.
Let $\mathbf{e}^{\prime}$ be an element in $\mathbf{F}(L)$, and let $k$ be an element in $L$ such that $\mathbf{e}=$ $\mathbf{e}^{\prime} * k$. Then, as $s \in \rho(\mathbf{e}), s \in \rho\left(\mathbf{e}^{\prime}\right) k$. Thus, $\rho\left(\mathbf{e}^{\prime}\right)$ possesses an element $q$ such that $s \in q k$. Similar to the reasoning in the previous paragraph, we obtain $s \in L_{-1}(k)$.
Assume that $h=k$. Then, as $L$ is assumed to be constrained, we obtain $p=q$; cf. Lemma 2.4.1. Thus, by induction, $\mathbf{d}^{\prime} \sim_{L} \mathbf{e}^{\prime}$. Thus, as $h=k, \mathbf{d} \sim_{L} \mathbf{e}$, and we are done.
Assume now that $h \neq k$, and set $M:=\{h, k\}$. Then, as $s \in L_{-1}(h)$ and $s \in L_{-1}(k),\langle M\rangle$ is finite; cf. Lemma 3.4.1. Thus, by Theorem 3.4.2, $M_{-1}(M)$ contains exactly one element. Staying consistent with the notation of Section 3.4 we denote this element by $m_{M}$.

Set $m:=m_{M}$. Then, by Proposition 2.3.6, $\ell_{M}(m)=c(h, k)$. Now recall from Lemma 3.1.1 that $\ell_{M}(m)=\ell(m)$. Thus,

$$
\ell(m)=c(h, k)
$$

Since $s \in L_{-1}(h)$ and $s \in L_{-1}(k), s \in L_{-1}(M)$. Thus, by Theorem 3.1.5, $s \in L_{-1}(\langle M\rangle)$. Thus, as $m \in\langle M\rangle, s \in L_{-1}(m)$. Thus, $\langle L\rangle$ possesses an element $r$ such that $s \in r m$ and $\ell(s)=\ell(r)+\ell(m)$.
Since $m \in M_{-1}(h),\langle M\rangle$ possesses an element $a$ such that $m \in a h$ and $\ell(m)=$ $\ell(a)+1$.
From $s \in r m, \ell(s)=\ell(r)+\ell(m), m \in a h$, and $\ell(m)=\ell(a)+1$ we obtain an element $p^{\prime}$ in ra such that $s \in p^{\prime} h, \ell\left(p^{\prime}\right)=\ell(r)+\ell(a)$, and $\ell(s)=\ell\left(p^{\prime}\right)+1$; cf. Lemma 1.6.3.
Now recall that $s \in p h$ and $\ell(s)=\ell(p)+1$. Thus, as $s \in p^{\prime} h$ and $\ell(s)=\ell\left(p^{\prime}\right)+1$, we must have $p^{\prime}=p$; cf. Lemma 2.4.1. It follows that

$$
p \in r a \quad \text { and } \quad \ell(p)=\ell(r)+\ell(a)
$$

Set $\mu:=\ell(m)$. Then $\ell(a)=\mu-1$. Thus, by Lemma 2.2.2, $a \in R_{\mu-1}(h, k)$ or $a \in R_{\mu-1}(k, h)$. It follows that $a \in \rho\left(\mathbf{f}_{\mu-1}(h, k)\right)$ or $a \in \rho\left(\mathbf{f}_{\mu-1}(k, h)\right)$. Set

$$
\mathbf{b}:=\left\{\begin{array}{l}
\mathbf{f}_{\mu-1}(h, k) \text { if } \mu \text { is odd } \\
\mathbf{f}_{\mu-1}(k, h) \text { if } \mu \text { is even. }
\end{array}\right.
$$

Then, as $m \in a h$ and $\ell(m)=\ell(a)+1$,

$$
a \in \rho(\mathbf{b}) \quad \text { and } \quad \ell(a)=\lambda(\mathbf{b})
$$

Now recall that $r \in\langle L\rangle$. Thus, $\mathbf{F}(L)$ possesses an element a such that

$$
r \in \rho(\mathbf{a}) \quad \text { and } \quad \ell(r)=\lambda(\mathbf{a})
$$

cf. Lemma 6.1.1(ii).
From $p \in r a, r \in \rho(\mathbf{a})$, and $a \in \rho(\mathbf{b})$ we obtain

$$
p \in \rho(\mathbf{a}) \rho(\mathbf{b})=\rho(\mathbf{a} * \mathbf{b}) .
$$

From $\ell(p)=\ell(r)+\ell(a), \ell(r)=\lambda(\mathbf{a})$, and $\ell(a)=\lambda(\mathbf{b})$ we obtain

$$
\lambda\left(\mathbf{d}^{\prime}\right)=\ell(p)=\lambda(\mathbf{a})+\lambda(\mathbf{b})=\lambda(\mathbf{a} * \mathbf{b}) .
$$

Thus, as $p \in \rho\left(\mathbf{d}^{\prime}\right)$, induction yields

$$
\mathbf{d}^{\prime} \sim_{L} \mathbf{a} * \mathbf{b}
$$

It follows that

$$
\mathbf{d} \sim_{L} \mathbf{a} * \mathbf{b} * h
$$

Similarly,

$$
\mathbf{e} \sim_{L} \mathbf{a} * \mathbf{c} * k
$$

where

$$
\mathbf{c}:=\left\{\begin{array}{l}
\mathbf{f}_{\mu-1}(k, h) \text { if } \mu \text { is odd } \\
\mathbf{f}_{\mu-1}(h, k) \text { if } \mu \text { is even. }
\end{array}\right.
$$

Now recall that $\mu=c(h, k)$. Thus, $\mathbf{b} * h \sim_{L} \mathbf{c} * k$. It follows that $\mathbf{d} \sim_{L} \mathbf{e}$.
We set

$$
\mathbf{F}_{c}(L):=\mathbf{F}_{c_{L}}(L)
$$

(Recall that $c_{L}$ is a Coxeter matrix over $L$.)
Proposition 6.2.3 Let $\mathbf{f}$ be an element in $\mathbf{F}(L)$. Then the following statements are equivalent.
(a) The set $\rho(\mathbf{f})$ possesses an element such that $\ell(s)=\lambda(\mathbf{f})$.
(b) We have $\mathbf{f} \in \mathbf{F}_{c}(L)$.

Proof. (a) $\Rightarrow$ (b) Assume that $\mathbf{f} \notin \mathbf{F}_{c}(L)$. Then there exist elements $\mathbf{a}$ and $\mathbf{b}$ in $\mathbf{F}_{c}(L)$ and $l$ in $L$ such that

$$
\mathbf{f} \sim_{L} \mathbf{a} * l * l * \mathbf{b}
$$

cf. [5; Proposition 2(i)]. From $\mathbf{f} \sim_{L} \mathbf{a} * l * l * \mathbf{b}$ we obtain $\rho(\mathbf{f})=\rho(\mathbf{a}) l l \rho(\mathbf{b})$; cf. Lemma 6.2.1. Thus, for each element $s$ in $\rho(\mathbf{f})$,

$$
s \in \rho(\mathbf{a}) l l \rho(\mathbf{b}) \subseteq \rho(\mathbf{a}) \rho(\mathbf{b}) \cup \rho(\mathbf{a}) l \rho(\mathbf{b})
$$

cf. 2.1.1(ii). It follows that $\ell(s) \leq \lambda(\mathbf{f})-1$ for each element $s$ in $\rho(\mathbf{f})$; cf. Lemma 6.1.1(i).
$(\mathrm{b}) \Rightarrow$ (a) Assume the statement to be false. Among the elements in $\mathbf{F}_{c}(L)$ violating the implication we fix $\mathbf{f}$ such that $\lambda(\mathbf{f})$ is as small as possible.
The choice of $\mathbf{f}$ forces $1 \leq \lambda(\mathbf{f})$. Thus, there exist elements $\mathbf{e}$ in $\mathbf{F}_{c}(L)$ and $l$ in $L$ such that $\mathbf{f}=\mathbf{e} * l$. From $\mathbf{f}=\mathbf{e} * l$ we obtain $\lambda(\mathbf{e})=\lambda(\mathbf{f})-1$. Thus, the minimal choice of $\mathbf{f}$ yields an element $q$ in $\rho(\mathbf{e})$ such that $\ell(q)=\lambda(\mathbf{e})$.
Assume that $q \in L_{1}(l)$. Then, by definition, $q l$ possesses an element $s$ such that $\ell(s)=\ell(q)+1$. Thus, as $\ell(q)=\lambda(\mathbf{f})-1, \ell(s)=\lambda(\mathbf{f})$. On the other hand, $s \in q l \subseteq \rho(\mathbf{e}) l=\rho(\mathbf{e} * l)=\rho(\mathbf{f})$, contrary to the choice of $\mathbf{f}$.
Assume that $q \notin L_{1}(l)$. Then, by Lemma 2.5.2, $q \in L_{-1}(l)$. Thus, $\langle L\rangle$ possesses an element $p$ such that $q \in p l$ and $\ell(q)=\ell(p)+1$. Since $p \in\langle L\rangle$, there exists an element $\mathbf{d}$ in $\mathbf{F}_{c}(L)$ such that $p \in \rho(\mathbf{d})$ and $\ell(p)=\lambda(\mathbf{d})$; cf. Lemma 6.1.1(ii). Then $\lambda(\mathbf{d} * l)=\lambda(\mathbf{f})$ and

$$
q \in \rho(\mathbf{d} * l) \cap \rho(\mathbf{e})
$$

Thus, by Theorem 6.2.2, $\mathbf{d} * l \sim_{L} \mathbf{e}$. Thus, as $\mathbf{f}=\mathbf{e} * l, \mathbf{f} \notin \mathbf{F}_{c}(L)$, contrary to the choice of $\mathbf{f}$.

Corollary 6.2.4 Let $\mathbf{f}$ be an element in $\mathbf{F}_{c}(L)$. Then $|\rho(\mathbf{f})|=1$.
Proof. Since we have $\rho(l)=\{l\}$ for each element $l$ in $L$, we may assume that $\mathbf{f} \notin L$.
Since $\mathbf{f} \in \mathbf{F}_{c}(L), \rho(\mathbf{f})$ possesses an element $q$ such that $\ell(q)=\lambda(\mathbf{f})$; cf. Proposition 6.2.3. Since $\mathbf{f} \notin L$, there exist elements $\mathbf{e}$ in $\mathbf{F}_{c}(L)$ and $l$ in $L$ such that $\mathbf{f}=\mathbf{e} * l$. From $q \in \rho(\mathbf{f})$ and $\mathbf{f}=\mathbf{e} * l$ we obtain $q \in \rho(\mathbf{e}) l$.
By induction (on $\lambda(\mathbf{f})$ ), $\rho(\mathbf{e})$ possesses an element $p$ such that $\rho(\mathbf{e})=\{p\}$. Thus, as $q \in \rho(\mathbf{e}) l, q \in p l$.
From $p \in \rho(\mathbf{e})$ we also obtain $\ell(p) \leq \lambda(\mathbf{e})$; cf. Lemma 6.1.1(i). Thus, as $\ell(q)=\lambda(\mathbf{f})$ and $q \in p l, p \in L_{1}(l)$. Thus, as $L$ is assumed to be constrained, $q \in p l$ yields $p l=\{q\}$. Thus, as $\rho(\mathbf{e})=\{p\}, \rho(\mathbf{f})=\{q\}$.

The following result is a partial converse of Lemma 6.2.1.
Corollary 6.2.5 Let $\mathbf{d}$ and $\mathbf{e}$ be elements in $\mathbf{F}_{c}(L)$ such that $\rho(\mathbf{d})=\rho(\mathbf{e})$. Then $\mathbf{d} \sim_{L} \mathbf{e}$.

Proof. Since $\mathbf{d} \in \mathbf{F}_{c}(L), \rho(\mathbf{d})$ possesses an element $p$ such that $\ell(p)=\lambda(\mathbf{d})$; cf. Proposition 6.2.3. Similarly, $\lambda(\mathbf{e})$ possesses an element $q$ such that $\ell(q)=$ $\lambda(\mathbf{e})$.
On the other hand, by Corollary $6.2 .4,|\rho(\mathbf{d})|=1$ and $|\rho(\mathbf{e})|=1$. Thus, $p=q$. It follows that $\lambda(\mathbf{d})=\ell(p)=\ell(q)=\lambda(\mathbf{e})$ and, by Theorem 6.2.2, $\mathbf{d} \sim_{L} \mathbf{e}$.

For the remainder of this section, we set

$$
\mathcal{H}(L):=\mathcal{H}_{c_{L}}(L)
$$

Thus, $\mathcal{H}(L)$ is the set of all equivalence classes of $\sim_{L}$ which are subsets of $\mathbf{F}_{c}(L)$.
We also set

$$
[\mathbf{f}]:=[\mathbf{f}]_{c_{L}}
$$

for each element $\mathbf{f}$ in $\mathbf{F}_{c}(L)$. Thus, for each element $\mathbf{f}$ in $\mathbf{F}_{c}(L),[\mathbf{f}]$ is the equivalence class of $\sim_{L}$ which contains $\mathbf{f}$.
We are now in the position to prove the main result of this section. Recall that the letter $L$ stands for a Coxeter set of the hypergroup $S$.

Theorem 6.2.6 There exists a bijective map $\omega$ from $\langle L\rangle$ to $\mathcal{H}(L)$ such that, for any two elements $s$ in $\langle L\rangle$ and $\mathbf{f}$ in $\mathbf{F}_{c}(L), \omega(s)=[\mathbf{f}]$ if and only if $s \in \rho(\mathbf{f})$.

Proof. Let $s$ be an element in $\langle L\rangle$. Then $\mathbf{F}_{c}(L)$ possesses an element $\mathbf{f}$ such that $s \in \rho(\mathbf{f})$; cf. Lemma 6.1.1(ii) and Proposition 6.2.3. We define

$$
\omega(s):=[\mathbf{f}] .
$$

Let $\mathbf{d}$ and $\mathbf{e}$ be elements in $\mathbf{F}_{c}(L)$ such that $s \in \rho(\mathbf{d})$ and $s \in \rho(\mathbf{e})$. Then, by Corollary 6.2.4, $\rho(\mathbf{d})=\rho(\mathbf{e})$. Thus, by Corollary 6.2.5, $\mathbf{d} \sim_{L} \mathbf{e}$. This shows that $\omega$ is well defined.
That $\omega$ is surjective is obvious. That $\omega$ is injective follows from Corollary 6.2.4.

That $\omega(s)=[\mathbf{f}]$ if and only if $s \in \rho(\mathbf{f})$ for any two elements $s$ in $\langle L\rangle$ and $\mathbf{f}$ in $\mathbf{F}_{c}(L)$ follows right from the definition of $\omega$.

Since there is a natural bijection between $\mathcal{H}(L)$ and the Coxeter group of type $c_{L}$, Theorem 6.2.6 establishes a bijection between Coxeter sets of hypergroups and Coxeter groups.
The bijective map $\omega$ which was established in Theorem 6.2 .6 will be called the signature of $L$.

### 6.3 From Coxeter schemes to buildings

It is the purpose of this section to associate to each Coxeter scheme a building. First we give the definition of a Coxeter scheme.
Let $S$ be a scheme, and let $L$ be a Coxeter set of $S$. The scheme $S$ is called a Coxeter scheme with respect to $L$ if $S=\langle L\rangle$.
And here is the definition of a building. We take it from [7].

Let $c$ be a Coxeter matrix with vertex set $I$, and let $(W, r)$ be a Coxeter system of type $c$. A building of type $c$ is a pair $(X, \delta)$, where $X$ is a chamber system whose index set is $I$ and $\delta$ is a function from $X \times X$ to $W$, such that

$$
\delta(y, z)=r_{\mathbf{f}} \quad \Leftrightarrow \quad \text { there is a gallery in } X \text { of type } \mathbf{f} \text { from } y \text { to } z
$$

for each $c$-reduced word $\mathbf{f}$ in $\mathbf{F}(I)$ and for each ordered pair $(y, z)$ of chambers. ${ }^{5}$ A chamber system $X$ is called regular if any two equivalence classes of a given equivalence relation of $X$ have the same cardinality. For the remainder of these notes, all buildings are assumed to be regular.
Let $X$ be a set, let $S$ be a scheme on $X$, let $L$ be a set of involutions of $S$, and assume that $S$ is a Coxeter scheme with respect to $L$. We shall now associate a building to $S$.
Let $l$ be an element in $L$. Then, by Lemma 2.1.1(i), $l$ is a symmetric binary relation and, by Lemma 2.1.1(ii), $l$ is transitive. Thus, $1_{X} \cup l$ is an equivalence relation. It follows that

$$
\left(X,\left\{1_{X} \cup l \mid l \in L\right\}\right)
$$

is a regular chamber system (whose index set is $L$ ).
Let $(W, r)$ be a Coxeter system of type $c_{L} .{ }^{6}$
We denote by $\psi$ the signature of $\left\{r_{l} \mid l \in L\right\}$ and by $\omega$ the signature of $L$. For any two elements $y$ and $z$ in $X$, we define $\sigma(y, z)$ to be the uniquely determined element $s$ in $S$ satisfying $(y, z) \in s$. Then

$$
\psi^{-1} \circ \omega \circ \sigma
$$

is a map from $X \times X$ to $W$. It will be called the distance function associated to the Coxeter set $L$.

Theorem 6.3.1 Let $X$ be a set, let $S$ be a scheme on $X$, let $L$ be a set of involutions of $S$ such that $S$ is a Coxeter scheme with respect to $L$, and let $\delta$ denote the distance function associated to $L$. Then $(X, \delta)$ is a building of type $c_{L}$.

Proof. Let $(W, r)$ be a Coxeter system of type $c_{L}$, let $\psi$ denote the signature of the set $\left\{r_{l} \mid l \in L\right\}$, and let $\omega$ denote the signature of $L$. For any two elements

[^10]$y$ and $z$ in $X$, define $\sigma(y, z)$ to be the uniquely determined element $s$ in $S$ satisfying $(y, z) \in s$. Then, as $\delta$ is the distance function associated to $L$, we have
$$
\delta=\psi^{-1} \circ \omega \circ \sigma
$$

Let $y$ and $z$ be elements in $X$, and let $\mathbf{f}$ be a $c_{L}$-reduced element in $\mathbf{F}(L)$. We have to show that

$$
\delta(y, z)=r_{\mathbf{f}} \quad \Leftrightarrow \quad \text { there is a gallery in } X \text { of type } \mathbf{f} \text { from } y \text { to } z .
$$

Set $s:=\sigma(y, z)$. Then

$$
\delta(y, z)=\left(\psi^{-1} \circ \omega \circ \sigma\right)(y, z)=\psi^{-1}(\omega(\sigma(y, z)))=\psi^{-1}(\omega(s)) .
$$

Thus, setting $[\mathbf{f}]:=[\mathbf{f}]_{c_{L}}$, we have

$$
\delta(y, z)=r_{\mathbf{f}} \quad \Leftrightarrow \quad \psi^{-1}(\omega(s))=r_{\mathbf{f}} \quad \Leftrightarrow \quad \omega(s)=[\mathbf{f}] .
$$

Following our notation of Section 6.2 we now denote by $\rho_{L}$ the uniquely determined monoid homomorphism from $\mathbf{F}(L)$ to the monoid of all nonempty subsets of $\langle L\rangle$ which sends each element $l$ in $L$ to $\{l\}$. Set $\rho:=\rho_{L}$. Then, by Theorem 6.2.6,

$$
\omega(s)=[\mathbf{f}] \quad \Leftrightarrow \quad s \in \rho(\mathbf{f}) .
$$

Since $(y, z) \in s$, this last statement means that there is a gallery in $X$ of type $\mathbf{f}$ from $y$ to $z$.
That $(X, \delta)$ has type $c_{L}$ follows from the definition of $\delta$.
The building $(X, \delta)$ which was constructed in Theorem 6.3.1 is called the building associated to the Coxeter scheme $S$.

### 6.4 From buildings to Coxeter schemes

In this section, we associate to each building a Coxeter scheme.
Let $(X, \delta)$ be a (regular) building. We denote by $c$ the type of $(X, \delta)$ and by $I$ the vertex set of $c$. Then, by definition, there exists a Coxeter system ( $W, r$ ) of type $c$ such that $\delta$ is a map from $X \times X$ to $W$ satisfying

$$
\delta(y, z)=r_{\mathbf{f}} \quad \Leftrightarrow \quad \text { there is a gallery in } X \text { of type } \mathbf{f} \text { from } y \text { to } z
$$

for any three elements $y$ and $z$ in $X$ and $\mathbf{f}$ in $\mathbf{F}_{c}(I)$.
For each element $w$ in $W$, we set

$$
s_{w}:=\{(y, z) \in X \times X \mid \delta(y, z)=w\} .
$$

We define

$$
S:=\left\{s_{w} \mid w \in W\right\}
$$

Note that, for each element $w$ in $W, s_{w}$ is the set of all preimages of $w$ under $\delta$. Thus, $w \mapsto s_{w}$ is a bijective map from $W$ to $S$.

Proposition 6.4.1 The set $S$ is a scheme on $X$.
Proof. For any two elements $y$ and $z$ in $X$, we have $(y, z) \in s_{\delta(y, z)}$. For any four elements $u$ and $v$ in $W$ and $y$ and $z$ in $X$ with $(y, z) \in s_{u} \cap s_{v}$, we have $u=\delta(y, z)=v$ and then $s_{u}=s_{v}$. Thus, $S$ is a partition of $X \times X$.
Note also that $s_{1_{W}}=1_{X}$ (where $1_{W}$ is the identity of the group $W$ and $1_{X}$ the identity on $X$ ) and that $s_{w^{-1}}=\left(s_{w}\right)^{*}$ for each element $w$ in $W$. Thus, in order to show that $S$ is a scheme, we just have to verify the regularity condition for $S$.
Let $u, v$, and $w$ be elements in $W$, let $y$ be an element in $X$, let $z$ be an element in $y s_{w}$, and set

$$
A:=y s_{u} \cap z s_{v^{*}}
$$

We have to show that the cardinality $a$ of $A$ does not depend on $y$ or $z$.
Let d be an element in $\mathbf{F}_{c}(I)$ such that $u=r_{\mathbf{d}}$, let $\mathbf{e}$ be an element in $\mathbf{F}_{c}(I)$ such that $v=r_{\mathbf{e}}$, and let $\mathbf{f}$ be an element in $\mathbf{F}_{c}(I)$ such that $w=r_{\mathbf{f}}$. By induction, we may assume that $\mathbf{e} \in I$. We set $i:=\mathbf{e}$.
Let $x$ be an element in $A$. From $x \in y s_{u}$ and $u=r_{\mathbf{d}}$ we obtain a gallery of type $\mathbf{d}$ from $y$ to $x$. Moreover, as $\mathbf{d} \in \mathbf{F}_{c}(I)$, there exists at most one such gallery; cf. [5; Theorem 2]. From $z \in x s_{v}$ and $v=r_{\mathbf{i}}$ we obtain a gallery of type $i$ from $x$ to $z$. This shows that $a$ is equal to the number of galleries of type $\mathbf{d} * i$ from $y$ to $z$.
Assume, firstly, that $\mathbf{d} * i \in \mathbf{F}_{c}(I)$. Then, by [5; Theorem 2], there is at most one gallery of type $\mathbf{d} * i$ from $y$ to $z$. This means that $a=0$ if $\mathbf{d} * i$ and $\mathbf{f}$ are not $c$-homotopic and $a=1$ if they are. Thus, we are done in this case.
Assume, secondly, that $\mathbf{f} * i \in \mathbf{F}_{c}(I)$. Assume that $a \neq 0$. From $x \in y s_{u}$ and $u=r_{\mathbf{d}}$ we obtain a gallery of type $\mathbf{d}$ from $y$ to $x$. From $z \in y s_{w}, w=r_{\mathbf{f}}$, $z \in x s_{v}$, and $v=r_{i}$ we obtain a gallery of type $\mathbf{f} * i$ from $y$ to $x$. Thus, as $\mathbf{d}$ and $\mathbf{f} * i$ both are $c$-reduced, $\mathbf{d} \sim_{c} \mathbf{f} * i$.
Thus, for each element $x$ in $z s_{v}$, there exists a gallery of type $\mathbf{d}$ from $y$ to $x$, and that means that $x \in y s_{u}$. Thus, $a$ is equal to the size of the $i$-equivalence classes minus 1.
Assume, finally, that

$$
\mathbf{d} * i \notin \mathbf{F}_{c}(I) \quad \text { and } \quad \mathbf{f} * i \notin \mathbf{F}_{c}(I) .
$$

From $\mathbf{d} \in \mathbf{F}_{c}(I)$ and $\mathbf{d} * i \notin \mathbf{F}_{c}(I)$ we obtain an element $\mathbf{d}^{\prime}$ in $\mathbf{F}_{c}(I)$ such that $\mathbf{d} \sim_{c} \mathbf{d}^{\prime} * i$; cf. [4]. Similarly, as $\mathbf{f} \in \mathbf{F}_{c}(I)$ and $\mathbf{f} * i \notin \mathbf{F}_{c}(I)$, there exists an element $\mathbf{f}^{\prime}$ in $\mathbf{F}_{c}(I)$ such that $\mathbf{f} \sim_{c} \mathbf{f}^{\prime} * i$.

Assume $a \neq 0$. From $x \in y s_{u}$ and $u=r_{\mathbf{d}}$ we obtain a gallery of type $\mathbf{d}^{\prime} * i$ from $y$ to $x$. Thus, there exists an element $x^{\prime}$ in $X$ with a gallery of type $\mathbf{d}^{\prime}$ from $y$ to $x^{\prime}$ and a gallery of type $i$ from $x^{\prime}$ to $x$. Similarly, there exists an element $z^{\prime}$ in $X$ with a gallery of type $\mathbf{f}^{\prime}$ from $y$ to $z^{\prime}$ and a gallery of type $i$ from $z^{\prime}$ to $z$.
The two galleries of type $i$ yield a gallery of type $i * i$ from $x^{\prime}$ to $z$ (via $x$ ). Thus, $x^{\prime}=z$ or there is a gallery of type $i$ from $x^{\prime}$ to $z$.
Assume that $x^{\prime}=z$. Then there exist galleries of type $\mathbf{d}^{\prime}$ and of type $\mathbf{f}$ from $y$ to $z$. Thus, $\mathbf{d}^{\prime} \sim_{c} \mathbf{f}$, and from this we obtain

$$
\mathbf{d} \sim_{c} \mathbf{d}^{\prime} * i \sim_{c} \mathbf{f} * i \sim_{c} \mathbf{f}^{\prime} * i * i
$$

contrary to $\mathbf{d} \in \mathbf{F}_{c}(I)$.
Thus, there is a gallery of type $i$ from $x^{\prime}$ to $z$. Thus, there exist galleries of type $\mathbf{d}$ and of type $\mathbf{f}$ from $y$ to $z$. It follows that $\mathbf{d} \sim_{c} \mathbf{f}$, and that implies that $\mathbf{d}^{\prime} \sim_{c} \mathbf{f}^{\prime}$. Since $\mathbf{d}$ and $\mathbf{f}$ both are reduced, this implies $x^{\prime}=z^{\prime}$. Thus, $A$ consists of exactly the elements in the $i$-equivalence class of $z$ that are different from $x^{\prime}$ and $z$. Thus, $a$ is equal to the size of the $i$-equivalence classes minus 2 .

We set

$$
L:=\left\{s_{r_{i}} \mid i \in I\right\} .
$$

Then we have the following.
Lemma 6.4.2 The set $L$ consists of involutions of $S$.
Proof. The set $X$ is assumed to be a chamber system with index set $I$. Thus, for each element $i$ in $I, 1_{X} \cup s_{r_{i}}$ is an equivalence relation. ${ }^{7}$ Thus, for each element $i$ in $I, s_{r_{i}}$ is an involution.

We define $\rho_{I}$ to be the uniquely determined monoid homomorphism from $\mathbf{F}(I)$ to the monoid of all nonempty subsets of $S$ which sends each element $i$ of $I$ to $\left\{s_{r_{i}}\right\}$. For the remainder, however, of this section, we set $\rho:=\rho_{I}$. Thus, we have

$$
\rho(i)=\left\{s_{r_{i}}\right\}
$$

for each element $i$ in $I$.
Lemma 6.4.3 Let $y$ and $z$ be elements in $X$, and let $\mathbf{f}$ be an element in $\mathbf{F}(I)$. Then $z \in y \rho(\mathbf{f})$ if and only if there exists a gallery in $X$ of type $\mathbf{f}$ from $y$ to $z$.

Proof. We may assume that $\mathbf{f}$ is not the neutral element of $\mathbf{F}(I)$. Thus, there exist elements $i_{1}, \ldots, i_{n}$ in $I$ such that $\mathbf{f}=i_{1} * \ldots * i_{n}$. Thus,

[^11]$$
\rho(\mathbf{f})=\rho\left(i_{1} * \ldots * i_{n}\right)=\rho\left(i_{1}\right) \ldots \rho\left(i_{n}\right)=s_{r_{i_{1}}} \ldots s_{r_{i_{n}}}
$$

Thus, we have $z \in y \rho(\mathbf{f})$ if and only if $z \in y\left(s_{r_{i_{1}}} \ldots s_{r_{i_{n}}}\right)$, and this means that there exist elements $x_{0}, x_{1}, \ldots, x_{n}$ in $X$ such that $y=x_{0}, z=x_{n}$, and $x_{m} \in x_{m-1} s_{r_{i_{m}}}$ for each element $m$ in $\{1, \ldots, n\}$. This latter condition says that there exists a gallery in $X$ of type $\mathbf{f}$ from $y$ to $z$.

Lemma 6.4.4 We have $S=\langle L\rangle$.
Proof. Let $s$ be an element in $S$. Then there exists an element $w$ in $W$ such that $s=s_{w}$. Let $y$ be an element in $X$, and let $z$ be an element in $y s$. Then $z \in y s_{w}$. Thus, by definition, $\delta(y, z)=w$.
Let $\mathbf{f}$ be an element in $\mathbf{F}_{c}(I)$ such that $w=r_{\mathbf{f}}$. Then, as $\delta(y, z)=w, \delta(y, z)=$ $r_{\mathbf{f}}$. Thus, by definition, there is a gallery in $X$ of type $\mathbf{f}$ from $y$ to $z$. Thus, by Lemma 6.4.3, $z \in y \rho(\mathbf{f})$.
Let $i_{1}, \ldots, i_{n}$ be elements in $I$ such that $\mathbf{f}=i_{1} * \cdots * i_{n}$. Then, as $z \in y \rho(\mathbf{f})$,

$$
z \in y \rho\left(i_{1} * \cdots * i_{n}\right)=y\left(\rho\left(i_{1}\right) \cdots \rho\left(i_{n}\right)\right)=y\left(s_{r_{i_{1}}} \cdots s_{r_{i_{n}}}\right)
$$

Thus, as $z \in y s, s \in s_{r_{i_{1}}} \cdots s_{r_{i_{n}}}$.
Since $s$ has been chosen arbitrarily from $S$, the claim now follows from Lemma 1.6.1.

Lemma 6.4.5 Let $\mathbf{f}$ be an element in $\mathbf{F}_{c}(I)$. Then $\rho(\mathbf{f})=\left\{s_{r_{\mathbf{f}}}\right\}$.
Proof. Let $y$ and $z$ be elements in $X$. Then $z \in y \rho(\mathbf{f})$ if and only if there is a gallery in $X$ of type $\mathbf{f}$ from $y$ to $z$; cf. Lemma 6.4.3. Thus,

$$
z \in y s_{r_{\mathbf{f}}} \quad \Leftrightarrow \quad \delta(y, z)=r_{\mathbf{f}} \quad \Leftrightarrow \quad z \in y \rho(\mathbf{f}) .
$$

It follows that $\rho(\mathbf{f})=\left\{s_{r_{\mathrm{f}}}\right\}$.
Recall that $\lambda_{I}$ is our notation for the uniquely determined monoid homomorphism from $\mathbf{F}(I)$ to the additive monoid of the nonnegative integers which sends each element $i$ of $I$ to 1 . For the remainder, however, of this section, we set $\lambda:=\lambda_{I}$. Thus, we have

$$
\lambda(i)=1
$$

for each element $i$ in $I$.
For the remainder of this section, we set $\ell:=\ell_{L}$.
Lemma 6.4.6 Let $\mathbf{f}$ be an element in $\mathbf{F}(I)$. Then the following hold.
(i) Assume that $\rho(\mathbf{f})$ possesses an element s such that $\ell(s)=\lambda(\mathbf{f})$. Then $\mathbf{f} \in \mathbf{F}_{c}(I)$.
(ii) Let $s$ be an element in $\rho(\mathbf{f})$, and assume that $\mathbf{F}_{c}(I)$. Then $\ell(s)=\lambda(\mathbf{f})$.

Proof. (i) Assume, by way of contradiction, that $\mathbf{f} \notin \mathbf{F}_{c}(I)$. Then there exist elements $\mathbf{d}$ and $\mathbf{e}$ in $\mathbf{F}(I)$ and $i$ in $I$ such that

$$
\mathbf{f} \sim_{c} \mathbf{d} * i * i * \mathbf{e}
$$

Thus, by Lemma 6.4.3,

$$
\rho(\mathbf{f})=\rho(\mathbf{d} * i * i * \mathbf{e})
$$

Thus, as $s \in \rho(\mathbf{f})$,

$$
s \in \rho(\mathbf{d} * i * i * \mathbf{e})=\rho(\mathbf{d}) \rho(i) \rho(i) \rho(\mathbf{e})
$$

Thus, there exists elements $p$ in $\rho(\mathbf{d})$ and $q$ in $\rho(\mathbf{e})$ such that

$$
s \in p s_{r_{i}} s_{r_{i}} q \subseteq p q \cup p s_{r_{i}} q .
$$

From $p \in \rho(\mathbf{d})$ we obtain $\ell(p) \leq \lambda(\mathbf{d})$; cf. Lemma 6.1.1(i). Similarly, $q \in \rho(\mathbf{e})$ yields $\ell(q) \leq \lambda(\mathbf{e})$. Thus, $\ell(s) \leq \lambda(\mathbf{f})-1$, contradiction.
(ii) From Lemma 6.1.1(ii) we know that there exists an element $\mathbf{e}$ in $\mathbf{F}(I)$ with $s \in \rho(\mathbf{e})$ and $\ell(s)=\lambda(\mathbf{e})$.
From $s \in \rho(\mathbf{e})$ and $\ell(s)=\lambda(\mathbf{e})$ we now obtain $\mathbf{e} \in \mathbf{F}_{c}(I)$; cf. (i). Thus, by Lemma 6.4.5, $\rho(\mathbf{e})=\{s\}$. From Lemma 6.4.5 we also know that $\rho(\mathbf{f})=\{s\}$. Thus, we have $\rho(\mathbf{e})=\rho(\mathbf{f})$, so that, by Lemma 6.4.3, $\mathbf{e} \sim_{c} \mathbf{f}$. In particular, $\lambda(\mathbf{e})=\lambda(\mathbf{f})$. Thus, as $\ell(s)=\lambda(\mathbf{e}), \ell(s)=\lambda(\mathbf{f})$.

Proposition 6.4.7 The set $L$ is constrained.
Proof. Let $q$ be an element in $S$, and let $p$ be an element in $L_{1}(q)$. We shall be done if we succeed in showing that $|p q|=1$.
From $p \in L_{1}(q)$ we obtain an element $r$ in $p q$ such that $\ell(r)=\ell(p)+\ell(q)$.
Let $\mathbf{c}$ be an element in $\mathbf{F}_{c}(I)$ such that $p \in \rho(\mathbf{c})$ and $\ell(p)=\lambda(\mathbf{c})$, let $\mathbf{d}$ be an element in $\mathbf{F}_{c}(I)$ such that $q \in \rho(\mathbf{d})$ and $\ell(q)=\lambda(\mathbf{d})$; cf. Lemma 6.1.1(ii). Then

$$
r \in p q \subseteq \rho(\mathbf{c}) \rho(\mathbf{d})=\rho(\mathbf{c} * \mathbf{d})
$$

and

$$
\ell(r)=\ell(p)+\ell(q)=\lambda(\mathbf{c})+\lambda(\mathbf{d})=\lambda(\mathbf{c} * \mathbf{d})
$$

Thus, by Lemma 6.4.6(i), $\mathbf{c} * \mathbf{d} \in \mathbf{F}_{c}(I)$. It follows that $\rho(\mathbf{c} * \mathbf{d})=\left\{s_{r_{\mathbf{c} * \mathrm{~d}}}\right\}$; cf. Lemma 6.4.5. Thus, as $p q \subseteq \rho(\mathbf{c} * \mathbf{d}),|p q|=1$.

Proposition 6.4.8 The set $L$ satisfies the exchange condition.
Proof. Let $k$ be an element in $L$, let $s$ be an element in $L_{1}(k)$, and let $h$ be an element in $L$ with $h \in L_{1}(s)$. We have to show that

$$
h s=s k \quad \text { or } \quad h s \subseteq L_{1}(k) .
$$

Let $\mathbf{f}$ be an element in $\mathbf{F}_{c}(L)$ such that $s \in \rho(\mathbf{f})$ and $\ell(s)=\lambda(\mathbf{f})$; cf. Lemma 6.1.1(ii). From $\mathbf{f} \in \mathbf{F}_{c}(L)$ and $s \in \rho(\mathbf{f})$ we obtain $\rho(\mathbf{f})=\{s\}$; cf. Lemma 6.4.5. Let $j$ be an element in $I$ such that $k=s_{r_{j}}$. Then

$$
s k=\rho(\mathbf{f}) \rho(j)=\rho(\mathbf{f} * j)
$$

Thus, as $s \in L_{1}(k), \mathbf{f} * j \in \mathbf{F}_{c}(I)$; cf. Lemma 6.4.6(i).
Similarly, $I$ possesses an element $i$ such that $h=s_{r_{i}}$,

$$
h s=\rho(i * \mathbf{f})
$$

and $i * \mathbf{f} \in \mathbf{F}_{c}(I)$.
From $\mathbf{f} * j \in \mathbf{F}_{c}(I)$ and $i * \mathbf{f} \in \mathbf{F}_{c}(I)$ we obtain

$$
i * \mathbf{f} \sim_{c} \mathbf{f} * j \quad \text { or } \quad i * \mathbf{f} * j \in \mathbf{F}_{c}(I)
$$

cf. [1].
Assume that $i * \mathbf{f} \sim_{c} \mathbf{f} * j$. Then, by Lemma 6.4.3, $\rho(i * \mathbf{f})=\rho(\mathbf{f} * j)$. Thus, as $h s=\rho(i * \mathbf{f})$ and $s k=\rho(\mathbf{f} * j), h s=s k$, and we are done.
Assume that $i * \mathbf{f} * j \in \mathbf{F}_{c}(I)$, and let $t$ be an element in $h s k$. Then, by Lemma 6.4.6(ii),

$$
\ell(t)=\lambda(i * \mathbf{f} * j)=\lambda(i)+\lambda(\mathbf{f})+\lambda(j)=1+\lambda(\mathbf{f})+1=\ell(s)+2
$$

and we are done.
Theorem 6.4.9 The set $S$ is a Coxeter scheme with respect to $L$.
Proof. From Lemma 6.4.2 we know that the elements in $L$ are involutions, from Lemma 6.4.4 that $S=\langle L\rangle$. From Proposition 6.4 .7 we know that $L$ is constrained, from Proposition 6.4.8 that $L$ satisfies the exchange condition.

The scheme $S$ is called the Coxeter scheme associated to the building $(X, \delta)$, the set $L$ of involutions of $S$ is called the Coxeter set associated to $(X, \delta)$.
Let $i$ and $j$ be elements in $I$ such that $i \neq j$, let $n$ be a positive integer, and let $i_{1}, \ldots, i_{n}$ be elements in $I$ such that, for each element $m$ in $\{1, \ldots, n\}$, $i_{m}=i$ if $m$ is odd and $i_{m}=j$ if $m$ is even. Recall from Section 2.3 that

$$
R_{n}\left(s_{r_{i}}, s_{r_{j}}\right):=s_{r_{i_{1}}} \cdots s_{r_{i_{n}}} .
$$

Recall also that

$$
\mathbf{f}_{n}(i, j):=i_{1} * \cdots * i_{n}
$$

Note that

$$
\rho\left(\mathbf{f}_{n}(i, j)\right)=R_{n}\left(s_{r_{i}}, s_{r_{j}}\right)
$$

for any two elements $i$ and $j$ in $I$ with $i \neq j$.

Recall now that $c$ stands for the type of the building $(X, \delta)$.
Lemma 6.4.11 We have $c_{L}=c$.
Proof. Let $i$ and $j$ be elements in $I$ such that $i \neq j$, and let $n$ be a positive integer. Then, by Lemma 6.4.3,

$$
\mathbf{f}_{n}(i, j) \sim_{c} \mathbf{f}_{n}(j, i)
$$

if and only if

$$
\rho\left(\mathbf{f}_{n}(i, j)\right)=\rho\left(\mathbf{f}_{n}(j, i)\right)
$$

Since $\rho\left(\mathbf{f}_{n}(i, j)\right)=R_{n}\left(s_{r_{i}}, s_{r_{j}}\right)$ and $\rho\left(\mathbf{f}_{n}(j, i)\right)=R_{n}\left(s_{r_{j}}, s_{r_{i}}\right)$, this latter equation is equivalent to

$$
R_{n}\left(s_{r_{i}}, s_{r_{j}}\right)=R_{n}\left(s_{r_{j}}, s_{r_{i}}\right)
$$

Setting $1:=1_{X}$, we obtain that $R_{n}\left(s_{r_{i}}, s_{r_{j}}\right)=R_{n}\left(s_{r_{j}}, s_{r_{i}}\right)$ is equivalent to

$$
1 \in R_{n}\left(s_{r_{i}}, s_{r_{j}}\right) R_{n}\left(s_{r_{j}}, s_{r_{i}}\right)^{*}=\left(s_{r_{i}} s_{r_{j}}\right)^{n}
$$

Thus, $C\left(s_{r_{i}}, s_{r_{j}}\right)$ is not empty if and only $c(i, j)$ is an integer, and, if that is the case, Lemma 2.3.2 yields $c_{L}\left(s_{r_{i}}, s_{r_{j}}\right)=c(i, j)$.

### 6.5 Coxeter schemes and buildings

In this section, we shall see that Coxeter schemes and buildings are the same thing.

Theorem 6.5.1 Let $X$ be a set, let $S$ be a scheme on $X$, let $L$ be a set of involutions of $S$ such that $S$ is a Coxeter scheme with respect to $L$. Let $\delta$ be the distance function associated to $L$, let $S_{\delta}$ be the Coxeter scheme associated to the building $(X, \delta)$, and let $L_{\delta}$ be the Coxeter set associated to $(X, \delta)$. Then $S=S_{\delta}$ and $L=L_{\delta}$.

Proof. We first prove that that $L=L_{\delta}$.
Let $(W, r)$ be a Coxeter system of type $c_{L}$, let $\psi$ be the signature of $\left\{r_{l} \mid l \in L\right\}$, and let $\omega$ be the signature of $L .{ }^{8}$ For any two elements $y$ and $z$ in $X$, we define $\sigma(y, z)$ to be the uniquely determined element $s$ in $S$ satisfying $(y, z) \in s$. Then, as $\delta$ is the distance function associated to $L$,

$$
\delta=\psi^{-1} \circ \omega \circ \sigma
$$

For each element $l$ in $L$, we have $\rho_{L}(l)=\{l\}$. Thus, $\omega(l)=[l]_{c_{L}}$ and $\psi(l)=$ $[l]_{c_{L}}$. It follows that

$$
\psi^{-1}(\omega(l))=\psi^{-1}\left([l]_{c_{L}}\right)=r_{l}
$$

[^12]Note also that

$$
\delta(y, z)=\left(\psi^{-1} \circ \omega \circ \sigma\right)(y, z)=\psi^{-1}(\omega(\sigma(y, z)))
$$

for any two elements $y$ and $z$ in $X$. Thus, as $\psi$ and $\omega$ are bijective, we have

$$
\sigma(y, z)=l \quad \Leftrightarrow \quad \delta(y, z)=r_{l}
$$

for any three elements $y, z$ in $X$ and $l$ in $L$. However, we also have

$$
(y, z) \in l \quad \Leftrightarrow \quad \sigma(y, z)=l
$$

and

$$
(y, z) \in s_{r_{l}} \quad \Leftrightarrow \quad \delta(y, z)=r_{l}
$$

for any three elements $y, z$ in $X$ and $l$ in $L$. Thus, $l=s_{r_{l}}$ for each element $l$ in $L$. Thus, as $L_{\delta}:=\left\{s_{r_{l}} \mid l \in L\right\}$, this yields $L=L_{\delta}$.
Now we prove that $S=S_{\delta}$.
We set $1:=1_{X}$ and fix an element $s$ in $S$. We shall see that $s \in S_{\delta}$.
If $s=1, s \in S_{\delta}$. Assume that $s \neq 1$. Then, by Lemma 1.6.2, there exists elements $r$ in $S$ and $l$ in $L$ such that $s \in r l$ and $\ell_{L}(s)=\ell_{L}(r)+1$. Since $L$ is constrained, this implies $r l=\{s\}$. By induction, we may assume that $r \in S_{\delta}$. Thus, as $l \in L_{\delta}$, there exists an element $s^{\prime}$ in $S_{\delta}$ such that $s^{\prime} \in r l$.
Since $L=L_{\delta}, \ell_{L}=\ell_{L_{\delta}}$. Thus, as $\ell_{L}(s)=\ell_{L}(r)+1, \ell_{L_{\delta}}\left(s^{\prime}\right)=\ell_{L_{\delta}}(r)+1$. Now recall from Theorem 6.4.9 that $S_{\delta}$ is a Coxeter scheme. Thus, as $s^{\prime} \in r l$, $r l=\left\{s^{\prime}\right\}$. Thus, as $r l=\{s\}, s=s^{\prime} \in S_{\delta}$.

Theorem 6.5.2 Let $(X, \delta)$ be a building. Let $L$ be the Coxeter set associated to $(X, \delta)$, and let $\delta_{L}$ denote the distance function associated to $L$. Then $\delta=\delta_{L}$.

Proof. Let $c$ denote the type of the building $(X, \delta)$, and let $I$ denote the vertex set of $c$. Then, by definition, there exists a Coxeter system $(W, r)$ of type $c$ such that $\delta$ is a map from $X \times X$ to $W$ satisfying

$$
\delta(y, z)=r_{\mathbf{f}} \quad \Leftrightarrow \quad \text { there is a gallery in } X \text { of type } \mathbf{f} \text { from } y \text { to } z
$$

for any three elements $y$ and $z$ in $X$ and $\mathbf{f}$ in $\mathbf{F}_{c}(I)$.
For each element $w$ in $W$, we set

$$
s_{w}:=\{(y, z) \in X \times X \mid \delta(y, z)=w\} .
$$

Then, as $L$ is the Coxeter set associated to $(X, \delta)$,

$$
L=\left\{s_{r_{i}} \mid i \in I\right\} .
$$

Let $(W, r)$ be a Coxeter system of type $c_{L}$, let $\psi$ be the signature of $\left\{r_{l} \mid l \in L\right\}$, and let $\omega$ be the signature of $L .{ }^{9}$ For any two elements $y$ and $z$ in $X$, we define

[^13]$\sigma(y, z)$ to be the uniquely determined element $s$ in $S$ satisfying $(y, z) \in s$. Then, as $\delta_{L}$ is the distance function associated to $L$, we have
$$
\delta_{L}=\psi^{-1} \circ \omega \circ \sigma
$$

Let $y$ and $z$ be elements in $X$, and set $w:=\delta(y, z)$. We shall be done if we succeed in showing that $\delta_{L}(y, z)=w$.
From $\delta(y, z)=w$ we obtain $(y, z) \in s_{w}$. Thus, $\sigma(y, z)=s_{w}$. Thus

$$
\delta_{L}(y, z)=\left(\psi^{-1} \circ \omega \circ \sigma\right)(y, z)=\psi^{-1}(\omega(\sigma(y, z)))=\psi^{-1}\left(\omega\left(s_{w}\right)\right) .
$$

Let $\mathbf{f}$ be an element in $\mathbf{F}_{c}(L)$ such that $\omega\left(s_{w}\right)=[\mathbf{f}]_{c_{L}}$. Then, as $\omega$ is the signature of $L,\left\{s_{w}\right\}=\rho_{L}(\mathbf{f})$.
On the other hand, as $\delta_{L}(y, z)=\psi^{-1}\left(\omega\left(s_{w}\right)\right)$ and $\omega\left(s_{w}\right)=[\mathbf{f}]_{c_{L}}, \delta_{L}(y, z)=$ $\psi^{-1}\left([\mathbf{f}]_{c_{L}}\right)=r_{\mathbf{f}}$.
From $z \in y s_{w}$ and $\left\{s_{w}\right\}=\rho_{L}(\mathbf{f})$ we obtain $z \in y \rho_{L}(\mathbf{f})$. Thus, as $\mathbf{f} \in \mathbf{F}(L)$, there exists a gallery in $X$ of type $\mathbf{f}$ from $y$ to $z$. Thus, $\delta(y, z)=r_{\mathbf{f}}$. Thus, as $\delta(y, z)=w, w=r_{\mathbf{f}}$. Thus, as $\delta_{L}(y, z)=r_{\mathbf{f}}, \delta_{L}(y, z)=w$.

Theorem 6.5.1 and Theorem 6.5.2 establish a bijective map from the class of all buildings to the class of all Coxeter schemes.

### 6.6 Coxeter sets and twin buildings

In this section, we shall prove that twinned Coxeter sets of a scheme give rise to twinned buildings. We first recall the definition of twinned buildings. Our definition is taken from [6].
Let $(W, r)$ be a Coxeter system. A pair $\left(\left(C_{+}, \delta_{+}\right),\left(C_{-}, \delta_{-}\right)\right)$of buildings of type $(W, r)$ is called twinned if there exists a map

$$
\delta^{*}:\left(C_{+} \times C_{-}\right) \cup\left(C_{-} \times C_{+}\right) \rightarrow W
$$

satisfying the following conditions, where $\epsilon \in\{+,-\}, y \in C_{\epsilon}, z \in C_{-\epsilon}$, and $w:=\delta^{*}(y, z)$ :

T1 $\quad \delta^{*}(z, y)=w^{-1}$.
T2 If $z^{\prime} \in C_{-\epsilon}$ satisfies $\delta_{-\epsilon}\left(z, z^{\prime}\right)=s$ with $s$ in $S$ and $\ell(w s)=\ell(w)-1$, then $\delta^{*}\left(y, z^{\prime}\right)=w s$.
T3 For any element $s$ in $S$, there exists a chamber $z^{\prime}$ in $C_{-\epsilon}$ with $\delta_{-\epsilon}\left(z, z^{\prime}\right)=s$ and $\delta^{*}\left(y, z^{\prime}\right)=w s$.
Now we are ready to prove that twinned Coxeter sets give rise to twinned buildings. In fact, we do not need that the twinned sets are Coxeter sets, it seems that it is enough to assume that they are constrained and dichotomic
and that they do not contain thin elements. Of course, we do not necessarily get twinned buildings then, but (possibly) more general structures.

Theorem 6.6.1 Let $S$ be a scheme, let $H$ and $K$ be twinned Coxeter sets of $S$ with conjugating element $m$, and let $y$ and $z$ be elements in $X$ such that $(y, z) \in m$. Assume that $H$ and $K$ do not have thin elements. Then $y\langle H\rangle$ and $z\langle K\rangle$ are twinned buildings.

Proof. Let $v$ be an element in $y\langle H\rangle$, and let $w$ be an element in $z\langle K\rangle$. From $w \in z\langle K\rangle$ and $z \in y m$ we obtain $w \in y m\langle K\rangle$. From $v \in y\langle H\rangle$ we obtain $y \in v\langle H\rangle$. Thus, $w \in v\langle H\rangle m\langle K\rangle$. Thus, by Lemma 4.3.2, $w \in v\langle K\rangle^{\rho}$. Thus, $\langle K\rangle$ possesses an element $q$ such that $w \in v q^{\rho}$. We define

$$
\delta^{*}(v, w):=q
$$

and $\delta^{*}(w, v):=q^{*}$. Then

$$
\delta^{*}:(y\langle H\rangle \times z\langle H\rangle) \cup(z\langle K\rangle \times y\langle K\rangle) \rightarrow\langle K\rangle
$$

is a map.
Condition T1 in the definition of twinned buildings is trivial. Condition T2 is equivalent to Lemma 4.1.2, and Condition T3 follows from Lemma 4.1.2 and Corollary 4.1.3. That the buildings $y\langle H\rangle$ and $z\langle K\rangle$ have the same type follows from Lemma 4.4.2 together with Theorem 4.4.3.

Let $S$ be a scheme, let $L$ be a Coxeter set which is twinned to itself with conjugating element $m$, and let $y$ and $z$ be elements in $X$ such that $(y, z) \in m$. Then $\langle L\rangle m=m\langle L\rangle$, and from Theorem 6.6.1 one obtains that $y\langle L\rangle$ and $z\langle L\rangle$ are twinned buildings.
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[^0]:    ${ }^{1}$ Our convention is that $L_{1}(R)=\langle L\rangle$ if $R$ is empty.

[^1]:    ${ }^{2}$ Again, our convention is that $L_{-1}(R)=\langle L\rangle$ if $R$ is empty.

[^2]:    ${ }^{3}$ If $h s \subseteq s k$, we obtain immediately $h s=s k$, for symmetry reasons.

[^3]:    ${ }^{1}$ Recall that $S$ is an arbitrary hypergroup.

[^4]:    ${ }^{1}$ Recall that $L$ is called dichotomic if $\langle L\rangle=L_{-1}(l) \cup L_{1}(l)$ for each element $l$ in $L$.

[^5]:    ${ }^{1}$ We emphasize that in this section (as well as for the following section) the constrained set $L$ is never assumed to satisfy the exchange condition (to be a Coxeter set). The strongest assumption which we will impose on $L$ will be dichotomy.

[^6]:    ${ }^{2}$ Also here, we emphasize that in this section the constrained sets $H$ and $K$ are never assumed to satisfy the exchange condition (to be Coxeter sets). The strongest assumption which we will impose on $L$ will be dichotomy.

[^7]:    ${ }^{1}$ The reader might argue that this was shown already in [8; Theorem E]. This is true. However, the definition of Coxeter schemes that was suggested in [8; Section 5.1] (and used in the proof of [8; Theorem E]) was not entirely independent from scheme theory, it was based on the free monoid over the generating set of involutions. Of course, the definition from [8] and the one used in the present notes are equivalent.

[^8]:    ${ }^{2}$ The map $\lambda$ can be thought of as a "length function" on $\mathbf{F}(I)$.

[^9]:    ${ }^{3}$ Recall from Section 2.3 that, for any two involutions $h$ and $k$ of $S, c(h, k)$ stands for the Coxeter number of $h$ and $k$.
    ${ }^{4}$ Recall from Section 2.3 that $R_{n}(h, k)$ is our notation for the set $l_{1} \cdots l_{n}$ where, for each element $i$ in $\{1, \ldots, n\}, l_{i}=h$ if $i$ is odd and $l_{i}=k$ if $i$ is even.

[^10]:    ${ }^{5}$ Here $r$ stands for the uniquely determined monoid homomorphism from $\mathbf{F}(I)$ to $W$ which sends each element $i$ of $I$ to $r_{i}$. - Note that, in contrast to [7], where chamber systems are viewed as graphs, we consider chamber systems to be sets endowed with a collection of equivalence relations. Since we adopt the notion of a chamber system from [7], each equivalence class of each equivalence relation of a chamber system has at least two elements. - Note also that this definition does not distinguish between a chamber system and the underlying set of a chamber system. We shall have to take that into account in our further consideration.
    ${ }^{6}$ Recall that $c_{L}$ is a Coxeter matrix over $L$.

[^11]:    ${ }^{7}$ By $1_{X}$ we mean the identity on $X$.

[^12]:    ${ }^{8}$ Recall that $c_{L}$ is a Coxeter matrix over $L$.

[^13]:    ${ }^{9}$ Recall that $c_{L}$ is a Coxeter matrix over $L$.

