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§ 0 Introduction

§§ 0.0 General introduction

In this paper, we study systems of linear partial differential

equations in n" (~3) variables of rank ( D the dimention of the

solution space) n+2. The case n = 2 is treated in [SYI] and [SY2].

Here we would like to mention our motivation. Let D be the

symmetrie domain of type IV of dimension n (~ 3), r be a

transformation group acting properly discontinuously on D, X be a

quotient variety of Dunder r naturally equipped with the

structure of orbifold, n be the projection of D onto X and

finally let ~ = x-I: X ~ M be the developing map of the orbifold X.

We think there should be a system of linear differential equations (E)

defined on X such that the solution cf the"system gives rise to the

inverse map ~. It is called the uniformizing differential eguation

of the orbifold X. Since D can be thought of apart of a noo

degenerate quadratic hypersurfaee Q in Cpn+1 and since we have the"

following inclusion relations

Aut(D) c Aut(Q) C Aut(cPn +1 ) C PGL(n+2)

of the groups of complex analytic automorphisms, the system (E) must

be cf rank n+2 and the mapping defined on X by the ratio of' n+2

linearly independent solutions of (E) has its image in the

hyperquadrie Q. In this way we encounter equations in n variables

cf rank n+2.

Making a linear change cf independent variables x D (x1 , ... ,Xn )

if neeessary, we may assume that any system in n-variables of rank

n+2 with the unknown w has the form

a2w 2 aw 0(EQ) a w n Ak ( 1 :i i,j :i n)= gij ax1axn" + ~Dl ij
+ Aij w

axiaxj
axk

where
k k 0 0 = 1, Ak . 0

a 0gij D gji' Aij -= Aji , Aij = Aji , gIn 1n
c A

1n

This equation is the key to connect the theory of conformal

connections, the projective theory of hypersurfaces and the theory of

uniformizing differential equations of orbifolds uniformlzed by

symmetlc domains of type IV.



j

j

j

j

j

j

j

j

j

j

j

j

j
j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j
j

j

j
j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j
j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j
j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j

j
j



- 29 -

11. M. Athanassenas: A variational problem for constant

rnean curvature surfaces with free boundary. J. Reine

Angew.. Math. 377 ( 1987 ) 97 -1 0 7 .

12. T.I. Vogel: Stability of a drop trapped between two

parallel planes. To appear.



- 28 -

References

1. ·R. Finn: Equilibrium Capillary Surfaces. Springer-Verlag,

Grundlehren Math. Wiss. 284, 1986.

2 • T.I. Vogel: Uniqueness for eertain surfaces of prescribed

mean eurvature. Pae. J. Math. , to appear.

3. H.C. Wente: The symmetry of sessile and pendent drops.

Pae. J. Math. 88 (1980) 387-397.

4. R. Gulliver and S. Hildebrandt: Boundary configurations

spanning eontinua of minimal surfaces. Man. Math. 54 (1986)

323-347.

5. R. Finn: Moon surfaees, and boundary behavior of eapillary

surfaces for perfeet wetting and non-wetting. Preprint,

Univ. Bonn, 1986, to appear.

6. F.J. Almgren, Jr.: Existenee and regularity almost every

where of solutions to elliptie variational problems with

eonstraints. Memoirs A.M.S., 4, No. 165.

7. E. Giusti: The equilibrium configuration of liquid drops.

J. Reine Angew~ Math. 321 (1981) 53-63.

8. E. Gonzalez, U. Massari and I~ Tamanini: On the regularity

of the boundaries of sets minimizing perimeter with a volume

'constraint. Ind. Univ. Math. J. 32 (1'983) 25-37.

9. M. Grüter: Boundary regularity for solutions of a

partitioning problem. Arch. Rat. Mech. Anal. 97 (1987)

261-270.

10. R. Finn: The sessile liquid drop I

J. M. 88 (1980) 541-587.

symmetrie ~ase. Pac.



- 27 -

We return to the uniqueness assertion. It suffices to show

that the volumes V enclosed by the surfaces indicated increase

strictly with r. We divide the volume into two parts, V+ and

V as indicated in Figure 7 . The volurnes v+ are exactly those

that arise from sessile drops on a plane with (nondecreasing)

data ~(r) by the lemma, ~~+ > O. "As to V ,we have

r
V = Tfr

2
z(r) -2Tf J pz(p)dp

and thus

2Tfr z I (r) ~ a ,

and the uniqueness proof is complete.

We remark finally that if C extends to infinity, the

existence of symmetrie surfaces with prescribed V and y 1s

easy to prove. For each r we need only seek that surface in

the one parameter family determined by va that yields the

requisite w(r) , and it 1s clear that V(r) varies fram a to

~ . If C is defined only in a bounded set, then by the above

monotonicity result for V, there exists a solution for any V

not exceeding the value V at the "top" of C.

I wish to thank M. Grüter and R. Gulliver for a nuIDber of

.helpful diseu~sions.
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We study geometrie meanigs of the equations (EQ) in §2 as

explained in §§0.1 and 0.2. and eonstruet an example In §3 as

explalned in §§0.3. Projeetlve differential geometrleal tools whieh

plays an essential role in §2 Is briefly revlewed in §1.

§§ 0.1 Introduetion for differntial geometers

Let a hypersurfaee M in p n +1 be the image of the map ~: x ~ w(x)

a (W1 (X) .... ,wn
+

2 (x)) where w
j

are linearly independent solutions

of (EQ). We study in §1. as apreparation. the indueed eonformal

metrie 11 on M and the eubic invariant form 111 of the embeddlng

M c pn+1 :and fomulate the fundamental theorem of projectlve

hypersurfaces (Theorem 1.3). Weshow that the coefflclents gij

represent the induced conformal metrlc 11 and that the coeffieients

A~j and A~j are expressed in terms cf 11 and the cubic invariant

111 (Theorem 2.1). When M is a quadratic hypersurface. we show that
k 0

the eoefflelents Aij and Aij are expressed .in terms of gij

(Theorem 2.3). Conversely, for a glven conformally flat quadratic

form gij' we can assoeiate a differential equation of the form (EQ)

with the principal part gij such that the map ~ has its image in a
n+1hyperquadric in P (Theorem 2.4).

§§ 0.2 Introduction for topologists

Let X be an n-dimensi6nal orbifold (or simply a manlfold) which has

a conformally flat structure. As Kuiper ([Kui]) pointed out. there 1s

a eonformal map, ealled the developlng map. from the .universal cover

of X into th~ :model spaee, hyperquadrlc in pn+!. We ask

"How can we get the developing map 1"
i jIn thls paper, we give an answer. Let gUijdXUdXU be the conformal

structure for coordinate nelg~borhOods (U,XU), Conslder the system

of· linear differential equations of rank n+2:

(EQ)U

on

map

k 0U. The coeffieients AU1j and AUij are determined so that the

~u' uslng n+2 linearly independent solutions w~ of (EQ)u:

1 n+2 n+1
~u: U 3 X ~ (WU(x), .... wU (x)) e P
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has its image apart of a nondegenerate quadratic hyper8urface in

pn+l. If V i8 another ehart such that V n u ~ $ then ~u and ~v

are projeetively related. The developing map of X is given by

{~u}u'

§§ 0.3 Introduction for algebraic geometers

Let M a H
2

be the Siegel upper half space of genus 2 and

the Siegel modular group of level 2. The regular orbit of

r(2) is known to be the space

r( 2) be

H2 modulo

Let n: H2 ~ A be the natural projection.

The space A ean be thought of the parameter space of a family

of eurves cf genus 2·:

in the projeetive plane. The perlods of C(A) gives a (multi-valued)

inverse of x and they satisfy a system of linear differential

equations which is sometimes called the Gauss-Manin connection of the
, ,

fiber space UAC(A) ~ A. In this paper,' we explicitly write the

system cf differential equations. In order to do so, we develop a

general theory of Gauss-Manin connections related to the n-dimensional

symmetric domain of type IV. Notiee that the 3-dimensional symmetrie

domain of type IV 1s the Siegel spaee H2 .
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§ 1 Review of the projective thecry cf hypersurfaces

§§ 1.0 Summary

In this section we recall the fundamental formulation of the intrinsic
conformal geometry and the projective thecry of hypersurfaces, which

are necessary in the discussion of systems of linear differential

equations in the follcwing sections. Although the fact stated in this

section is already known by [Sas], our present version is made in

order to clarify and to show up the story of the theory. which may not

be easy to grasp in reading [Sas].

To have a better understanding of the theory. we recall first the

story of the intrinsic Riemannian geometry, that of hypersurfaces in

the euclidean spaces and the fundamental theory connecting them.

----- Intrinsic Riemannian geometry ----- Let M be an n-dimensional

manifold equipped with a Riemannian metric. Then there is a unique

affine connection compatlble wlth the metric (Levi-Clvlta connectlon).

The Rlemann1an curvature tensor 1s deflned by the Levl-C1vlta

connection.
mn+1Hypersurfaces --- Let t: M c ~ be an embedding of a manifold

M. The induced metric and the second fundamental form are defined on

M. The Lev1-Clvita connection ~nd the Riemannian curvature tensor of
the induced metric are defined as above. They are related as follows:
Gauss equation: The Riemann1an curvature tensor 1s expressed in terms

of the second fundamental form.

Codazzl-Minardl equat~on: .The covar1ant derivatives of the second

fundamental form and the Induced metric are related.

---- Fundamental theorem -- Let M be a manifold equipped with a

Riemannlan met~i~ ·and a quadratic form. They are the. Induced metric
and the second ·fundamental form defined by some embedding t: M c
mn+l '
~ if they satisfy the Gauss equatlon and the Codazzi-Minardi
equation. The embedding t 1s unique up to rigid motlons of ~+1.

Now we summarize the story of the 1ntrinsic conformal geometry.
that cf hypersurfaces in the projective space and the fundamental
theorem connecting them.

-- Intr1nsic conformal geometry ---- Let M be a manifold equipped with

a conformal metrlc h. Then there 1s a unique conformal connectlon tt

compatible ~ith the ponformal metric (the normal conformal

connection). The conformal curvature tensor C 1s defined by the
normal conformal connection.
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-- Hypersurfaces -- Let t: M C pn+l be an embedding of an n

dimensional manifold M. The induced conformal metric hand the

form T (ealled the invariant of t) are defined. The normal
eonformal conneetion n and the eonfermal curvature tensor C of the

induced metric are defined intrinsieally as above. They are related

as fellows.
Gauss equation: The conformal curvature tensor is expressed in terms

of the invariant T.

Codazzi-Minardl eguation: Covariant derivatives of T and the induced

metric h are related.

-- Fundamental theorem -- Let M be a manifold equlpped with a

conformal metrlc hand a form T. They are the induced conformal
n+1metric and the invariant defined by some embedding t: M c P if

they satlsfy the Gauss equation and the Codazzi-Minardl equatlon.
. n+1

The embedding t is unique up to projeetive transformations cf P .

§§ 1.1 Intrlnsie conformal geometry

We recall some facts on the conformal eonnection. Apreeise and

detailed deseriptlcn can be referred in the book [Kob].

Let M be an n-dimensional eomplex manifold and h = (hij )

non-singular symmetrie matrix. Define

t *CQ(h) = { Aa I a e GL(n,C), ah a = h, A e C }.

be a

Let L(M) be the bundle of complex linear frames on M. A

holomorphic principal subbundle P of L(M) with strueture group

CO(h) is ealled a holomorphic CO(h)-structure. Sueh subbundles on M

are in a natural one-to-one correspondence wlth the sections M ~

L(M)jCQ(h). In other words, for such a structure, we associate a

conformal covariant tensor field K = (Kij ) caIIed a conformal metric
that 1s locally written as

det gij ~ 0,

wlth resp~ct to a Ioeal coordlnate system (Xi). (Throughout this

paper, If an index oecurs twice in a term, onee as a superscript and

onee as a subseript, summation over that index is indicated.)
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n n+1
We eonslder a non-singular hyperquadrie Q in P defined in

o n+l
terms of the homogeneous eoordinate system (z ..... z ) by the

equation

Let Q be the symmetrie matrix of .degree n+2 eorrespondlng to this

quadra t'ie form:

o(Q) = {g e GL (n +2 ) I gQ t g a Q}

The group

Q = °h
°

-1 )o .

°

acts transitlvely on the hyperquadric. Let H be the isotropy

subgroup at t(O, ... ,0,1). It eonsists of matrices of the form

(1.1 ) (~
o
a
e

Äv a 1. ahta a h,

t tb = Äah c, v = Äeh e/2 .

We have a principal bundle O(Q) over Qn = O(Q)/H with structure

group H. The linear isotropy representation of the group H at

t(O ..... 0.1) has a non-trivial kernel consisting of matrlces of the

form

Denote this kernel by N. Then H/N

we have a princlpal bundle O(Q)/N

w1th strueture group CO(h).

is isomorphie to CO(h). Thus

over the hyperquadric Qn = O(Q)/H

O(Q)

1H
Qn • O(Q)/H

O(Q)/N

1H/N :; CO(h)

::I O(Q)/H

Th1s 1s called the canonical conformal structure of the guadr1c. The

assoc1ated conformal metrie 1s given as follows. Let ~ = - 2dzOdzn
+

1

+ h ij dz 1 dZ j be the tensor fleld on cn+ 2 - {Ol. Let s be a Ioeal

seet10n of the bundle cn+ 2 - {O} over pn+1. Although the pull-back
•s ~ depends on the section s, 1ts restrlct10n to Qn 15 def1ned

independently of s up to a muIt1pl1eatlve factor of non-vanishing
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holomorph1c funct1ons. Thus the conformal metr1c cf 8*~IQn 18

uniquely defined.

Cons1der aga1n a CO(h)-structure P on a man1fold M. Let

p2(M) be the bundle of 2-frames over M w1th structure group,

elements of wh1ch are holomorph1c 2-frames of cn at the orig1n

([Kob. chapter 4. § 5]). The first prolongation of P, which is a

principal subbundle of p2(M) with structure group H. 18 denoted by

p(l). The correspondence between P and p(l) 1s known to be

bljective ([Kob. chapter 4. §6]). In fact we can recover P from

p(l) by puttlng P = p(l)/N. For the hyperquadric Qn, th1s bundle

p(l) 1s noth1ng but the bundle O(Q) ~ O(Q)/H. The bundle p(l) has

Cartan connections ([Kob. chapter 4]). Let o(Q) be the Lie algebra

of O(Q). Then a Cartan connect10n in question 1s a o(Q)-valued 1

form n on p(l) consldered as a set of l-forms (xi.nI.nj ) by the

identlf1cat10n

rr.0 n
j

0

n j + sjnO k e o(Q)1t = n i i 1 h 1klt

° h
kj 11< _nO

where n° = - ~ ~~. The forms xi and rr. j are the re8tr1ction to

p(l) cf the components of the canon1cal form of. p(l). They have the

property dnJ • ~ n k ~. The curvature form TI cf n 18 defined by

TI = dn - n 1t whlch ls'wr1tten as

Tl =

o

° °
o

There exi8ts a unique Cartan connection, called the normal conformal

connection. 8atlsfylng the (norma11zation) cond1tion

where

CJ
iJ 2, = 0

_nI sIno 0 d1tI - 1t~ 1\~ - Xi" n
j

- h 1kh
j ~1tk" n~ - 6i~ 1\ ,t<
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1 j k ~
2 C ik2. lt 1\ lt .

In fact this condition cteterm1nes the forms lti uniquely ([Kob,

Chapter 4. Theorem 4.2]).

Definition: A CO(h)-structure P (or a conformal metric g) 1s said

to be conformally flat if the normal conformal connection lt is

in tegrable, i. e. TI:Cl dlt - lt 1\ 1t 1:1 o.

§§ 1.2 Projective theory of hypersurfaces

Suppose we are given a portion of n-dimensional hypersurface M in
the projective space p U+1 . Let .1: M ~ p n +! be the embedd1ng. We

assume the map i has a lift. denoted by eo' to cn+ 2 -{o}. the

natural covering of pn +1 . Let e1 , .... en be a set of independent

tangent vector flelds to M along eO and choose another vector

field en +! so that det(e O,e1 .... ,en.en +!) = 1 with respect to a
"..n+2.flxed frame of L Then the hypersurface M i5 described by the

motion of the vectors e (0 ~ ~ ~ n+!) which we call a projective
~

moving frame field along M. We introduce the associate Maurer-Cartan

form W by

de = we.

Here abbreviations (eO,e!, .... en +1 ) and ß Thewe use e c: w SI (w
et

) •

indices (x, ß •... ran"ge from 0 to n+1. When we use the indices

i. j , ... , these are understood to range from 1 to n. The 1-form W

has values in s2.'(n+2,C). It satisfies the Maurer-Cartan equation:

(1.2) ,-dW=WAW i. e.

n+1First notice that the above choice of a frame implies Wo c 0, and

{ W~ I 1 ~ j ~ n} are independent on M. Hereafter we write Wj:Cl

W~. Then (1.2) implies

0 d n+! k n+1
c Wo SI W 1\ w

k

which-allows us to put

(1.3) 0+1
hikw

k h ik :Cl hki .w1 =
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We have
0 wj

0Wo

(
ß )

0 OJj hikOJ
kOJ a OJoc = wi i

0 j n+1
wn +1 OJn +1 OJn+1

Let us define asymmetrie quadratie form 11 on M by

(1.4)

An important property of this form is its invarianee in the following

sense. Let e' be another projeetive frame. whieh. as is easily

seen. has a form

(1.5) e' = ge

g = ( :

0

~)a

e

where the entries are funetions with values in Ä. ~. v E C. a E

GL(n.C) and b. c e C? Then the assoeiate Maurer-Cartan form OJ' is

given by
( 1 . 6 ) OJ ' c (dg + gw) g-1 .

and th1s leads to the identity

(1.7)

In part1eular. the assoe1ate quadratie form 11' is glven by

(1.8)

Th1s 1mplles that the eonformal class of 11 is intr1ns1e on the

manlfold M. Henee. espeelally. its rank is independent of the ehoiee

of frames. We now assume that the form 11 is non-degenerate. Notice

that the above proeess deflning 11 shows that It 1s determined by

the seeond order derivatives of the embeddlng i. We next derive

another invariant whleh depends on its third derivatives. In order to

make the followlng formulae look simple. we ehoose a frame so that
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This is possible beeause of the non-degeneraey assumption for 11 and

the transformation rule (1.6). Then the exterior derivation of (1.2)

gives

whieh enables us to define asymmetrie quantity h ijk by

(1.10)

Let us define asymmetrie eubic form 111 on M by

(1.11)

and call this the (Wilczynski-Fubini-Piek) eubie invariant form.

Indeed it has the invarianee:

(1.12) 111' a ,A2 111

with respeet to the frame change (1.5). The role of this form ean be

seen in

Proposition 1.1. Let M be a eonnected piece cf a hypersurfaee in
n+l

P . Assume the quadratie form 11 is non-degenerate and the cubic

invariant form 111 vanishes everywhere. Then M is eontained in a

quadratic hypersurface.

The projective deseription of a hypersurfaee n~eds one more
o n+linvariant. Take a derivation of Wo + wn +

1
= O. The we have

whieh allows us to define asymmetrie quantity L
ij

by

(1.13)

1t is possible to show the existence of a projeetive frame satisfying

(1.14) det h ij CI 1.
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Now we fix a frame e with this property. Then, at every point p

where the frame is defined, the matrix h = (hij ) defines a Lie group

by (1.1) which we denote by H(p). Analogously the group Q(Q(p»

and its Lie algebra o(Q(p» are defined. Take another frame e'

with the property h'ij = h ij and (1.14). A caluculation shows the

frame change g from e to e' belongs to the group H(p) at each

p.

We next formulate the fundamental theorem by using the language

of conformal geometry. Define a tensorial matrix-valued I-form T by

-1 F 1
Mik = 4(n-2) Kik + 8(n-2)(n-l) h ik - "2 Lik

o

o
o

o
1 j k"2 h ik {JJ

o

o- wn+1

(1.15) T =

where

Kik = h hPq
ipq k and F = h h

pqr
pqr '

and put

(1.16) x = W + T.

k(Here the raising of indices relative to h ij i8 used. e.g. h ijpk
hijph .) Then a computation shows the invariance

=

(1.17) T' =

under the frame changes belonging to the group H(p) for each point

p; and it i8 easy to see the form n has its value in the Lie algebra

o(Q(p». Let n be the curvature tensor of n. 1t has the

expression as~;follows (nO = 0)

0 0 °
TI • dx - n x a n° TI

j
°i i

0
j

0TIn ... I
where

TIO a h
ij

j
i TIn + l ·

Since n 1s a tensor1al 2-form. we may put
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(1.17) nj 1 j k ~ j j
= °= C ik~ W I\W C ik20 + C i~ki 2

n° 1 k 20
Cik~ + Ci~ = 0.= - 2 Cik 2. WI\Wi

The choice of T has been made by requiring the normalization

condition

(1.18) j
C ij Q. = O.

With these notations, the following analogue of the Gauss and the

Codazzi-Minardi equations holds:

1
+ 4(n-2) (h jkKi 2. - h j 2.Kik +hi2oKjk - hikKjQ.)

1

where f i 2. i8 the projective analogue of the Schouten tensor defined
by

1 K + __.;;;..F _
f i 2. = - 4 (n - 2 ) :- i 2. 8 ( n -1 ) (n - 2) h i 2.

with respect to n:.

h ijk ,2.' Lij,k and ti,j
t i with respect to n.

a constant matrix, which

Then the set of

= °h becomes a

(1.20)(The Codazzl-Minardi equation)

h ijk ,2. - hij~,k = Li 2.h jk - Llkhj~ + LjQ,h ik - Ljkhi~

2, 2,
Lij,k - Lik,j = h ij f2.k - h ik -fQ,j + 2(hikt j - hijtk )

Q. st
ti,j - Yj,i = Lj 2,f i - Listf j'

° iwhere t i is defined as wn+1 a - tioo and

are covarlant derivatives of hijk , L1j and

Now we choose a frame e so that h be

we denote by °h. Thls 1s poslble by (1.7).

projective frames satlsfying (1.14) and h(p)
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principal bundle denoted by P with the group

eh, as a strueture group. The I-forms x and

ge (g e H) can be thought cf 1-forms'on P in

(1.17). We denote these forms by x and T.

then show

H, eorresponding to

T corresponding to

view of (1.6) and

These eonsiderations

Proposition 1.2. The pair (P,X) defines anormal eonformal

conneetion defined in §§1.1 on the hypersurface M. The form T is

the invariant satisfying the relations (1.19) and (1.20).

Conversely we have

Theorem 1.3. Let M be an n (~ 3) dimensional complex manifold with

anormal eonformal eonnection x. Let T be a tensorial I-form in

the form (1.15). Assume that the covariant derivatives of T

satisfies the relation (1.20) and that the curvature tensor of n i8

given by (1.19). Then, for a given point p of M, there exists a

neighborhood of p whieh can be embedded as a non-degenerate

hypersurface in a projeetivee spaee of dimension n+l so that n and

T become the connection and the invariant induced by this embedding,

respective1y. This embedding 1s unique up to projective

transformations.

For the proof of this theorem and for the induetion of the above

formulae, refer [Sas].··

For the use in· the next section, we review the Ioeal expression

of xi and n~ in terms of the conformal structure tensor h ij . Let

(Xi) be a local coordinate system and choose a frame so that wi =
dxi . (This frame is, in general, different from the frames defin~ng

the bundle. P.) The definition of x in (1.16) is made so that

Th1s leads, as usual, to the ident1ty

where rik 18 the Christoffel symbol of h ij :
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Let Rjik~ be the Rlemannlan curvature tensor:

j k j 1 j k ~
dJti - Xi 1\ 1ti{ = - 2' R ik2.w 1\ w

The Rlcci and the sca1ar curvatures are denoted by Rij and by R,

respectively:

If we put

~
Rij aR ij2.'

o k
Xi = ~ikW

ijReh Rij .

then the definition (1.17) implies

The requirement (1.18) easily shows

(1.21) Slk = ---n:---2 ( Rik - -2~(~~--1-) h ik )

The tensor Sij is called the Schouten tensor relative to the tensor

h ij ·
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§ 2 Loeal geometrie theory of linear differential equations in n

variables of rank n+2

The purpose of this seetion is to give a geometrie interpretation of

the system of linear differential equations in n-variables of rank

n+2, referring the projective study of hypersurfaces reviewed in §l.

§§ 2.1 Geometry of hypersurfaces defined by linear differential

equations

Let us first fix such a differential system. x = (Xl, ... ,Xn ) will

denote a coordinate system and sublndices attached to functlons mean
, i

derivatives with respect to these coordinates. e.g. Wie aw/ax Wij =
a2w/axi axj . Let us consider n+2 linearly independent functions

1 n+2w , .. ,W in x. They are solutlons of linear differential

equations

W wl n+2
W

1 n+2wl wl w
1

wn wl n+2
• 0w

~ H+2wij wij ~ij

wk~
1 "n+2wkst wk~

with the unknown w. Since the linear independence of w1 says that

1 n+2w w
1 n+2w1 wl

Aij = ~ 0

w1 n+2
n wn
1 n+2wij wij

for some pair (i,j), it loses no generallty assuming A1n ~ O. (Change

coordinates otherwise.) Then, dlviding the equat~on by Aln , we get a

system

(EQ)

where

(2.1 ) = O~

The functions wi satisfy also equatlons
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W
I n+2

W W
I n+2w1 W
I

w1

w1 n+2
0wn w =

~ H+2w1n w1n win
1 n+2wijk wijk wijk

Apart of these equations will be written shortly as

(2.2) 1 S i,j ~ n

Notice that these equations are derived from (EQ) by differentiation.

The system (EQ) when n=2 was first treated by E.J. WiIczynski in

his memoirs [Will in the beginning of this eentury. The reformulation

of this ease is given by the authers in [SY 1] in view cf the moving

frame method. In this paper we treat this system when n ~ 3, aiming

at making the geometrie meaning of the eoeffieients elear.

Let us eonsider the equation (EQ) with (~.1) of rank n+2 whieh

satisfies

(2.3) ~ = det gij ~ O.

1 n+2We fix a vector w = (w , .... w ) made of linearly independent

solutions, whieh defines a Ioeal embedding of the x-spaee into the

projeetive spaee cf dimension n+l. We eall this embedding the

prejeetive solution cf (EQ), which is unique up to PGL(n+2,~). By

abuse of Ianguage we sometimes eonsider w as the embedded

hypersurfaee. Put

(2.4)

whieh we eall the normalization faetor cf the system (EQ). The

funetien 8 1s "independent cf the ehoiee of w up to additive

eenstant. Define a set cf veetors e = t(eo, ... ,e
n

+
1

)'bY

(2.5) e =n+l
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Then this is a projective frame along w in the sense explained in

§1. The system (EQ) and the equations (2.2) can be written in a

Pfaffian form

(2.6) de = we

where

w = ß
(w ) =ce

o
o k

Aikdx

dX j

j k
Aikdx

is the Maurer-Cartan form of the frame e. The result of §1 says that

the tensr h ij = eegij defines the induced conformal metric of the

hypersurface. Then the process of normalization in §1 can be applied

to the above frame e. A suitable choice of a transformation g in

the form

(2.7) g =

suffices for thi8 normalization. Namely. writ1ng

-1 -1w' = dg g +·gwg

which is a coframe of the transformed frame e' = ge, the element g

i8 determlned so that

(2.8) det hij _~ I, and trace Lij = o.

(see Proposition 1.2). Then by (1.16) w' is decomposed into the surn

of the connectlon form ~ assoclated w1th hij and the tensorlaI

invariant form T of the embedding w. Reverslng this process. we

have

(2.9)

for h = g-l The point here i8 that the right hand s1de 1s known to

have a geometr1cally invariant meaning. And. consequently. the

coefficients of the system (EQ) 1s written in terms of the invariants

of the hypersurface w, which. in the followlng, we write down
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explicitly. Since

determined by

n+2 n+2 S
h'lj • A h ij a A e gij' the cornponent A is

(2.10)

Other components c and ~ may be computed following the

normalization process. In the present case. however, they can be

determined also by the requirements A~n a A~n a O. We prove

Theorem 2.1. Let the equation (EQ) of rank n+2 (n ~ 3) with (2.1) and

(2.3) be given. If the norma1ization factor satisfies

(2.11)

then the coeefients Alk are given by

Rere rIk and Sik 'are the Christoffe1 symbol and the Schouten tensr ~
S § jof the tensor e gij' defined in § 1.2. The h ik' Lik and Mik are

components of the form T defined in §§1.2 with respect to the"

norm~lized frame ge.S .
Proof: Put h ij C e ~iJ' Since A 1s chosen to be 1, we have h'ij

= h ij . Reca11 that the dlscussion in §1 shows that n and T have

the fo11owing form

0 lt
j

0 0 dx j
0

0
lt

j n+1 k J k klt C lti Xi = Sikdx rikdX hikdx1

0 x J 0 0 hjlS dxk 0n+l ik

0 0 0 0 0 0
0

T
j

0 k 1. j k
0T • Ti C (Mik+Lik)dx h ikdxi 2

0 j
0 0 hj1M dxk

0Tn +1 Tn +1 - wn+1 lk
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o n+l 0 0
Note that Xo = Xn +1 = 0 because w'o = O. which 1s deduced by Wo =
o and by the choice of, g (A = 1). Insert these expression into

(2.9) to yield

(2.12) OJ = T
j cj,.,.n+1
i + I"'i

(2.13) AIk = rIk - ~ h
j

1k + Cjhik

o
Aik = Sik - (Mik + Lik ) + ~hik'

Hence

The requirments are satisfied when

(2.14) ~ = - e- 8 (S - M - L1n ).In In

With these equallties inserted in (2.13), we have the formulae (2.11)

and complete the procf. 0

Remark: From (2.12) and (2.14) follow also the formulae for Gj and

B
j

in (2.2).

If the equation (EQ) does not satisfy the condition (2.11). then

by multiplying a suitable function to the unknown w, one can

transform (EQ), without changing the hypersurface w nor the

coefficients gij' into ~he one satisfying the condition. The other

coefficients are obtained by the following lemma, cf which proof is a

straightforward -computation.

Lemma 2.2 : Let the system (EQ) be given with the normalization factor
8e. If the unknown w is transformed into a new unknown by w =

e-~u, then the system 1s subject to the change

(2.15)

where

(2.16)

The new normalization factor is 8+(n+2)0::e .
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§§ 2.2 Linear differntial equations defining maps into hyperquadrics

Definition: The system (EQ) is said to satisfy the guadric condition

if the image of w is contained in a certain quadratic hypersurface,

i.e. if the cubic invariant form 111 vanishes identically

(Proposition 1.1).

Since the quadratic hypersurface is conformally flat, the

invariant T vanishes under the quadric condition; and the connection

form x itself is flat. This fact can be also seen directly from the

formulae (1.19) and (1.20). Therefore we have a corollary to Theorem

2 . 1 .

Theorem 2.3. Let the equation (EQ) of rank n+2 (n ~ 3) satlsfying

(2.1), (2.3) and (2.11) be given. If it satisfies the quadric

condition then the coefficients Aik are expressed as rational

functions in gij and thelr derivatives:

(2.17) Aj
ik = r j

- g r j
ik lk In

Here rik
tensor of

are the Chrlstoffel symbol and the Sehouten

Converse of thls theorem holds.

Theorem 2.4. Let glj (gIn A. 1) be a non-degenerate symmetr1e tensor

wh1eh represents a conformally flat structure. Define 8 so that

det (eeg1j ) D 1; and def1n~ quant1t1es A~j and A~j by (2.17)

aecord1ng to the tensor e gij' Then the equat10n

1s of rank n+2 and satisf1es the quadric cond1t10n. Its normalizat10n

faetor is eS.
e

Proof: Put h ij = e g1j' S1nce by assumpt10n h 1j 1s conformally

flat, the assoc1ated normal eonformal eonneet1on ~ 1s 1ntegrable.

Apply Theorem 1.3 by putting T = O. The Gauss and the Codazz1

M1nardi equations are trivlally satisfled (all the terms are zero) so

that there 1s an unlque embedding w = (W1 , ... ,wn +2 ) of x-space into
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pn+1 such that the 1ndueed eonformal metr1e 1s h ij and the

invariant form T is zero. Let

be the system with the projeetive solution wand with the

normalization faetor eS. The argument in §§2.1 teIls us that the

surfaee w has the indueed eonformal metrie e8gij' Therefore we

have g' = gij' Slnee (#) is of rank n+2. Theorem 2.2 asserts that

A
,k i~ 0 0
ij = A1j and A'lJ • Aij · This eompletes the proof. 0

We can formulate this in a more symmetrie way:

Theorem 2.5. Let ~lj be a non-degenerate symmetic tensor whieh

represents a conformally f1at structure. The the system

is of rank n+2 and satisfles the quadric conditlon. Here rl j and

Rij stand for the Chrlstoffel symbol and the Rieei tensor with

respect to c1ij .
~ -~Proof: Assume e := ~ln ~ 0 and put gij = e ~ij and det(gij) =

-2nP 2J.1e . Define h ij = e gij so that det(hij ) = 1. We have only to

combine Theorem 2.4 and Lemma 2.2 as weIl as the transformation

formulae of the Chr1stoffel symbol and the Ricc1 tensor for h
iJ

Into

those for 0'1j:

rik(O') = rik(h) + ~i6~ + ~6i - hikhjP~p

Rik(cT) = Rik(h) - (n-2)(~lk - ~l~k - ~jrik(h)

where

115] ). 0

1'} _ P
2 and 1s the Laplaclan of h ij (see [GoI, p.
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§ 3 Uniformizing equation of a Siegel modular orbifold

§§ 3.1 Statement of the result

The domain

1 n n 1 n ~-1 j 2 zl
D = {( z , .. , z ) e C I (Im z ) (Im z ) - ~ j =2 (Im z) > O. Im > O}

is ealled the symmetrie domain of type IV cf dimension n (~2). If

n = 2, D 1s b1holcmcrphieally equivalent to the produet HxH where

H 1s the upper half plane {T e CI Im T > O}. If n = 3. D is

biholomorphieally equivalent to the Siegel upper half spaee ~2 cf

genus 2:

Let Q be an (n+2) by (n+2) symmetrie matrix given by

and let Qn be the quadratie hypersurfaee of p~+1 defined by Q.

Then the domain D ean be considered as a conneeted component of the

open subset

o n+1 n 0 n+1 t 0 n+1
{(t •... ,t ) E Q I(t ....• t )Q (t , ... ,t ) = O}

of Qn through the embedding:

1 n 0 n+1 I n 1 n ~-1 j 2(z , ... z) -+ (t •... t ) = (I,z ...• z .z z - l,j=2(Z ) ).

The group Aut(D) cf analytic automorphisms of D i5 a 5ubgroup of

(X E GL(n+2.m) 1xQtx a Q}/± of index two via the embedding D C Qn C

pn+1. The restrietion of the canonical conformal structure of Qn

D is represented by

Let r c Aut(D)

acting on D. and let

be a properly discontinucus transformation group

D' be the maximal open subset of D on which
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r acts freely. Denote the quotient manifold D'/r by X and the

natural projeetion D' ~ X by ~. S1nee Aut(D) aets eonformally on

D, there is a holomorphle eonformal strueture ~.w on X. Let

gijdXidxj (gIn = 1) be a conform11 metric representing x.w on a

ehart, wlth loeal coordinates x, of X. There 1s a linear

dlrferentlal equatlon (UDE) ealled the uniformizlng equation of X In

the form (EQ) wlth the principal part gij such t~at the projeetlve

solution gives the inverse of ~. When n ~ 3, Theorem 2.2 teIls us

that glj determlne the remalning eoeffielents of (UDE). Therefore

If one knows gij as function5 of xi, one can know the equatlon

(UDE) .

Indeed thls 18 the ca8e for the Siegel modular group f(Z) of

level 2 acting on the Siegel upper half space H2 , equlpped with the

canonical conformal structure

Theorem 3.1 The regular orbit of H2 under f(2) i5 isomorphie to

the spaee X:= {(X1,x2,X3) e ~31 xl ~ 0 1 j (1 ~ j)} Th i'" '-" x"... e mage

~.w is a form on X eonformal to (X1 _X2 )X3 (x3 _1) (dx1dx2
+ dxZdx1 )

+ (X2_X3)X1(~1_1)(dX2dX3 + dX3dx2 ) + (X3 _X1 )X2 (X2 _1) (dX3dX1 + dx1 dx3 ).

The uniformizing equat10n (UDE) on X 15 glven as folIows:

(3 .1)

xjexj-ll
--=---~--=...._-- w -
2X1 (x1 -1)(xi -Xj ) j

(Xk_Xi)xj(xj-l){2Wlj + (

1 1 }1 j)wj + -k--l............-k--j- W
x -x (x -x )(x -x )

+ (
111

1 k + i J )Wk + i j j k w}
x -x x -x (x -x )(x -x )

where (i.J,k) is a eyclic permutatIon of (1.2.3).
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In the next subsection (Proposition 3.4), we shall express ~.w

in terms of the x-coordinate. Once it is done, the equation (liDE) is

derived as follows: We apply Theorem 2.5 to the tensor qij of the

form

which is assumed to be conformally flat and E1E2E3 ~ O. Put

Then the system is

(3.2) Wii == 0

EjWij - EkWik a 0,

where (i,j ,k) 1s a cyclic permutation of (1,2,3) .

The actual computation will be sketched. The inverse matrix of
q i5 given by

( _ E
2 E1E

2 E1E3 )1 1
(2E

1
E

2
E

3
)- E

2
E

1 - E E2E
22

E3E1 E3E2 - E3

Lemma 3.2. The Christoffel symbols of q are given by

i 1
EjEk)i' ri i

l ~ri1 = 2(log = 2E (log E )i'
i k

i Ak k -AkEkr ij = 4E ' r ij = 4E i Ej
,

, j

where

Proof:
Ai a (Ej)j + (Ek)k - (Ei)i and (i,j,k) 18 as above.

Here the summation rule is not applied to the indices

and k. By definition, we have

1 1 istrii = 2 ~st q ( 2qist,i

i~
= ~g. (J (Jig..i
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ij ik
= q q1j,1 + ~ ~ik.i

Hence the first equality. Others are slmllarly obtained. 0

As for the Riccl tensor recall the definition:

2,
R1 j = I:2,R i 2,j

= ~2,r~2,.j - ~~r~j.~ ~ ~~.m~2,r~j - ~2"m~jr~

Lemma 3.3: The Rlcc1 tensor 1s given as follows

1 ~ ~ Ek _ Ek
Rii = 2 { (log Ei)ii - E (log E )ij - ~(log ~)ik )

i k i j

1 . Ei
+ 4(lOg Ei)i (log ~)i

j k

1 ~ ~ Ei . Ek Ei
+ 4(log E )i { E (log ~)j ~(log ~)k )

k 1 1 jk i jk
EjRij - EkRik = 2 { Ej(log Ek )1j - ~k(log Ej)ik}

1 1 ~ Ei Ei
- 4(log Ei)i(Ej-Ek ) + 4(lOg Ek)i{Ej(lOg Ek)j + Ek(log Ej)k l .

Proof: We show the first ident1ty only. R1i is the sum of three

parts:

Lemma 3.2 shows

1 Ak= 2(log E E) + +j k i 4E 1

The second term 18Aj + Ak a 2(E1 )i'

2, i . j k
~2,f11,2, = f i1 ,i + f 11 • j + r1i •k

Here note that
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The third term is computed as follows:

L2..m ( ~2.r~i - ~ir~ )

c ~ ( ~jr~l - ~ir}m + ~k~i - ~lr~m )m

rii(
i

- r}j
k k i

- r3k
k

= r ij - r kj ) + r ii ( r 1k
- r kk

The first bracket is equal to
Ak .- Ai 1

4E
j

- 2(log EiEk)jo Notice that

Hence the surn cf the first two terms 18

The third term is. in vlew of r}i + ~i = ~(lOg Ei )1' equal to

The last term 18

Ak 2 ~2 - A E - AkEk
4E ) + ( 4E ) + 2 j j

4E i E j1 i
4E1Ek

1 -2 2
1:1 ~{(lOg E1 )i}2 o1:1 16 Ei (A j + Ak )

Summ1ng up these. we have
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which implies the first equality of the lemma. 0

Proof cf (3.1): We choose a conformal class q given by

(3.3)

which is conformal to x.w. 1nserting these into the identities in

Lemma 3.2 and 3.3. the system (3.2) becomes the system (3.1). 0

§§ 3.2 The conformal structure on a modular variety

The real symplectic group Sp(2.m) is by definition.

where 1k stands for the

analytic automorphisms of

k by k identity.matrix.

Hz 1s given by Sp(2.m)/±

~ (AT + B)(CT + D)-l

The group of

by the action

Let us consider the follow1ng two discrete subgroups of Sp(Z.m):

r • GL(4,Z) n Sp(2,m): the full modular group

r(2) a (X, e rl X a 1
4

mod 2}: the principal congruence

subgroup of level two.

The group r(2) 1s anormal subgroup of r such that

r/r(z) ~ (r/±)/(r(2)/±) =S6

where S6 1s the symmetrie group on s1x letters. The transformation

I. : (:~
2 ) ( 1 ·2 )T -+ T -T
3 2

T
3T -T

(I. e r(2» fixes the hyperplane

F of f1xed points of f(2) on

FO C H
2

given by TZ = O.

Hz 1s given by F = fF o .

The set
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Consider the spaee

The group

follows:

PGL(Z.C) and the symmetrie group aet on -~ as

1 6
y: (.E •.•• ,~ ) ~

1 6
<1: (.E ••.. ,~) ~

Y E PGL(2.C)
(J E 8

6

For ~ E 2, we eonsider a non-singular plane eurve

of genus two in p 2 with a homogeneous eoordinate system (u,v,w).

Two eurves C(~) and C(~') are biholomorphieally equivalent if and

only if ~ = g~' for some g E 8 6 x PGL(2,C). The spaee 2 module

PGL(Z,C) is isomorphie to the spaee

whieh parameterizes plane curves in Rosenhein normal form

Notice that the group . Aut(~) of automorphisms is isomorphie to 8 6 ,

We eonsider the eurve- C(Ä) for a fixed Ä e~. We take a basis of

the homology group H1 (C(Ä),2) so· that the eorresponding four by four

intersection matrix takes the canonical form, i.e. ( ~I I~). Then

2
we take two.linearly independent differentials of the first kind on

C(Ä) such that the per iod matrix takes the form (7.1
2

), This is

always possible and we get a point T of HZ' Notice that the choiee

of the basis of H1 (C(Ä) .2) is not unique but. onee it is chosen, the

ehoiee of two differentials 15 unique. Not1ee also that ,T e HZ - F.

slnee the Jacobian variety C2/(T,IZ)~ of the curve C(A) can not

be the produet of two elliptic eurves. Now we let Ä e ~ varyand

let the basis of H1 (C(A),Z) depend continuously on A. Then the

eorrespondenee A ~ T(A) gives a multivalued map
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which turns out.to be an inverse map of the natural projection

Notlce that (HZ - F)/r ~ A/SS ' The isomorphism (HZ - F)/r(Z) ~ A
can be explicitly given as follows.

We deflne sixteen theta constants 9g 'g-h'h"(T) for gl, g", h',

h" = 0.1 by

r?' r?" Z r?" Z 3 ~I 0""
+ Z ( P , +J:l-) (p" +J:l-) T + ( P " +J:l-) 7 + ( P , +J:l-) h' + ( P " +J:l.-:) h " }Z Z Z 2 Z

which are holomorphic functions in

of theta constants the natural map

expressed by

7· (:~ :~) E H2 . In terms

~: T ~ (AI ,AZ ,A3 ) can be

2 Z
Al D

( 91100 (7)) . ( 91000 (7) )
90100 (7) 90000 (7)

2 2
A,2 c

(91100 (7) ) -( 91001 (T»)
90100 (T) 90001 (T)

2 Z

A3
EI

(91000 (7») (91001 (T))
90000 (7) 90001 (7)

We have chosen the above expression from S! = # Aut(A)

possibilities. We want an explicit expression of the form

Proposition 3.4: The quadratlc form X.(dT1 dT 3
+ d73 dTI - 2(dT2 )Z) is

a form on A conformal to (Al - A2 )A3 (A3 - 1) (dA1dA2
+ dA2dA1 )

+ (A2_A3)AI(Al_1)(dA2dA3 + dA3 dA2 ) + (A,3_AI)A2(A2_1)(dA3dAl + dA1 dA3 ),

whose discr1minant 1s A1A,2A,3(AI _l) (A,2_1)(A3_1)(Al_A2)(A2_A,3)(A,3_Äl).
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The rest of this section is devoted to the proof of the

proposition We put q B exp Xi73 and study'expansions cf three

lambdas Al, A2 and A3 in q. Put

2 2A
1

q + O(q ),

where O(qk) stands for a holomorphic function or a form divisible by

qk, then we have

Lemma 3.5

12112
~peZexp Xi{(P+2) T + (P+2)7 }

~peZexp ~i(p271 + P7 2 )

2

where 8 gh (00) (g,h a 0,1) are elliptic theta constants:

(00 e ~)

4__ (810 (00»)and A(W) 'i8 the ..lam~d~ function defined by A(W)
800 (00)

Proof: We have'

81000 (7)
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= q1/4 {8( 0)
1100

where

(1 ) (1) 2LpeZexp 121 + 2(P+~)T2}81000 CI - 81001 = xi { (P+2') T

(0 ) 2 ~peZexp
2128

0100
a lti(p T + pT )

(0)
• 2 ~peZexp 1ti{(p+l)2T1 1 281000

+ (P+2)T }.2

The following identity

leads to
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~ 810 (Ti)r 1 2 1·

'A3 2
810 (71 ) 810 (71 )

= 1 + 4 1800 (7 ) 800 (71 ) 800 (7 )

( (1) 1 1 (1)
>< 81001800(7 ) 810 (7 )80001

(1) 1 1 (1) } 2
+ 81000800(7 ) - 810 (7 )8 0000 q + O(q ).

Since we have (1 ) (1) and (1 ) (1 ) the lemma 1s81000 = - 81001 80000 t:r - 80001 ,

proved. 0

'Al _ 'A2 1 2 I 2 3 I 2Corollary 3.6: :;z qh(7 .1' . q) . de t ( a (A ,A IA )) = qf(T .1' ,q).I 2 3

where h and f holomorph1c
a(T ,Tl.TZ)

and wh1chare functions in T ,I' q

are not divisible by q.

Proof: The first assertion is obvious. The second follows from the

calculations below.

aA
aAl aAl aAl aAl

7IiAiq + O(q2)_0 1 _0 1
aT

D + q + - q
aT l aT l aTZ aT2

aA2 ClA2 aA2 aAZ

7Ii'AiQ
0 1 ° I

ClT!
+ - q

aT2 + - q
aT! aT 2

aA3
0 0 0

ClT!

det(~~)
aA3

Al
aA2

2
aAl

xi 0
( _0 _0

)q O(qZ)= - + Al +
ClT! 1 aT2 aTZ
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+ o

dAl
Lemma 3.7: Qf(T1 .T

2
,q)dT

1
a 2n1Ai aT~ q dA

3
+ Q(q2)

qf(Tl .T2 .q)dT2 = Q(q)

dA3 dA2
qf(T l ,T 2 ,q)dT3

c 0 0 (dAl _ dA2 ) + O(q2)
d-r l dT2

Proof: This follows from the expression of 1 2 dT
qf(T ,T ,q) dA

Q(q2) O(q2) 21t1Ai
dAl

+ O(q2)_0 q
dT 3

O(q) Q(q) Q(q)

aA3 dA2 dA3 dAl aAl aA2 aA2 aAl
_0_0

+ Q(q). _0 _____0
+ Q(q). ° ° _0_0 + Q(q) 0-----+

aTl dT3 aT l dT 3 aT3 aT l dT 3 d-r l

in

U c A be an open subset of C3 such that ·the closure

has the property: Ü n {(Al ,A2 ,A3 ) E C3
J Al ~ A2 } ~ U n A.

u

1 2 2 1 3 2Corollary 3.8. The quadratie form 1t.(dT dT + dT dT - 2(dT ) ) ·1s

conformallyequivalent.on U to a quadratie form wlth the following

Ioeal expression around U n A:

+ (holomorphlc quadratic form in A).

whose dlscriminant has double pole alo~g {Al D A2 }.

This 1mplles that that the holomorphic eonformal structure

X.(dT1 dT2
+ dT2dTI - 2(dT3 )2) on A ean be extended to a meromorphic

eonformal structure ~ on p3 ~ A. We can put

~ = ~i,jDi a 1j (A)dA
i

dA
j

PIJ (A)
a1j (A) a D (A)
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We can assume

since ~ should be a holamorphie nondegenerate quadratic form on ~,

Since r/r(2) ~ 56 acts on ~ as the group of automorphisms of ~,

the conformal structure of A represented by ~ is invariant under

the action cf 56' In particular it is invariant under the

transformation:

er:

Put

,.1 Al
I"" 1:1 3 t

A

2 ,2
,. :I A
I"" 3 t

A
;U3 .. -.1.

3'
A

then we have

(i.j a 1.2)

{i,J} a {1.2}

Since

we have

and

det(b
1j

(J.I.» :I det(a
1j

(A» (}l3)-a

:I D(A)-2 (}l3)-~ :I (J.l.3)12 D(}l)-2.

Therefore multiplying a conformal factor
have

*g 1), we should

(i.j • 1.2.3)
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In prticu1ar if i.j = 1.2 then

so

(3.4) II
• 3')l

This imp1ies in particular that the total degree deg(Pij) of Pij

(l.j c 1.2) is at most four. Slnce the form ~ is invariant under

permutations of A1 ,A2 and A3 , we conclude that deg(Pij) ~ 4 (i,j a

1.2,3). On the other hand, by Corollary 3.8. P12(A) and Pkk(A) (k

a 1,2.3) are divisible by A1 _A2 . By using symmetrlcity with respect

to A1 ,A2 and A3 agaln, we have the following expresslons

(i ~ j)

where qkk and r ij are polynomlaIs wlth deg(qkk) ~ 1

~ 3. The first expression satisfies (3.4) if and only if

identically zero. Thus we have

and deg(r ij )

qkk is

(k = 1.2.3)

and that the determinant of the matrix (a1j (A» can be computed as

folIows:

This expression wlth the Identity:

deg(Pij) a 3 (1 ~ i ~ j ~ 3) and

Substitute the expression

into (3.2). we have

det(aij(A» = D(A)-2 imply that

P12(A)P23(A)P31(A) = D(A)j2.
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By uslng symmetrlclty of ~ w1th respect to the A'S and the

Identlty D(A1 ,A3 ,A2 ) = - D(A1 ,A2 .A3 ), we conclude that ~ 1s

expressed. up to a mu~tlpllcat1ve constant, by

(AI _A2 )A3 (A3_1)
(dA1dA2

+ dA2dA1 )D(A)

+
(A2_A3 )A1 (A1 _l)

(dA2dA3
+ dA3dA2 )D(A)

+
(A3 _A1 )A2 (A2_1)

(dA3dA1
+ dA1dA3 ).D(A)

Th1s completes the proof cf Proposition 3.4.
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