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§o. Introduction

For any integer m > 1, let X:n be the Fermat curve aver the complex number field C

defined by

The jacobian variety J(X~) of X~ decomposes up to isogeny inro a product of some

smaller abelian varieties. To be more precise, let

21~ = {Ca, b, c) I a, b, cE Z/mZ \ {O}, a+ b+ c = O}.

The group (Z/mZ)X acts on ~~ by t . (a, b, c) = (ta, tb, tc), t E (Z/mZ)X, and we

denote by Sm the orbit space (Z/mZ)X\21~. Then we have an isogeny

7r : J(X~) -I- TI As,
se5 m

where As is an abelian variety of CM type in the sense of Shirnura and Taniyarna (see

Theorem 1.3). In general, As is not always simple and it may happen that As and As'

are isogenuous far two distinct orbits S and S'. Thus there arise the following two natural

questions:

(Q1) When are As and As' isogenuous over C?

(Q2) When is As absolutely simple?

In [K-R] Koblitz and Rohrlich gave the answer to these questions in three typical cases:

(i) gcd( m, 6) = 1 (see Theorem 1.8), (ü) m = 2" and (iü) m = 3". In this paper we



give an almost eomplere answer to (Q1) and (Q2). To state our results, we introduce some

notation. We denore by [al the orbit of a E 2(~. If a = (a, b, c), a' = (a', b' , c') E 21~

and {a, b, c} = {ta', tb', td} far some t E (Z/mZ)X, we say that a is equivalent to

ci. From the definition of As one can easily see that A(a] is isomorphie to A[aJ] if a

is equivalent to a'. A result of Koblitz and Rohrlich (see Theorem 1.8) implies that the

converse is tnJe if m is prime to 6.

Far any a E Z/mZ, we donote by (~) the rational number such that 0 :5 (~) < 1 and

m (~) == a (mod m). We introduce the following set:

'1J~ = {a = (ao, ... , a5) E (Z/mZ \ {O})6 llt· al = 3 for any t E (Z/mZ)X},

where It· 0:1 = (~) + ... + (~). Far any 0: = (a,b,c),o:' = (a',b',c') E ~~, put

0: * a' = (a, b, c, a' , b', d) and -0: = (-a, -b, -c). Then it is known that As and As'

are isogenuous if and only if a * (-a') E ~:n for same 0: E 5, a' E S' (see Proposition

1.4). Ta describe a decompositian of A s into simple factors, we define a subgroup Wa af

(Z/mZ)X by

Then it is known that As is isogenuous 10 the product of ~Wo copies of a simple abelian

variety (see Corollarly 1.7). Now let & be a finite set of nutural numbers defined by

&= {2,3,4,6,8,9, 10, 12, 14, 15, 18,20,21,22,24,26,28,30,

36,39,40,42,48,54,60,66,72,78,84,90, 120, 156, 180}.

If a}, ... , an are any elements of Z/mZ \ {O}, we denore by GCD(a}, ... , an) the greatest

common divisor GCD(a}, ... , än , m), where äi is any positive integer such that äi = Gi

(mod m). Theo the following theorem giv.es the answer to (Q1).
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TheoremO.L Suppose m ~ e and let 0:, ß be two elements of 2~. We assume that

GCD(er, ß) = 1 and er is not equivalent to ß. Then A[a] and Atp] are isogenous if

and only if er and ß are equivalent to elements in one of the following three groups.

(1)

(2)

(3)

m m
(a, 3a, -4a), ("2 - a'"2 - 2a, 3a)

m 2m
(a, 2a, -3a), ('3 - a'"3 - a, 2a)

m m m m am am
(a,a, -2a), (a'"2 - a, 2)' (2 - a, 2 - a,2a), (2' 2 + 2' 2" - a),

m - 2a 3m - 2a
( 4 ' 4 ,a),

where the fourtb and fiftb elements in (3) are defined only wben a= 0 (mod 2) and

2a =m (wad 4), respectively.

To state the answer to (Q2) we define five types for elements er E !!~ with GeD(a) = 1

as· folIows.

TypeI : elements of 2l:n which are not of the following types.

Type!I - 1 : elements cf 2l:n which are equivalent 10 (1, w, -1 - w) with w2 = 1,

w =F ±1, and w =F '; +1 Ü ord2 m 2: 3.

TypeII - 2 : elements of!!:n which are equivalnt 10 (1, 1, -2), ord2 m 2:: 2.

TypeII - 3 : elements of ~:n which are equivalnt 10 (1, '; + 1, '; - 2), ord2 m 2:: 3.

Type!I! : elements of 2l:n which are equivalnt to (1, w, w 2
), 1 + w + w 2 = O.

Theorem 0.2. Suppose m ~ e and er E 2l~, GCD(a) - 1. Tben WO' is gjven as

follows.

(i) Wo = {I} if er is of Type 1.

(n) Wo = {I, w} if a is of Type 11-1.
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(iii) Wer = {I, '; - l} if a is oE 'JYpe II-2.

(iv) Wo = {I, '; -1, '; + 1, 3~ -l} ifa is of 'JYpe 11-3.

(v) Wo = {1,w,w2 } ifa is of'JYpe m

In particu1ar, A[er] is simple if and only if a is oE 'JYpe 1.

We have seen that the problem can be reduced to the study of the structure of s.B~ n

(2::n *~~). The!arge part of this paper will be dcvoted to the proof the following theorem

from which one can easily deduce above two theorems.

Theorem 0.3. Suppose m f1. e and a E 2:t:n n (21:n * ~:n) with GCD(a) = 1. Tben a

,is equal (up to permutatio~) to one oE the following elements:

(1) (a,b,c)*(-a,-b,-c)

(2) (a,a,-2a) *(-a, r; +a, ';)

(3) (a,a,-2a) *('; +a, '; +a,-2a)

(4) (a, r; +a, r; -2a!*(-2a, r; +2a, ';)

(5) (a, r; + a, '; - 2a) * ('; + 2a, r; +2a, -4a)

(6) (a, r; + a, r; - 2a) * (-2a, -2a, 4a)

(7) (a, '; +a, r; -2a)*(': +a, 3r +a,-2a)

(8) (a, 3a, -4a) * (r; + a, '; +2a, -3a)

(9) (a,2a, -3a) * (r; + a, 2;' + a, -2a)

These problems are related co the calculation of the Picard. number p(X:n x X:n) of

the surface X~ x X,ln. In a letter to Shioo.a, Zagier computed it for m ~ 110 using the

following relation due to Shioda:

(0.1) X~ x X~ = 2 + ü{~~ n (2l~ * 2l~)}.
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He has conjecturcd Theorem 0.1 and the closed fonnula for p(X!n x X!n). Using Theorem

0.3, we can prove the Picard number fonnula:

Theorem 0.4. The Picard number of X;" x X:" is given by

p(X~ x X~) = 6m2
- 27m + 23

{

0 (2i'm) {O (3i'm)
+ 189m+9 (211m) + 72m+8 (31m) + ~6.(d),

207m + 9 (4Im ) deE

wbere ß(d) is the values calcu1ated in Table 11 of section 8.

The present paper is organized as follows. In section 1 we review some basic rcsults

on J(X!n), and in section 2 we prepare same basic tools fer the proof of Theorem 0.3.

Section 3 is a preliminary seetion for the later sections. Section 4, 5 and 6 are devoted to

the proof of Theorem 0.3. The proofs of Theorem 0.1, 0.2 and 0.4 are given jn section

7. In section 8 we discuss three topics; (i) the defining field of the isogeny from As to

the product.of simple abelian varieties, (ü) ordinary primes for As and (ili) the Hodge

conjecture for four dimensional Fennat varieties. In the last seetion we give the list of

elements of 2i~, m ~ E that give the same "CM-type".

I would like to thank: Professor T.Shioda for helping and encoumging me during the

course cf this wade. I also thank Professor R.Coleman for bis useful comments.
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§1. Tbe jacobian variety of a Fermat curve.

In this seetian we reeall some basic results 00 the jaeobian

variety of a Fermat eurve. First let us defioe the Fermat variety X~

on+1of dimensi.on 0 and degree m as a hypersurfaee in Ir 14: defined by

+ ••• +
m

x n+ l = O.

For the detail of Fermat variefies, see [S-Kl or [Shl]. Let ~ be them
n 0+2. 0group of m-th raot of unity. Then Gm = (~m) Idlaganal aets on Xm

C 00 r d i na t ewi se: g = (~o' ••• , ~ n + 1 ) ( x 0 ' ••• , x n + 1) --+ (~ 0 x 0 '

. , ~n+lxo+l). This makes the cohomology groups Hn(X~,~) and Hn(X~,()

iota G:-mOdUles. The eharaeter group of G~ i8 identified with the

followiog group

1\

G~ = { ( a 0 ' ".. , an + 1) lai EZ1mZ , a 0 + + a n+ 1 = 0 },

ao ao+1 A
via a(g) = ~O .. ·~n+l far a = (ao' ... , a o+ 1 ) e G~ and g = (~o:

A

: ~"+l) e G~. Following Shioda we define two subset,of G~

If,n -_ { (aum . 0'· .. a. ~ 0 fo r all i ),
1

Cßn = { a e· 2J" I I t"al = n/2 + 1 for all tE(Z/mZ)X },m m

where It·al = <tao/m-> + ••• + <tao+ 1/m>. Moreover, if n is even,

define a subset D~ of 2J~ by

- 6 -



where - denotes the equality up to permutation.

A
For each ~ E Gn letm'

V(~) a(g)t for any g' e Gn }.m

The following theorem is weIl known.

Theorem, 1.1. Notation being as aboue the foLLouing stateaents hoLd.

(i) Let 0 denote the triviaL character 01 an thenm'

v(0) $' • v(~) ,
aE2J n

m

Yhere dim V(a) = 1 lor any a e 21:, and dirn V(O) = 1 (!BSP. 0) il n =

aven (resp. odd).

(ii) Let HP,q(Xn ) be the subspace 01 HO . (Xn I!:) 01 Hadge type (p,q),m prIm m'

(iii) 11 n is aven,

$. V(~) •
~e2Jn

m
lal=q+l

then

Proof. See [K], [0], [R] and [ShlJ. C

- 7 -
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The ele~ents of Hn(X~,Q)~Hn/2,n/2(x:) are called Hodge cycLes of

middle dimension on Xn.m

Next let us consider the jacobian variety of a Fermat curve. The

following proposition is a special case of Theorem 1.1 (ii).

Corollarly 1.2. The Hodge decomposition of H1 (X1 ,() i5 as foliows:m .

• Iv(a),
ae~m
lal=1

$ lv(a).
a€~m
lal=2

The endomorphism ring of J(X~) contains Z[G~] as asnbring. For

1 * 1every g e Gm we denote by g the induced element of End(J(X
m
». For

each S e 6 m we chaose an element a e S, and put m(Sl= m/GCO(<<). Let

n S = giG l Tr~(S)/~(a(g»g* E End(J(X~».
m

where Q(S) = ~(~m($»' ~m(s) = exp(2rri/m(S». This definition does

not depend on the choice of a. Let us define an abeLian variety AS as

~q image of rrS :

If a e S, then End(As ) contains a subring isomorphie to Z[G~/Ker(a)]

since the action of Ker{a) on A
S

is trivial. There i8 an isomorphism

of GI-modulesm
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1 If'""'"
H (AS'~) 4& V(CX).

aES

For each a E ~1 putro'

H = ( te (Z /m ( S ) Z ) x I I t •a I = 1 } t
ce ,~.- ---

.' _. -- ....-', -_.~ (-- ,_.
. .

x .
W = ( t'E(Z/lm(S)Z) I t ··H = H ' }.a . cc· a l

Then for an appropreate element a E S we have isomorphisms

4& V(t·CX),

tEH. a

HO,l(A ) .....
S

4& V(a) •

tE-Hcx

This shows that Ha is the eH-type of AS. Combining these results, we

obtain the following

Theorem 1.3. The abeLian varieties Asts are defined over 0, and there

is an isogeny defined over 0

Horeover A
S

satis/ies the foLLouing properties:

(i) The dimension 0/ AS is ~(m(S»/2.

(ii) AS admits co.pLex muLtipLication by Z[~m{s)].

(iii) The CH~type 01 Ag is given by Hcx fOT some er e S.

Proof. See [Sch](VI, Satz 1.2 and Satz 1.5). a
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For a = (a. b. c) and a' = (a'. b', c') E ~;, define

= (a. b, c. -a', -b', -c') E ~4.
m

Proposition 1.4. Let S, S' E 6m. Then the !oLLouing conditions are

equivaLent.

(i) A
S

and A
S

' are tsogBnuous.

(ii) There sxtst a e S and a' E S' such that gcd(a) = gcd(a') and

a*(-a ') E 1]4.m

Proof. Let a (resp. a') be an element of S (resp. S') such that Ha

(resp. Ha") is the CM-type of A
S

(resp. A
S
'). By the theory of

Shimura and Taniyama [S-T] we can see that Ag i8 isogenuous to AS ' if

and only if gcd(a) = gcd(a') and Ha = aHa' for some a E (Z/mZ)x. If

we put a" = a-1cx', this shows that It·al = It·a"1 for all tE (Z/ml)x

since aHa' = Ha". Here n'ote that It·a"l = 3~. It·(-alf)l. Hence (i) is

equivalent to the condition It·(a*(-a"»! = 3 for all tE (Z/mZ)X.

or equivalently a.(-a") E 'B4 . This proves· the assertion. Cm

Remark 1.5. Let us introduce another proof due to Shioda which uses

the inductive structure. For each S' E 6m, let

fB

aES
V(a) •

Let S. S' € 6m and suppose dim- Vs = dim V5 ' (i.e. gcd(cx) = gcd(a')

- 10 -



for a E Sand a' ES'). The proof proceeds as foliows:

Ag and AS ' are isogenuous.

(==> VS8V(_S,)is spsnned by the classes of some algebraic

1 1cycles on Xm x Xm.

(==) V(a)8V(-a') is spanned by the classes of some

algebraic cycles on Xl x Xl.
m m

<==> V(a)8V(a') is spanned by some Hodge cycles on Xl x Xlm m

(since the Hodge c~njecture is true for any surface).

<==> V(a*(-a'» ia spanned by spanned by some Hodge cycles

on X: (by the inductive structure).

(==) CX*(-CX') E 23: (by Theorem 1.1 (ii;»).

As for simplicity of an abelian variety with complex

multipliestion. we have a criterion due to Shimura and Taniyama

([S-TJ, Chap.II, §S). In our ease it ean be stated as follws:

Theorem 1.6. Let S E 6 m and choose Cl E S so that the eH-type 0/ A
S

is

9iVBn. by Ha. Then Ag is isogBnUOUS to the product 0/ IWcxl copies 0/ a

simpLe abeLian variety Bs

( 1 . 1 )

In particuLar' Ag is simpLe il and onLy il Wa = {I}. Horeover Bg

satis/tss the 10LLouing properties:

(i) dirn Bg = ~(m(S»/2IWcxl.

W
(ii) End{Bg)eQ = ~(~m(S» cx, the fixed fieLd 01 Wcx .

- 11 -



Proof. See [K-Rl or [Schl(VI, Satz 2.2). a

Corallarly 1.7. Let the notation be as above. Then the fo~~ouing tuo

conditions are equiva~ent.

(i) A
S

is SiapLe.

(ii) a*«-t)a) E ~4 if and onLy if t _ 1 (mnd.fi(S».m

Thus in order to prove Theorem 0.1 and Theorem 0.2, we must

determine the structure of xm
define the following sets:

: = 2)4 A (2J 1 *Zl 1 ). Ta i nves ti ga te i t wem m m

a. + b. = 0
1 J }

f 0 r so me i, j ,

'We call the elements of Idee (resp. Iindec) decomposabLe (resp.
m m·

indeco.posabLe) eLements of Im.

The fallowing theorem due to Koblitz and Rohrlieh [K-Rl is

fundamen tal.

Theorem' 1. 8. I f gcd (m, 6) = 1, then

a E ~1 a' - a }.m'

- 12 -



§2. Some basic tools.

In this section we review some basic too1s for the proof of

Theorem 0.3 from our previous paper [All. Let m ()I) be an integer

and R(m) the free abelian group generated by Z/mZ'{O}. Then every-

element of R(m) is written as

l: c (a) , ca e Z.
aeZ/mZ'{O} a

For a, b e Z/mZ'{o}, we define the product of (a) and (b) in R(m) by

(a){bl =
!(ab)

\ 0

if ab ;I! 0,

if ab = O.

Extending it linearly we define multiplication law in R(m), thus R(m)

is a commutative ring with unit (1). If ~ = (al) + ••• + (ar)' we

write it as Cl = (al' ... "' ar). The number r will be called the

Length of a and denoted ~y t(er}. For r ~ 1, define

R(m, r) = { er E R(m) I er = (8
1

, ••• , 8
r

) }.

For the convenient we also define R(m, 0) = -(al. Let PC (m) be the

set of primitive odd Dirichlet characters on Z/mZ. For any X E PC (m)

and er = l: ca(a) E R(m), define x(er) = l: Cax(a). Noreover let

A(m) = { er E R(m) I X(cx) = 0 for all X e PC (m) },

A(m, r) = A{m) f' R{m, r),

- 13 -



V A(m, r).
r>O

Note that pe (m) = _ if m = 12 or ord 2 (m) = 1, in which ease we

define A(m) to be R(m). If a = a 1 + a 2 with a i e A(m, r i ), then

elearlya e A(m, r 1+r2), and we write

Moreover let as define

AO(m, r) = A(m, r) '- V A(m, i )$A(m, r-i).
O<i<r

Now for each divisor d of m we introduce two important maps ~d

and Td from R(m) to R(m/d): For a e Z/mZ'-{O} , put

= ~1~~~){ rr (p, -l)}(a'),
pld/ö
plm/d

where &"= gcd(d, a) and a' is the element of Z/(m/d)Z satisfying the

following condition:

a' _ a/(lJ/ TT p)

plö
plm/d

(mod.m/d).

In particular a' =a (mod.m/d) if gcd(ö, m/d) = 1. From the

definition it follows that Tl(~) = ~. Moreover, far ~ = 2 ca(a) e

- 14 -



R(m), put

We define thepril/litive part of 2: ca<a> to be gc~<m.a>=lca<a>. and

let ~d(a) be the primitive part of Td(a>. For example,. when a = (a),

~(m> ,
~ (mI ö) {TT (p, -I)} (a )

pld/gcd(m,a)
plm/d

o

if gcd(m,a)!d,

otherwise.

In this notation the primitive part of a is T 1 (a). (Note that this

definition i8 slightly different from that of [Al].)

Ta understand the importance of Td and Td , let us introduce the

following subsets of R(m):

B(m) = ( ~ ca(a> e R(m) ! ~ c «ta./m)-1/2)=O VtE(Z/mZ)X ),a 1 .

an = B(m) () R(m, n+2),
m.

We have a natural map from ~~ to R(m, 0+2), and we can easily see

that the image of 2J~ by this map i5 exactly B~ if 1"'\ is eV'2n; lllE hjllowing

characterization of B(m) and Bm i5 fundamental in this paper.

- 15 -



Proposition. 2.1. The loLLouing conditions ars equivaLnt.

( i) a E B(m) ( resp . Bm) •

<ii) Ld<a) E A(m/d) (resp. Amid) /or any divisor d 01 m.

Proof. See [Al], Proposition 2.2. 0

The map Td is a natural one in the following sense.

Proposition 2.2. (i) Let dl. a~ d2 be tlJO divisors 0/ m such that

d 1'd 2 ' m. Then, lor any a e R(m), 'lJS haue

'lJhere in tha taft side Td is considered as a map Iro., R(ro/d l ) to
2

R(m/d l d 2 >·

(i i) I f a e B(m) (resp. B
m
), then Td (a) E a(m/d) (resp. B

m/d
) lor any

diviso'r d 01 m.

Proof. (i) It suufices to show the statement far a = (a) e R(m, 1).

= T ( p(m) {TT (p -l)}(a')
d 2 ~(m/~l) pld I~ ,

1 1
plm/d

1

- 16 -



where a t (resp. aft) is an element of Z/(m/dI)Z (resp. Z/(m/dldz)Z)

such that

öi = öII TT p
plSI

prm/d
l

= öz/ TT P ).

pl&Z

prm/d
1

d
2

so (m) • cp ( ml d 1 )

cp(m/5 I ) ~(m/dlö2)

(m) cp(m/ölö2)~(m/dl)

= Wem-b:bz)"oemJb:)

We want to show the following equality:

- 17 -



For that purpose put e p = Ordp(m/d 1) and f p = Ordp(m/~l)' Then ep ~

f p . for evry p since ~lldl' Moreover, if pl6 2 , then ep = f p ' Indeed,

if ep ) f p ' then p does not divide a/o 1 , which implies that pt~2.

Therefore we obtain

cp(m/d
1

)

cp(m/d 16 2 )

cp{m/6
1

)
= cp(mI6

1
0

2
)

which is equivalent to (*). Thus we abtain

T
d

(T
d

(a» = so(m) {1T (p -l)}(a")
2 1 so(m/o 1 02 ) Id d 1o ~ ,

P 1 2 1 2
plm/d

1
d2

= Td d (a).
1 2

(ii) Put ~. = Td(a) E R(m'), where m' = m/d. For. any divisor d' of m'

and any X E PC-(m'/d'), we have

X('l;d'(CX'» = X(Td,(a'»

= X(T
d

, (r
d
(a»)

= X (Tdd ' (a·) ) (by ( i ) )

= X ("Cdd ' (a»

= 0 (since a E B(m».

This shows that a' E B(m'). C

For any a E Z/mZ'{O}, the element (a, -al of R(m, 2) belongs to

- 18 -



B~. Therefore (aO' -aO' ... , a r , -ar) is an element of B;r for any

si e Z/mZ'{O}. Moreover, if m is even, the element (aO' -aO' ••• ,

a r , -ar' m/2) belongs to B;r+l. Let us define the following subsets:

D(m} = the subgroup of the abelian group R(m) generated by

(a, -a) (aeZ/mZ'{O})· (and (m/2) i f m is even),

Dn =m
D{m){\R{m, n+2},

V Dn •
n~O m

Then it is easy to see that Dn corresponds to Dn when n ia even.m m

Let p be a prime factor of m. For any a E Z/mZ with pa ~ 0, put

{(a, m (p-l)m. -pa) if > 2,~a, , p a, pp
a =p,a

m m}(a, r a , -2a, if p = 2.2

p-l 2Then a belongs to Bm if p > 2, and a belngs to B These arep,a 2,a m·

caIled standard eLeaents. (See [Al] and [K-O].)

.The proof of Theorem 0.3 is ~lementary but rather lang. One of

the reason lies in the fact that there may exist some t(~l) E (Z/mZ}x

suth that X(t) = 1 far any X E pe (m). To be more precise, let

U(m) = { tE (Z/mZ)X I X(t) = I for Vx E pe (m) }.

Then the following proposition holds.

- 19 -



Proposition 2.3. Assu.e ord 2 (m) ~ 1 and m ~ 12. Then, for m ~ 15, 20,

ue have

{I } if Ztm and ord3 (m) ~ 1 ,

{I , u} if 21m and ord3 (m) ~ 1 ,
U(m) =

{ 1 , v} if Ztm and ord 3 (m) = 1 ,

( 1 , u, v, uv) il Zirn- and ord 3 (m) = 1 ,

lJhere u = m/2 - 1 anti. v iS characterized. by the condition v - 1

(mod.3), :: -1 (mod.m/3). Horeover

U(IS) = <2) = {I , 2, 4, 8} ,

U(20) = <3) = { 1 , 3, 7, 9} •

Proof. See [All, Proposition 6.1. 0

Let a = (al' ... • a ) and B = (bi' e •• • br) be two elements ofr

R(m, r). If a. = u.b. wi th u. e U(m)' for all i • we write a ~ 8 . In
1 1 1 1

particular this implies that x(a> = X(B> for all X E pe (m) • When a M

(the primitive part of a ) for same p and a, we call a p-quasip.a

standard eLeaent and will be abbreviated by p-q.s ..

oProposition 2.4. SUPPOSB m ~ 21 and 28. If a E A (m.3). then ord3 (rn>

> 1 and a is 3-quasi-standard, that is,

U m 2ma - (a, J+a, ~a>.

Proof. See [All, Proposition 8.1. 0
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Proposition 2.5. Suppose m ~ 15, 20, 27 and 28. If a e A{m,4), then

it is 5-quasi-standard (ord5 {m) = 1) or a e A{m,2)$A{m,2).

Proof. See [All, Proposition 8.2. 0

Proposition 2.6. Suppose m ~ 15, 20, 27 and 2~. Let a e R{m,2) and

suppose that (I, x)a E A (m) lJith sOlle x 'E (l/mZ)x such that neither

-x nor _x2 beLangs ta U(m). Then a e A(m,2).

Proof. See [All, Lemma 8.6. 0

In the proof of Theorem 0.3, we will use the following result on

the strucure of ~; which has been determined in [All, [M-NJ and rSh3J.

Theorem 2.7. Assuae m ~ 12, 14, 15, 18, 20, 21, 24, 28, 30, 36, 40,

42, 48, 60, 66, 72, 78, 84, 90, 120, 156, 180. Then every eLeMent 01

~2 ~ith gcd(a) = 1 is squaL ta ans 01 the foLLo~in9 eLements:m
( 1 )

(2 )

(3)

(4)

(a, -a, b, -b)

(a, m -2a, E!)-+a
2 ' 2,

(a, m m -4a)~a, r 2a ,

(a, m 2m+ -3a)3 a , 3 a,

Now we define some notations which will be used later. Let a· =
(al' , ar) e R(m,r). For each divisor d of m, let us define the

d-part of a by
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L: Ca.).
- 1gcdCm,a.)=d

1

where the summation is taken aver i's such that gcdCm,a.) = d. We
1

~ Nd' Ca) ,
d':O(mod.d)

Moreover put

DCa) = mi n { gcd (m, a.) }.
l~i~r 1

An element a of R(m,r) will be called reduced if it cannot expr~ssed

as a = ex' + a" far any a' e R(m,r') and a" E A{m.r") with r'. r" < r.
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§3. Some fundamental lemmas.

In this section we prove same fundamental lemmas which will be

used in the later sections. Throughout this section we always assurne

that m is an odd integer. For any divisor d of m with gcdCd,m/d) = 1,

let us define the following subgroups of (Z/mZ)X.

VI Cd) = { x E (Z/ml)X r x 2 == I (mod.d) ),

K e
x p == 1 Cmod.p.P) for vpld},

where ep = Ordp(m) and IC p is def ined' by

f p-l i f pUd
Kp = \ 2p if p2 1d

For each integer r ~ 2, let

where m
I

is a divisor of m defined as follows:

e

J
TT 2 P P

P >r ( i f p Im·)

mI =
p>r+1(if pOm)

1 I

m

if m ~ 3p, (p~5),

i f m = 3p , ( 5~p~2 r + 1 ) ,

if m = 3p, (p>2r+l).
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Le..a 3.1. lf a = (al' ..• , a r ) E A(m,r) and ai/a j E V(m,r) for 80.S

i and j, then a cannot beLong to AO(m,r).

Proof. I t suffices to show the lemma for (I = (1, x, ..• ) wi th x f

V(m,r). If a E AO(m,r), then x E V
2

(m) by [ll, Corollarly 3.4.

Moreover Proposition 6.4 and 6.5 [loc.cit.l implies that x E V
1

(m
1

).

Therefore x e V(m,r), which is a contradiction. a

Corollarly 3.2. Suppose m is odd. FoT' (I E A(m,r) put V = V(m,r) and f

= [<2 >V . V]. If lJe lJrite er = (10 + (2)(11 + + (2 f - 1 )lX + a' lJith. ... f-i

a. E l[v] and IX' e R(m)'Z[V], then lX. E A(m) for aLL i = 0, ... , i-I.
I I

Lemma 3.3. SUPPOSB m is odd and m ~ 21. For a, 8 E Rem) put v =
V(m,2{(lX)+{(8», I = {(al and f = [<2>V : Vl. 11 ! < 2f, {(8) ~ 1 and

(2,-1)(1 + B E A(m), then the 10LLo~ing state.ents hoLd.

Ci) If 8 = 0 and. a E A(m), then Zf E U(m) .. Horeover, if I ~ I, then

{ = f and

U 2 {-I
lX - (a)(I, 2, 2 , ..• , 2 ).

(ii) If l(8) = 1, then ord3 (m) > 1 and 2 f _ -1 (mod.m/3). Horeover,

i/ { ~ f, then

2 I-IIX = (a)(I, 2, 2 , ... , 2 ),

Proof. In order to prove the lemma we may assume that both a and B

are reduced and that they are of the following forms:
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f-I
+ (2 )af-I'

f-I
+ (2 )B f - I .

wi th ct., 8. e l[VJ. In paticular (I. (resp. 8.) E A(m) whenever (X.
I I I I I

(resp. 8.) ~ o. Then
1

(2, -I)a + 8

and by Corollarly 3.2 we obtain

(3.1)

(3.2) a. 1 + (-I)(X. + 8. E A(ID), i = 1, •.• , I-I.
I - I I

(i) If B = 0, then from (3.1) and (3.2) we obtain

(3.3) a o '= ct l = ... = (Xf-I (m~d.A(m»,

(3.4) (2
f , -1)(1. E A(m) for 0 ~ i ~ f-l.

I

If a. e A(m) for same i, then cx. e A(m) for all i by (3.3), which i5
I I

a contradiction. Therefore t(a.) > 0 for all i. Since l < 2f, this
1

implies that l(ct.) = 1 for same i, hence (3.4) implies that 2 f e U(m).
I

Now suppose l ~ f. The~ (3.4) imp,lies that 2 f e U(m). The above

argument shows that t = fand t(et.) = 1 for all i, say a. = (a.).
I 1 I
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Then (3.3) implies that a ie (80 )U(m) for all i, which proves (i).

(ii) If l(B) = 1, say B = 80 = (b) and 81 = ••• = 8
f

- I = 0, then from

(3.1) and (3.Z) we obtain

(3.5)

(3.6)

CX
i

:: CXo (mod.A(m» for 1 ~ i ,~.f-I,

(Zf, -I)cx. + (b)· e A(m) for all i.
1

If CX
i

E A(m) for same i, then CXo e A(m) by (3.5), and so (b)·e A(m)

by (3.6), which is impossible. Thus none oI IX. 's belangs to A(m),
1

which implies l(cx.) ~ 1 far all i. Since t < Zf, this shows that
1

lecx.) = 1 for same i. It follows from this and Proposition 2.4 that
1

ord3 (m) ) 1 and Zf == -1 (mod.m/3). II l ~ f, then l(cx i ) = 1 for all

i, say cx. = (a.). Hence (3.5) and (3.6) implies that 8. E aOU(rn) and
1 1 1

(zf, -1)(aO) + (b) E A(m). Therefore b = -z2l ao by Proposition' 2.4,

which proves (ii). 0

Corollarly 3.4. Suppose m is odd and m ) 51. Let cx be an eLement 01

R(m, !> uith l ~ 4. Then the foLLo~ing stateaents hoLd.

(i) 11 (2, -I)cx E A(m), then ex e A(m).

(ii) Assuae, in addition, m ~ 225 if l(ex} = 3 or 4. Then (2, -I)ex +

eb) E A(m) for any b e (Z/mZ)x.

Proof. If m ~ 225, the condition imposed on m insure that 2f ) leer}

and 2 f E U(m), and that 2 f ~ -1 (mod.m/3) if ord3 (m) ) 1. Thus the

assertion immediately follows from Lemma 3.1 when m ~ 225. II m =
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22S, X(2) ~ 1 for any X e pe (22S). Therefore (2, -1)a E A(22S) if

and only if ~ e A(22S), which proves (i) when m = 225. c

Lemma 3.5. Suppose m is odd and doss not divids lOS, 3p (p~17). Let a

and B bs reduced eLeaents 01 R(m) such that 2 ~ t(a) ~ 4 and l(B) = 2.

Let f be as in Lea.a 3.3 and assume {Ca) ~ f. Then~ if (2, -1)a + B €

A(m), the loLLo~ing stateaents ho~d.

(i) If {(a) = 4 and a f A(m), then there are live cases beLo~:

(a) a M (a,2a,4a,8a), B M (a,-16a),

(b)

(c)

(d)

(e)

m 2m m 2m m 2m
a = (a~2a'S-a'-3--a), (a,~2a'-3--2a,4a), (~a,~a.2a,4a),

B = (a,-8a),

m 2m m 2ma = (3-a,~-a,~2a'-3--2a). B = (a,-4a),

~ ( 2 2 2 2 3 ) ( 2 3 2 ) 8 ~ ( 4)a a,- ga,- g a,- g a, -ga,-g a,-g a, a , a,- a .

M m 2m 3m 4m U
er (S-a, -5-- a , -5-- a , -5-- a ), B = (a,-2a).

(ii) 11 {(al = 3, then thers are three cases beLo~:

(a) ~
y (a,2a,4a), B y (a,-8a),

(b)
m 2m m ' 2m B (a,-4a),er = (a''32a '-3-28 ) , ('3a'-3-a, 2a), =

(c)
y (-ga, 2 3 8 (a, -2a).~ -g a, -g a), =

(iii) 11 l(a) = 2, then there are tou aases beLo~:

(a) er M (a,2a), 8 M (a,-4a),

(h)
m 2m 8 (a,-2a).er = ("3 8 '-3- a ) , =

Here g is an eLement 0/ (Z/mZ)x (ordS<m)=lJ such that g - 2 (mod.5),
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_ 1 (mod. ml 5) .

Proof. We prove only (i) because the other cases are similar. We

chave only to eonsider the ease where B = (1, 2 b) with b e V, 1 ~ e ~

f. First eonsider the ease c < f. Then from (3.1) and (3.2) we obtain

(3.7)· a O - ... - a e - 1 ' a e - ... :: CX f - 1 (mod.A(m»,

(3.8) f (-1 )ao ( 1 ) e A(m),(2 )CX f - 1
+ +

(3.9) cx + (-1 )a + (h) e A(m) .c-l c

If t(cx.) ~ 1 for all i, then f = t(a) and ((a.) = 1 for all i, sayet.
1 1 1

= (ai). It then follows from (3.7) that a i E aaU(m) (1::S:i='e-1) and a
j

Ie acU(m) (e+l::S:j~f-l), and (2 ac' -aO' 1), (aO' -ac' b) e ACm) by

(3.8) and (3.9). Then Proposition 2.4 implies that ord 3 (m) > 1 and Zf

= 1 (mod.m/3). But this is impossible since m t 32 .5. Thus cx. = 0 for
1

same i. We may assume et. = 0 for some i with c ~ i ~ I-I. Then (3.7)
1

implies that etc - ... = CX f - 1 = 0 since a is reduced. Moreover, far i

= 0, ... , c-l, from (3.8) and (3.9) we obtain

(3.10)

(3.11)

et. + (-1) E A(m),
1

a. + (b) e A(m),
1

This implies, in particular, that bis an element of -U(m), which

M cshows that B (1, -2 ). Since et is reduced, {(a.) ~ 1 for i = 0, .•••
1

c-1, hence c =' 4. If c = 4, then t(a.) = 1, ~ay CX. = (a.). Then
1 1 1
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(3.10) shows that a. E U(m), henee a Y(1, 2, 4, 8), which shows (a).
I

II c = 3, then one ol {(a.) is two and the others are one. In this
I

ease we obtain (b). Indeed, for example, in ease !(a
O

) = !(a
1

) = 1

and !(tt2 ) = 2, it follows from Proposition 2.4 that ord 3 (m) ) 1 and a

y m 2m
- (1, 2, 34, 34). If c = 2, there are three eases: ({(ao)' {(al»

= (1,3),(2,2) or (3.,1). In the first ease, sayao = (aO)' a 1 = (al'

a
2

, 8
3

). Then (3.10) and (3.11) implies that a O E U(m) and (-1, a
1

•

a Z' a 3 ) E A(m). Since a' i9 reduced this implies that ordS(m) = 1 and.

·U 2 3 U 2 3 .(al' a 2 , a 3 ) - (-g, -g , -g ), hence a - (1, -g, -g , -g ). Thus we

abtain (d). The third ease i9 similar. In the second ease, say a o =
(ao' a l ) and a l = (a2 , 8 3 ). Then (3.10) implies that both (-1, 8

0
,

8 1 ) and (-1, a 2 , 8 3 ) belong to A(m), hence ard
3

(m) ) 1 and (aO' a
1

) =
( ) ( m 1 2m 1) Th f (m 1 2m 1 m 2 2

3
m 2), h' h8 2 , a 3 = 3 ' -3-- • ere are a = ~ , -3-- , 3- , W IC

is (c). If c = 1, then a = a O' and (3.10) implies that a+(-I) belangs

to A(m}. Since a is reduced, a+(-I) e A~(m,S). Proposition 6.6 of

[Al] shows that ordS(m) ) 1 and a = (~-1, ~m 1, ~m 1, ~m 1). which is

(e).

Next let us consider the ease c = f. In this ease from (3.1)

and (3.Z) we obtain

(3.12)

(3.13)

a o E ... - a f - 1 (mod.A(m)},

(zf)a
f

_
1

+ (-I)a
O

+ (1, Zf b ) e A(m).

Since a i8 reduced this implies that f ~ t(a), hence f = t(a) = 4 and
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all i and that

(3.14) (16, -I)(a
O

)+(1, 16b) E A(m).

Here note that (16, -1) does not belang to A(m) since m t 3·5, 3·17.

Noreover (3.14) cannot be 5-q.s. since m t 3·5·7, 3·17. Therefore

(16ao' 16b)e(-aO' 1) or (16aO' 1)$(-aO' 16b). In the first case we

have a O E U(m) and b E -U(m), hence a Y (1, 2, 4, 8) and 8 = (1, -16).

In the second C8se we have 16ao E -U(m) and 28b E -U(m), hence (-16)a

y (1, 2, 4, 8) and (-16)8 y ·(1, -16). This proves the lemma when m

does not divide 33. 72. By a similar argument as above we can see that

the lemma holds for m which divides 33 .72 . c

Lemma 3.6. Suppose m is odd and doss not divide 3p (p~I7), 45, 63,

105. Let a = (2, -1)(1, a) + B E A(m) ~ith l(8) = 3 or 4. If leB) =
4, say 8 = (bI' b 2 , b 3 , b 4 ), ue assume that 1 + a + b

1
= b

2
+ b

3
+ b

4

= O. Then the !oLLouing statements hoLd.

( i ) If l(8) = 4, then' there are thres cases bel.ou:

( i-I) a = 1 , 8 = (1 , 1 , -2, -2).

( i -2) a = -2, 8 = (1 , -2, -2, 4).

(i-3) -1 8 (1 , 1 , -2, _2- 1 ).a = -2 , =

( i i ) If leB) = 3, then' there are tour cases bel.ou:

(ii-l) -1, B (b, m ;m I b) .a = = r b ,

(ii-2) 2, 8 m 2m 1 -4), ( 1 , m ;m 4).a = = (31 , 3 4 ,3 '

(ii-3) m 8 ( 1 , m ma = E3 2, = Er2 , Er4 ) ·
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( i i -4)

Here e denotss 1 or -1.

Proof. Let V = V(m,8) and f = [<2 >v V]. Let k be an integer such

that 0 :s; k =' i-I and a E 2kV.

Case 1 : I f k ~ 0, ±l, then 8 y (-Z, 1) (1 , a) .

Case 2: If k = 1 , then

(Z, -1)(1, a)+8 = (2, -a)+(-I)+(2a)+8.

There f 0 re II (B) ::t 3. I f II (8) = 4, t he n t here are f 0 ur cas es :

(3.15) (2, -a, bz, b3 )$(-l, 2a,. b1 , b 4 ),

(3 .. 16) (2, -a, b l )$(-I, ta, b2 , b3 , b4 ),

(3.17) (2 , -a, bZ)$(-l, Za~ b I , b 3 , b
4
),

(3.18) (2, -a)$(-I, Za, .b1 ' b2 , b3 , b4 )·

In the first ease (3.15), we have (-1, b1 )$(2a, b4 ) or (-1, b
4

)$(2a,

b1 ) because (-1, 2., b I , b 4 ) cannot be 5-q.s. since f ~ 3. If· b1 e .

U(m), then a = -2 or v-I according to the ease b1 = 1 or v, hence a =
-Z, b1 = 1 and b4 y 4 since (2a, b4 ) E A(m). Moreover (2, 4, bZ' b3 )

Ue A(m), henee (b Z' b3 ) = (-Z, -4). But this implies that bZ + b3 + b4

~ 0, which is a eontradiction. On the other hand, if b 4 E U(m), then

b1 = -2a or -2va, hence a = 1 or (Zv-t)-I. Since k = 1, a must be the

latter. Therefore (2, hZ)$(-(2V-l)-I, 'b3 ), which implies that b
Z

+ b3
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+ b
4
~ 0, a eontradiction. Thus the first ease cannot occur. The

second ease (3.16) also cannot oceur. In fact, if (2, -a, b
1

) E A(m),

then ord 3 (m) > 1 and -a - b1 =2 (mod.m/3), hence 1 + a + b 1 ~ O. In

m mthe third ease, ord 3 (m) > 1 and a = e~2, b Z = -63+Z. The seeond

faetor belangs to A(m,3)$A(m~Z). Für example, if (-1, b
1

, b3 )$(Za,

m
b 4), then b 1 = ra-1. Therefüre 1 + a + b 1 ~ 0, which is a

contradiction. The other cases are also impossible. Finally let us

consider the last case (3.18). In this ease we have a = Z, b 1 = -3,

henee (-1, 4, -3, b z, b 3 , b 4 ) E A(m). Therefore (b z, b 3 , b 4 ) = (-1,

-3, 4).

If LI (8) = 3, then

(3.19) (Z, -a, b
1
)$(-I, bZ)$(Za; b

3
)

(3.20) (2, -a)$(-I, b
I

, b
2

)$(2a, b
3

)

(3.21) (2, -a)$(-I, b r )$(2a, b
2

, b3 )·

Note that ord3 (m) > 1 in any ease. From the first case (3.19) we

obtain

· a

From the second ease (3.20) (resp. (3.21» we obtain

a = 2, 8 m 2m 1) m 2m= (-4, 3 1 , 3 (resp. (1, J+4, ~4».

Case 3: k = -1. This case is quite similar to ease 2.
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Case 4: k = O. I f l. (B) = 4, t h en

(3.23) (2 , 2a, b1 , b
2

)$(-1, -a, b
3

, b
4
),

(3.24) (2, 2a, b
2

, b
3
)$(-I, -a, b

I
, b

4
),

(3.25) (2, 2a, bI)$(-l, -a, b
2

, b
3

, b
4
),

(3.26) (2, 2a, b
2

)$(-1, -a, b I , b3 , b
4
),

(3.27) (2 , 2a)$(-I, -a, b
I

, b
2

, b3 ; b 4 )·

First note that a E -U(m). Indeed, if a E -U(m), then gcd(m,b
I

) )·1,

which is a contradiction. In particular the last case (3.27) cannot

occur. In case (3.23),. we abtain (-1, b
3

)$<-a, b
4
), so b

3
M 1 and b

4
U= a. Moreover, if (bI' 2.)$(b 2 , 2a), then a = 1 and B = (1, ~, -2,

-2), which i5 (i-I). If (2, b
2

)$(2a, b 1 ), then we obta·in the same

result as above. In ease (3.24), if (-1, b 1 ) E A(m), then b 1 = 1 and

a = -2. Hence 8 = (1, -2, -2, 4), whieh is (1-2). If (-a, b
1

) E A(m),

-1
then b l = a. Since 1 + a + b l = 0, this implies that a = -2 ,whieh

is a eontradiction because k = 0 now. In ease (3.25) we have ord
3

(m)

) 1 and a = 1, b 1 = 2 (mod.m/3), whieh is impossible. In ease (3.26)

\IIe have

Therefore a
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m m
This implies 2b 3 = S~2 and 2b 4 = -S~4. Then '2b 2 + 2b 3 +Zb 4 ~ 0,

hence this case also cannot occur.

I f l (8) = 3, then

(3.28) (2, 2a)$(-I, -a, b
1

, b Z ' b
3

)

(3.Z9) (2, 2a, b1)e(-I, -a, bZ ' b
3

)

(3.30) (Z, Za, b!, bZ)e(-l, -a, b 3 )·

In case (3.28) we have a E -U(m) and (b!, b
2

, b
3

) E A(m), hence

ord3 (m) > !, a = -1 and 8 = (b, ~b, ;m 1b ), which is (ii-I). From

m m m.(3.Z9) (resp. (3.30» we obtain a = SJ+I and 8 = (I, -S~l, -S3+2)

(resp. (-2, 8; 1, S; 2» with S = ±I, which is (ii-4). Thus we have"

proved our lemma. 0
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§4. Proof of Theorem 0.3 (the first case).

First we define three subsets of B4 which corresponds tom

Im' ~ec and I~ndec defined in §l:

Xm = { (ao' ~ ~ . , a
5

) e B
4 a O + a

1
+ . a 2 = 0 } ~m

Xdec = { (aO' . . . , a
5

) E Xm r a. + a. = 0 for some i ~ j } ,
m 1 J

Xindec =
m Xm " X

dec
m ~

The aim of this section is to prove Proposition 4~9, which treat the

case where ord 2 (m) ~ 1 and N1(a) > O~ For that purpose we prove some

lemmas.

Lemma- 4.1. Suppose ord2 (m) ~ 1 and. m > 60~ Then NI (a) ~ 3 if a 'E Xm~

Proof. Suppose N1 (a) = 3, then by Proposition 2.4 we obtain

m 2m
a = (a, ~a, ~+a, x, y, z).

We may assume it decomposes as foliows:

m 2m 2m
(a, ~a, -3--2a}+(~a, x, y)

2m=a 3 ,a + (3a, -3--2a, x, y) (mod~Dm)~

This implies that the last term is an element of B2 which i8 howeverm'
impossible by Theorem 2.7 and Table 1 of [M-N]. C
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Lemma 4.2. Supposa ord 2(m) ~ 1 and ~ > 60. Let a E Xm'D: and suppose

N
1

(a) = n ) o. Then n = 2 or 4, and L 1 (a) E A(m,2) or A(m,2)$A(m,2).

Proof. Let a = (aO' a 1 , a
2

, a
3

, a
4

, a
5
). First suppose m is even,

then n ~ 4. If n = 2, then the assertion is clear. Hence we may

assume n = 4 since n ~ 3 by Lemma 4.1, say gcd(a. ,m) = 1 for i =
1

0,1,2 and 3. Then (aO' a
1

, 8
2

, 8 3 ) E A(m). If it is 5-q.s., then

a
i

(mod.m/5) E U(m/S) for i = 0,1,2 and 3. Hut then ~S«aO,a1,a2,a3»

does not belang to A(m/S), which is however a contradiction. Hence

(ao• a 1 , a 2 , a 3 )-e A(m,Z)$A{m,2). This proves the assertion when m ia

even.

Nex~ consider the case m is odd. Then a E AO{m,I)$A(m,6-!), 2 ~

l ~ 6. Here we choose l 88 large as possible. Then our aim is to show

l = 2. If l = 6, then by [All, Proposition 6.4 and 6.5

e
(4.1) a. - ±1 (mod. p p)' for "p ~ 7,

1

e -1
(4.2) a. - ±l (mod". Pp) for p = 3 and 5.

1

Hut then a. + a. + ak ~ 0 for any i, j and k unless m145, which ia
1 J

a contradiction. When l = 4 or 5, it is easy to see a =u5 (mod.D),a m

for same a, which ia impossible since a S EX. Since l ~ 3 by Lemma,a m

4.1, l must be 2. Now it remains to show n ~ 6. Suppose n = 6, then

the above argument shows that ord3 (m) = 1 and a ia of the following

form:
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a = (l t -v)(x, Yt z),

where gcd(mtx} = gcd(m,Y) = gcd(mtz) = 1 and either x + y + z = 0 or

x + y - vz = o. In both cases x + y + z =0 (mod.m/3) and

But this happens if and only. if (x, y, z) = (3x, 3y, 3z) by Theorem

1.8 since gcd(m/3 t G) = 1. This implies that 1 + 3 + 9 =0 (mod.m/3),

that iSt m i8 a divisor of 39, which is impossible. D

Proposition 4.3. Suppose that ord2(m)~1

and suppose N1(a) ~ 4. Then ord 2 (m) > 2

3m Z x
~a, -2a) for 90.e a e ( /mZ) .

and m > 60. Let a E xinde~
m

m m mand a = (at z+a t Z-2a)+(~a,

Proof. By Lemma 4.1 and Lemma 4.2 it suffices to show the lemma

assuming that N1(a) = 4 and a is of the following form:

where w. e U(m)t gcd(m,a) = 1, gcd(m,b) > 1 and gcd(mtc) > 1. If
1

ord 3 (m) = 1 and at least one of w1 and w2 i8 either v or UV, then it

is easy to see that ~3(a) =2(3 t -1)(a) (mod.A(m/3» if one of wi is

u, and ~3(a) =2(3 t -1)(1, a) (mod.A(m/3)} otherwise. The first ease

is impossible since 3 E U(m/3}. (This i5 because m/3 ~ 4, 8 t 20.) It

follows from the seeond ease that a (mod.m/3) e -U(m/3), hence a =
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-1, -n, v or uv. Since a is not deeomposable, a cannot be -1, v and

UV, hence a = -u and tt = (1, -u)(!, -v)+(b, cl. Therefore we may

assume that ~ is of the following form:

m m m
IX = (I, 2:'1)(1, a)+{b, c) = (1, r1, a, 2a, b, cl.

Then (b, c) or a = ~ 2. In the first ease we have

Cl =~2,1 + a 2 ,a + (2, ~ 2, 2a, ~ 2a) (mod.Dm),

2which implies that the last term belongs to Bm. By Theorem 2.7 and

the table in [M-NJ we see that this is possible only if it belongs to

D;, hence a = ±:+l (ord2 (m) ) 2) and a = (1, ~+l, ~ 2)+{~1, ~m+1,

-2). In the second ease we have

Similarly as above this implies (b, c) = (~l, ~m+1), hence Cl = (I,

m m m 3mr 1 , 22)+{-r1 ,rl ,,-2). 0

Lemma 4.4. Suppose ord 2 (m) ;I! 1, ord 3 (m) = 1 and m ) 84. Let Cl be an

eLeJlent 0/ X such that N1(cx) = 2, and suppose that Cl = (a, -va, x,m

y, z, w) uith gcd{m,a) = 1. Then Cl is decollPosabLB.

Proof. First note that Cl is one of the following farms:
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(4.3)

(4.4)

(1, -V, Y-I)(a)+(x, y, z)

(a, x, y)+(-va, z, w).

In ease (4.3), we have

~3«I,-v,v-l)(a» = 2(3,-I)(a) (resp. 2(3,-I,-2)(a»

if m = even (resp. add). Since they cannat belang to A(m/3),

N3 «x,y,Z» must be positive. Then it i5 not hard to see that

N(3)«x,y,Z» ~ 2" and so x :: y :: z == 0 (mod.3). If m is odd, then

T3 (a) = 2(3a, -a, -2a, x, y, z) E Bm/ 3 ,

which implies that 8 = (3a, -a, -2a, x, y, z) e xm/ 3 . Since

gcd(m/3,6) = 1, Theorem 1.8 shows that 8 e Dm/
3

. Therefore (x, y, z)

= (-3a, -v'a, (l-v)a), whieh shows that a is decomposable. If m i8

even, then

~3(a) = 2(3a, -a, x, z) E A(m/3).

Sinee m/3 is even and not equal to neither 20 nor 28, Proposition 2.5

shows that (x, y) m= (-3, -v'), (-3, '2+v'), m m m
(2+3 , -v') or (2+3 , Z+v').

In the first ease a i8 decomposable. We can see that the other three

eases are impossible. For example, in the second ease, we have

a = (1, -v, 2v', -3, ~+vr, ~-4Y')
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which shows that the last term belongs to B2 . But it is impossible by
m

Theorem 2.7. The other eases are similar.

Next eonsider the second ease (4.4). In this ease N(3J(a) ~ 2.

By the similar argument a8 above ODe ean see that NC3J Ca) = 2, say x

- z ~ 0 Cmod.3). Since ~3(a) e ACm/3), N3.CCx, y, z, w» > 1. Then a

simple ealculation shows that N3 = 2, say gcd(m,x),= gcd(m,z) = 3.

Then

~3(a) = 2(3a, -a, x, z) E A(m/3).

Since m/3 ~ 20, 28, Proposition 2.5 implies that {x, ~) = (-3a,

-v'a), m m m
(2+3a , -y'a) or (2+3a , 2+Y'a). If (x, z) = (-3a,

-v'a), then

a = (a, -3a, 2a)+(-va, -v'a, -2a),

hence a is decomposable. It is easy to see that the other cases are

impossible. C

Lemma 4.5. Suppose ord2 (m) ~ 2, ord3 (m) = 1 and m· > 84. Let a = (a,

W+va, x, y, z, w) ~ith gcd(m,a> = 1 and N1 (a> = 2. Then a cannot

beLong ta X .
m

Proof. There are two cases:
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(4.5)

(4.6)

m m(a, ~va, ~(v+l}a}+(x, y, z),

m(a, x, y)+(z+va, z, w).

In the first case, we have N(3)«x, y, z}} ~ 2. In fact, since

~ (v+l}a =a (mod.3), _ ~ (mod.m/3), we obtain

m
~3(a) = (3, -l}(a, ~a) + ~3«x, y, z)} E A(m/3),

which implies that N(3}«x, y, z)} ~ 2. Therefore x = y = z =0

(mod.3). Bnt then L
2

(a) (resp. ~4(a}) cannat belong to A(m/2) (resp.

A(m/4» if ord2 (m) > 2 (resp. = 2). In the second ease (4.6), we have

N3 «x, y, z, w» ~ 2. Therefare

L 3 (a) = 2(3a, -a, x, z) E A(m/3).

Hence Proposition 2.5 implies that x = -3a and z = v'a. Thus

a = (a, -3a, 2a)+(~Va, v'a, m
~2a).

Hut this cannot belang to B , which proves the lemma. Cm

Corollarly 4.6. Suppose ord 2 (m) ~ 1 and m > 84. Let a be an eLement

01 x~ndec such that N
1

(a) = 2. Then

ma = (a, ~a, x, y, z, w)

xlor same a e (llmZ) .
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Proof. The assertion follws from Lemm 4.4 and Lemma 4.5. c

Lemma 4.7~ Suppose ord2(m)~2 and suppose m > 204. Let Cl = ( 1 , m2+ 1 ,

m b, C) e xindec and. suppose NI (a) 2. Then (a, b, c)2- 2 , a, = =m

(-2, -2, 4) or (~+1, 3m'1 -2) .4 '

Proof. If ord
2

(m) > 2, then

«1 mIm 2» -- 2(1, m
4

1) U_ 4(1).
'C 2 ' ~ , 2

We may assume that gcd(m,a) = gcd(m,b) = 2, hence a =b =c =0

(mod.2). Then a· := T2 <CX) = <I, rn'/2-1, m'/2, a', b', Cf) e Xm' and

NI<a') ~ 4, where m' = m/2. Since ord2 (m") ~ 2, Proposition 4.3

implies that a' is an element of X:7c . We may assume that either a' _

-1 or c' =m'/2 (mod.m'). The first cacs implies that a = -2 and Cl _

0'2,1 + (m/Z, m/2-2, b, .c) (mod. Dm)' hence (rn/Z, ro/2-2, b, c) e B; '

02 . Then Theorem 2.7 shows that (b, c) = (-2, 4) or (m/4+1, 3m/4+1),m

which implies the lemma. The second case implies that c = m/2 and Cl =
O'Z,I + (2, m/Z-2, a, b) (mod.Dm), hence (2, m/2-2, b, c) E B;'-D;.

But this is impossible by Theorem 2.7. Thus the assertion of the

lemma holds when ord 2 (m) > 2 .

. If ord
2

(m) = 2, then

'C 4 «1, ~1, ~ 2» = 2(4, -2, -2).

Therefore either NZ or N4 of (a, b, c) i8 positive. Hut if (N Z' N4 ) =
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(0, 1), (1, 0), (1, 1) 0 r (2, 0), then us i ng Co r .3.4 and Lemma 3.5 we

can verify that ~4(a) cannot belangs to A(m/4). Let us consider the

remaining cases: (N
2

, N
4

) = (0, 2), (0, 3) or (2, 1). First, if N2 =

o and N4 ~ 2, then a =b =c =0 (mod. 4), hence we abtain

(4.7) T~(a) = 2(4, -2, -2, a. b, c) e Bm/ 4 .

If we put B = (4, -2, -2, a, b, c) E R(m/4), then N1(B) ~ 5 and

(4.7) implies that 8 e.xm/ 4 . Since m/4 satisfies the condition of

Lemma 4.2, we see that B e Dm/
4

, that is, (a, b, c) = (2, 2, -4)

m m(mod.m/4). Thus (a. b, c) = (~2, ~2, -4), which shows that a is

decomposable. Next let UB consider the case N2 = 2, N4 = 1. Say

gcd(m,a) = gcd(m,b) = 2 and gcd(m,c) = 4. Then

(4.8) ~4«(X) -- 2{(2, -1)(2. a, b)+(-2, cl} e A(m/4).

[f (2, a, b) e A(m/4), then (-2, c) e A(m/4). This implies that (a,

m" 2m m .b, C) = (~2, ~2, Z-Z). Hut thlS is impossible since a + b + c = o.

Thus (2, a, b) E A(m/4). Moreover, if m/4 ~ 3 2 .5 2 and (2, a, b) i8

reduced, Lemma 3.5 implies that (a, b, c) satisfies aRe of the-

fo I 1 0 wi ngs ':

(2 • a, b) ~ (x, 2x, 4x), (-2, c) ~ (x, -8x),

( 2 , b) (x,
m 2m (-2, c) (x, -4x) ,a, = 3"-2x, -3-2x ) , =

(2, b) Y (-gx, 2 3 (-2, c) ~ (x, -2x) .a, -g x, -g x),
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But in all cases we have a + b + c ~ 0, which is a contradiction. For

m = 4.3 2 .5 2 we can directly obtain the same result. Therefore we may

assume that (2, a, b) ia not reduced, say (2, a) E A(m/4). Then (2,

-l)(b) + (-2, c) E A(m/4) .by (4.8). It follows that (a, b, c) = (~2,

-2, 4) ar (~1, ~mll, -2). This completes the proof. C

.Lemma· 4.8. Suppose ord2 (m) :::e 2 anti. m > 204. Let a = (I, a, -a-1) +

(~l, b, c) e Xm and N1(a) = 2. Then a is decomposabLe.

Proof. There exists an odd divisor d af m such that Nd(a) = 2, say,

gcd{m,a) = ged(m,b) = d. Then ~d«a, b» e A(m/d) since ~ö«l,.

m/2+l» E A(m/~) for any odd divisor ö. When m/d ~ 20, 24,

considering ~3d if necessary, Proposition 2.3 implies that b = -a or

m/2 + a. If b = -a, then a is decampasable. We'show that b cannat

equal m/2 + a. Suppose b = m/2 ~ a, then a = (I, m/2+l)(l, a, -a-l).

If ard
2

(m) ) 2, then T
2

(a) = 2(1, a', -a-1) with a' = a/2. But this

cannot belang to Bm/Z • If ord2 (m) = 2, then we may assume that a +1 

o (mod. 4) and

T4 (a) = 2{(Z, -1)(1, a, -a-1) + «a+l)/2)},

which cannot belang to Bm/4 • This show that b ~ m/2 + a. Next let us

consider the ease where m/d = 20 ar 24. The assumption on m then

implies that d ) 3. Hence both a and b da not affeet ~ö(a) so lang as

we suppose Ö = 2, 3, 4 ar 6. Then, considering ~ö(a) for such o's and

using Cor.3.4, we can see that a cannot belong to B • C
m
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Combining Proposition 4.3, Corollarly 4.6 and Lemma 4.8 together

we obtain the following

Proposition 4.9. Suppose ord
2

(m) ~ 1 and m > 204. Let a e x~ndec and

suppose N1 (a) ) o. Then a is one 01 the 10LLo~ing eLeaents:

(1 ) (a, m m -2a) ,a, -2a)+(~a, ~a,

(2) (a, m m -2a, 4a),r a , 2 2a )+(-2a,

(3) (a, m m m 3m -2a),~a, 2 2a)+(ra , ~a,

lJhere a is an eLBilent 01 (Z/mZ)x.
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§s. Proof of Theorem 0.3 (the second case).

Throughout this seetion we aS8ume ord2 (m} = 1. Our aim in this

seetian is to prove Proposition 5.2.

Lemma 5.1. Suppose ord
2

(rn} = 1 and m ) 102. Let a = (ao, 8
1

, a
2

) +

indec .
(83 , 8 4 , aso) E Xm and 9uppose gcd(m,a

i
) = 1 far 1 = 0, 1, 3 and 4.

Then (aO' a1 , a3 ,- a 4 ) (mod.m/2) cannot beLang to A(m/2).

Praof. If (ao' a 1 , a 3 , a 4 ) (mod.m/2) is S-q.s., then ords(m) = 1 and

a
i

(mod.m/l0) e aaU(m/IO) far i = I, 3 and 4. Therefore a
2

(resp. a S )

=-2ao or -(v+l)ao (resp. -2a3 or -(v+l)a3 ) (mod.m/!O). Then

!(S.-1)(2.-1,-1)(ao)

- 1(5,-I){3(2,~I)+(-1)}(ao)

l4(S,-I)(2,-I)(8
0

)

In the first ease we have TlO(a) = (5,-1)(2,-1,-1)(80 ) E Bm/ lO ' whieh

is however impossible. The seeond e8se implies that 5 E U(m/lO) sinee

X(3(2,-!)+(-1» ~ 0 far all X E Pe-(rn/lO). Hut this i8 impossible. In

the third ease we have (5,-1")(2,-1) e ACm/lO}, whieh is also

impossible by Corollarly 3.4 8inee (5,-1) f A(m/IO). Thus (8
0

, 8
1

,

8 3 , 8
4

) i8 not 5-q.s ..

Next suppose (80 , a 1 , 8 2 , 8 3 ) belangs to A(m/2,2)$A{m/2,2), then

there are two cases:
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(5.1)

(5.2)

(ao' 8
1

)$(83 , a 4 )

(aO' a 3)·(a1 , 8 4).

We show that the both e8ses are impossible. In the first ease we have

ord 3 (m) = 1 and a 1 = -vaO' a 4 = -V83 , hence a = (1, -v, V-l)(80 , 8 3 ).

Therefore

~S(a) = (2(3, -1)(2, -1)+(-2)}(a
O

' 8
3

) e A(m/S),

which implies that (ao' 83 ) E A(m/S) since X(2(3,-I)(2,-I)+(-2» ~ 0

for 8ny X e pe (m/6). Thus the first case (5.1) cannot occur. If

(5.2) hals, we have a3 = -vaO' a 4 = -val' hence a = (aO' a 1 ,

a
2
)(1,-v). Therefore

J(3.-1){2(2.-1)(aO.a1 )+(a2 )} i f gcd(m,8
2

) = 2,

~6«(X) = 12 {{3.-1)(2.-1)(ao.a1 )+(a2 )} i f gcd(m,8
2

) = 6,

2(2,-1)(3,-1)(8
0

,8
1

) if gcd(m,a
2

) ;z! 2,6.

It can be easily shown that the first and second cases are impossible.

From the' third case we obtain a 1 = -aO or vaO. Sinee (x. 18

indecomposable, 8 1 ~ -80 . On the other hand, if 8 1 = V80 , then 8 2 =
(v+l)aO' Whi,Ch implies that gCd(m,a2) = 6. But this i8 a

contradiction. Therefore (5.2) cannat hold. C

Proposition 5.2. SupPoss ord
2

(m} = 1 and m > 210. 11 a e x~ndec and

N1 {(X) > 0, then a is ons 01 ths !oLLoUing sLeaents:
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( 1 )

(2)

m m( a , a , - 2 a ) + ,( t+a , t+a , - 2 a) ,

m m(a, ~a, ~2a)+(4a, -2a, -2a),

uhere a is an. e~eaent 01 (Z/mZ)x.

Proof. Clearly N1(a) ~ 4. Let (Xl (resp. ( 2 ) be the primitive part

Cresp. 2-th part) of a.

Case 1: Nl(CC) = 4. First suppose that N2 (a) = 2, then

If a
l

f >A(m/2), Lemma 3.5 (i) implies that er is one of the following

elements:

(a, m m m m -16a»)z+2a, '2+ 4a , z+8a, '2+ 8 ,

(a, m m 2m m -8a) ,r 2a , r a , . -3- a , r a ,

(a, m Sm m m -8a),6 2a , -6-2a , r 4a , 2 8 ,

m > 2m m m . m -8a) ,(ra, -3-a , ~2~, t+ 4a , t+a ,

m 2m m Sm m -4a) ,(3a , -3- a , 6 2a , -6-2a , '2+ a ,

m m 2 m 3 m 4 m -4a),('22ga , 2 2ga , -2ga , -2ga , r a ,2 2

(-ga, 2 3 m m -4a).-g a, -g a, r 2a , -+a
2 '

But.it is not hard to see that none of these belangs to X 0 Therefore
m

a l e A(m/Z) if N2 (CC> = 2. If m/2 = 225, we can see that a E Xmo In
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fact, when m/2 = 225 and a E Xm' then T3 <a) e X150 and T5 (a) e XgO .

But, looking at the table in §S closely, we can see that this i9

impossible. Since a l e A(m/2), it follows from [Al] Prop.6.5 that it

is 5-q.s. or belongs to A(m,2)eA(m,2). If i t i8 5-q.s., then we can

easily see that 'CIO«(X) f A(m/IO). If a
l

e A(m,2)4BA(m,2), then ord 3 (m)

= 1 and a l = (1, -v)(a, b). Here note that this implies, in

particular, that any element a, of Xindec cannat satisfy the condi tionm

NI (a) = 1 , N
2

(a) = 2 i f 3 t rn. Now since a - va - 0 (mod.3), this

implies that a = ( 1 , -v)(a, b, c) wi th a + b .. c = o. Therefore

T3 (a) = (3, -l)(a, b, c) e Xm/ 3 '

which i8 impossible by the above remark. Therefore N2 (a) cannot be 2." "

Corollarly 3.4 (ii) shows that N2 <a) ;r! I. If N2 (a) = 0, then "al e

A(m/2) by Corollarly 3.4 (i) 9ince 24 f U(m/Z). By a similar argument

a8 above one can see that this case is also impossible.

Case 2: NI (a) = 3. In this ease, elearly. N2 (a) ~ 2 .. If N2 (a) = 2, then

Lemma 3.5 (1i) implies that a i8 one of the following elements:

(a, m m r 4a , -8a, mr a , r 2a , 2~ '

(a, m 5m m -4a, 6a),6 2a , -6-2a , r a ,

m 2m m m -48, 3a).(3a , -3-a , r 2a , r a ,

But none of these belongs to Xm. By Corollarly 3.4 (ii), N2 (a) ~ 1.

If N2 (a) = 0, then a
l

e A(m/2) by Corollarly 3.4 (i), hence ord 3 (m) >
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1 and Cl ( a, m 2m y, z). Hut i t is easy to see that Cl E X .= r a , ~a, x, m

Case 3: N1(Cl) = 2 • In this ease, if N2 (CX) = 4, Lemma 3.6 ( i ) implies

that CX is one of the elements listed in the statements. Moreover i t

is easy to see that N
2

(CX) ~ 1, 2 and 3. Thus N2 (CX) = 0 and CX I E

A(m/2) by Corollarly 3.4 (i), henee ord3 (m) "= 1 and CX is one of the

following two elements:

(5.3)

(5.4)

(1, -v, v-1)(a)+(b, C, d),

(a, b, e)+(-va, d, e).

Then by a sjmilar argument as in the proof of Lemma 4.4 we can show

that- tt is decomposable.

Case 4: NI(tt) = 1. For simplicity we assume that tt = (1, a, b, e, d,

e). If N2 (CX) = 4, say ged(m,a) = ged(m,b) = ged(m,c) = gcd(m,d) = 2,

then

't'2(CX) = (2, -1, a, b, e, d) E A(m/2).

There are three cases:

(5.5)

(5.6)

(5.7)

(2, a, b, e)$(-1, d),

(2, a, b)$(-l, e, d),

(2, a)$(-1, b, e, d).

We are going to show that they are all impossible. In ease (5.5), we

have d =~1 or ~v, henee e = ~ 2 or ~ v-I. Sinee ged(m,e) > 1, e =
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~ v-I:: m/2 (mod.m/3). Therefare (2, a, b, c) i9 5-q.s., hence we may

assume (b, c) E A(m/Z). But this i9 impossible since it wauld imply

that gcd(m,a) > 1. In ease (5.6), we have ard 3 (m) > 1 and a = (1,

~+2, ~mIZ, ~ 1, ~m 1, -3). Hut this cannat belang to Xm. From (5.7)

we 0 b t a i n a, = - 2 0 r - Zv . I f ( - 1, b, c, d ) i s 5 - q • s ., t hen "C 1 0 (a ) Y

4{(5, -1)(-1)+(2, -l)(e)}, which cannot belong ta A(m/10). Thus we

may assume (-1, b, c, d) E A(m/2,2)$A(m/2,2). If (-1, b)$(c, d), then

b y 1 and d Y -c. Since a + b + c = 0, we have (a, b, c) = (-2, 1, 1)

m mor (-2v, v, v) (mod.m/2). In bath cases, d = 2 -v and e =~v-1.

m m m m m mTherefare a = (1, ~v, 2+v-1, -2, ~1, ~l) ar (1, Z-v, ~V-l, -2v,

m mI+v, ~v), both of which cannat belang to Bm• If (-1, d)$(b, cl, then

Igcd(m,a) > 1, henee this case cannot aceur.

't
2

(a) = (z, -1, a, b, cl.

There are two cases: (Z, a)$(-I, b, c) or (Z, a, b)$(-l, cl. Hut in

both cases we get a cotradiction to the assumption N1 (a) = 1, NZ(a) =
3.

I f N
Z

(a) = Z, then

'tZ(a) = (Z, -1, a, b) e A(m/Z),

hence (2, a)$(-I, b). This impliea that a = -2 or -2v and b = ~+1 or

m
~v. It i5 not difficult to see that a ia of the Iollowing form:
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m ma = (1, ~v, ~v-l)+(a, *, *).

Considering ~6(a), one can see that a = -2, N3 = 0 and N6 = 1. In

this case we have

~6(a) = 2(3, -1)(-1, x) e A(m/6),

hence x_I (mod.m/6). Therefore

m m m ma = (1, 2+v, ~V-l)+(-2, Bij+l, -B~l).

But this implies that N2 (a> = 3, which is a contradiction. Since

N1 (a? ~ 1, this completes the proof. 0
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§6. Proof of Theorem 0.3 (the third case).

In this section we treat the ease where N1 (a) = 0, and prove

Proposition 6.4. After that we eomplete the proof of Theorem 0.3 and

Theorem 0.4. De..fi~ X~) to be 'the set af ot. E X.", w fth Gc.[) (oe) =1.

First let us note the following fact: For any'a E B , if d =
m·

D<a), Nd(a) = 1, ord2 (m/d) = 1 and m/d ~ 30, then N2d (a) ~ 1. This ia

an easy eonsequence of Proposition 2.3.

LelDJla 6.1. Suppose m > 42. Let a E x(t) and d = D(a). Then, if d > 1m

and N(d)(a) = 4, a is decomposabLe.

Proof. We prove this by induction on d. If d ~ m/2, the assertion ia

clear. Suppose that every 8 E X~)With D(8) > d and N(D(8»(8) = 4 is

decomposable. Put a = (8
0

, 8
1

, 8
2

)+(8
3

, 8
4

, a
5

). Then we may assume

that a o ~ a 1 ~ a 2 - 8 3 - 0 (mod.d). Note that gcd(d,a
4

) = gcd(d,a
5

) =
1 since 8 3 + 8 4 + a 5 = 0 and a i ~ 0 (mod.d) for i = 4 and 5. If we

put d i = gcd(m,a
i
), we may assume that mid 4 ~ 12, 30. Then ord

2
(m/d

4
)

= 1 and d = 2 since Nd (a) = 1. This implies, in partieular, that
4

both d 4 and d S are odd and that ord
2

(m) = 1. Therefore N
2

(a) ~ 1.

ease 1: N
2

(a) = 4. In this ease we have

It ia easy to see that ~2(a) is not S-q.s .. Therefore we may assume

(80 , a 1 )EA(m/Z"), which impl ies that a 1 = -so or -V80 sinee m/Z is odd.
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But, if a 1 = -vaO' then 8 2 = (v-1)aO =0 (mod.3), which is a

eontradiction. Thus a 1 = -ao' that is,.a is deeomposable.

Case 2: N~(a) = 3. In this ease we may assume

(6.1)

By Proposition 2.4 the first ease of (6.1) i8 impossible, and in the

seeond ease we have

where a = a O or 8 1 . But then, eonsidering ~6(a), ODe ean easily see

that N3 (a) = 1, say d 4 = 3. Therefore 3 does not divide d 5 , henee

~2d (a) - ~2d (a5 ) ~ 0 (mod.A(m/Zd 5»,
5 5

whieh i8 a eontradietion.

Case 3: NZ(a) = 2. In this ease, we have the following decomposition:

Proposition 2.3 implies that a 1 = (a, -a) or (a, -va) sinee m/2 is

odd. The first ease shows that a is deeomposable. In the second ease.

we define a new element a' = alt + a Z with a
l

t = (v'a, 3a). Then a' E

Xm since a l + (-l>a l t = u 3 ,a e B;. Moreover N(2)(a t
) = 4 and D(a') >
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2. Therefore by the inductive hypothesis a' is decomposabie. This

shows that a itsel f is decomposable as weIL. Thus the proof is

complete. C

(1)Lemma 6.2. suppose m > 132. If a =~(aO' a 1 , 8 2 )+(83 , 8 4 , a5 ) e Xm

and d = D(a) > 1, then N(d)(a) ~ 3.

Proof. Let a l = <aO' a 1 , a 2 ) and a 2 = (a3 , 8 4 , a 5 ). Suppose N(d)(a) =
3, then we may assume a O =a 1 =8 2 =0 (mod.d). First note that d ~ 2.

Indeed, if d = 2, then N(2)(a) = 4, which is a eontradiction. Thus we

may assume d > 2. Let

Then 8 3 :: a 4 - 8 5 - 0 (mod.d t), that 'is, NCd ') (aZ) = 3. Ta see this,

suppose NCdt)Ca') < 3. Then N(d.)(a2 ) = 1 for i = 3, 4 and 5.
1

Therefore m/d. = 30 for i = 3, 4 and 5, which is impossible. We are
1

going to prove the assertion by. induetion on d + d'. If d + d' ~ m,.

the assertion is elear. We assume that the assertion holds for evry 8

= 81 + 82 E X~)With D(8 1 ) + D(8 2 ) ) d + d'. Note that m/d > 12 sinee

we are assuming m ) 132.

Case 1: Nd(a) = 3. In this ease, eonsidering Td or ~2d' we have

by Proposition 2.4. (li m/d = 21 or 28, eonsider T 3d or T 4d

respectively.) But then d = m/3 sinee a O+ a 1 + 8 2 = 3ao = O. This
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mimplies that a 3 = 8 4 = a 5 = 2' whieh i8 impossible.

Case 2: Nd(a) = 2. In this ease Proposition 2.3 shows that

Cl 1 = f
m m(a, r a , 22a)

l
(a, -va, (v-l)a)

m m
(a, ~va, ~(v+l)a)

(If m/d = 20, eonsider ~4d.) The third ease is impossible sinse

m
~3d(a) f A(m/3d). In the first ease, replacing Cl 1 by 81 = (2a, 2'

~ 2a) and Cl by 8 = BI + a 2 , we have B E Bm, 0(8 1 ) + D(aZ) > d + d'

and N(5)(a') = 3. Then induetive hypothesis implies that this ease is

also impossible. The seeond ease is similarly impossible. (Replaee a 1

by (3a, v'a, (v-l)a).)

Case 3: Nd(a) = 1. Lf m/d = 30, then d > 4 since we are assuming m >

132. Therefore, if Nd.(CX) > 1, the above proof goes for d"'. Thus we

may assume Nd,-(et) = 1. Then ordZ(m/d) = Ord 2 (m/d') = 1. This implies

in particular that both d and d' are odd, hence N2d , N2d , ~l. Sinee

m/d ~ m/d', we may assume m/d ~ 30. Then N2d (a) = 1, and we have

which i8 however impossible by Proposition 2.4. Thus the proof i8

complete. 0

Lemma 6.3. Suppose m > 165. Let a e xC1l and SUPPOSB that d = D(a) > 1
m

and N(d)(et) = 2, then a is dBco.posabLe.
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Proof. We prove this by induction on d. If d ~ m/2, the assertion is

clear. We assume that the lemma holds for every 8 E XCO wi thm

N(D(8»(B> = 2 and 0(8) > d. First observe that d
3 < m, and so m/d >

m2/3 > 30 since we are assuming m > 165. Let a = (aO' a 1 , a 2 )+(83 ,

a 4 , a S) . The assumption on a impl res tha t N(d)«aO' a 1 , 8
2

» =
N(d)«a3 , a 4 , a S» = 1 , say 80 == a3 - 0 (mod.d). We may assume tha t

gcd(sO,m> = d. Moreover gcd (a. ,d) = 1 for i = 1,2 .. 4 and S. I f Nd(a> =1

1, then ord 2 <m/d>=1 and ged(83 ,m> = 2d. But this is impossible by

Proposition 2.4. Thus Nd(a) = 2, that is, ged(a3 ,m> = d. Then it

m mfollows from Proposition 2.3 that a 3 = -aO' ~aO' -vao or 2+vaO. In

the first ease a is deeomposable. In the forth ease, considering ~3d'

we ean easily see that d = 2. But then ~hd(a) f A(m/hd) for h = 4 if

ord2 (m/d) = 2 and h = 2 otherwise. Thus the fourth esse cannot oecur.

In the second esse, \f wa teplClce: (aO' 8 3 ) by <2a O' ~) (resp. (v'sO'

3aO» (denn til'l3 the new. ~ I emen t by a ' ), the tndu,tion proceeds.

since d' := D(a ' ) > d and N(d,)<a ' ) = 2. Therefore a t is

decomposable, which shows that a itself is decomposable as weIl. This

completes the proof. 0

Proposition 6.4. Suppose m > 16S. Let a E x(1)and d = D(a) > 1. Then a
m

Proof. Let a = (aO' ... , 8 5 ). If N(d)(a) > 1, then the above three

lemmas shows that a is decomposable. Hence it suffices to show that

N(d)(a) ~ 1. Suppose on the contrary that N(d)(a) = 1, say gcd(m,aO)

= d. This implies that ord 2 (m/d) = 1 sinee ~d(a) E A(m/d) and m/d >
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30 (see the biginning of the proof of Lemma 6.2). But then T2d(a) ~ A(m/2d) since

gcd(d, ad = 1 and gcd(m, ai) > 2 for 1 ~ i ~ 5, which is a contradiction. This

compIetes the proof. 0

Proof of Theorem 0.3. By Proposition 4.9, Proposition 5.2 and Proposition 6.5, ehe

assertion of the theorem is true for m > 210. For m ::::; 210 we can directly check the

theorem. The proof is now compIete. 0
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§7. Proofs of other theorems...

In this section we give the proofs of Theorem 0.1, Theorem 02 and Theorem 0.4 stated

in the intrtxiuction.

Proof of Theorem 0.1. Let a, ß be two elements of !!~ such that GCD(a, ß) = l.

Then as is shown in secrlon 1, A[a] is isogcnous to Arm if and only if a * (-t . ß) E ~:n

far some t E (Z/ m Z) x. Since we are interested in the equivalence classes of a and ß,

we mayassurne without loss of generality that a * (-ß) E 2!~. By Theorem 0.3 there

are nine possible eases far 0: * (-ß). In the ease of (1) of Theorem 0.3, we have 0: f'OoJ ß.

In the cases from (2) to (7), we see that both 0: and ß are equal to elements listed in (3)

of Theorem 0.1. In the case of (8) and (9) of Theorem 0.3, both ,0: and ß are equal to

elements in (1) and (2) of Theorem 0.1, respectively. 0

Proof of Theorem 0.2. Let 0: be an element of!!~ wi~ GCD(a) = 1. Suppose that

Wo ~ {1}. We want to show that a is either of Type 11 or of Type ID. Once this has been .

provcd the ealcuiation of Wer is easy and we leave it to the reader. If w ~ 1 is an element

of Wa , then 0: * (-w . a) E ~~. One can easily see that among nine eases of Theorem

0.3 only the elements of (1), (3) and (7) can be of the form 0: * (-w . a), w f 1. In the

case of (1), we have w . a f'OoJ Ct. Therefore

a f'OoJ (a,wa, -(1 +w)a), w 2 = 1, w f ±1 or

far some a E (Z/mZ)X, hence Ct is of Type II-I, Type 11-3 or Type ill. In the case of (3),

we have

a f'OoJ (a, a, -2a)
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far some a E (Z/mZ)X and w = r; - 1, ord2 m 2: 2, i.e., a is of Type II-2. In the case

of (7) we have

m m
a I"'<.J (a - + a - - 2a) ord2m > 3, 2 ' 2 ' -

far same a E (Z/mZ)X and w = r; + 1, ': - 1 or 3;' - 1, i.e., a is of Type IT-3. The

proof is now compiete. 0 .

Proof of Theorem 0.4. Let H be a subset of (Z/mZ)X such that ~H = <p(m)/2 and

HU(-H) = (Z/mZ)X (Le., a halfsystem of (Z/mZ)X). If Hand H' are two halfsystems

such that H = t . H' far some t E (Z/mZ)X, we say that H are equivalent to H'. We

define the numbers PI (m) and p(H) by

PI (m) = ~{(a, ß) E 2L~ * 2L:n I a I"'<.J ß} = ~{(21:n * 21:n) n n~},

p(H) = ~{(a ß) E(211 * ~1 ) n m4 Ia~ ß,. GC~(a,ß) = 1}.
", rn m m and Ha lS eqUlvalent to H

Theo by (0.1) the Picard. number of X~ X )(!n is calculated as folIows:

(7.1) p=p(X~XX~)=2+P1(m)+L L p(H),
• dlm HE1t(d)

where 1-l(d) denotes (Z/dZ) x-orbits of the halfsystems of (Z/dZ)x. It is easy to see that

{9 (21m ) {8 (31m)
(7.2) p1(m)=6m

2
-27m+21+ 0 (2fm) + 0 (3f m)'

For m ~ &, the representatives of all equivalence classes of halfsystems H with p(H) > 0

are listed. in Table I of the last seetion. We denote by 1-l2(m) (resp.'H.3 ( m)) the halfsystems

in Table 1-1 and 1-2 (resp. Table 1-3). For any divisor d of m, 1-l2(d) and 'H3(d) are defined

similarly. We put

P2(m) = L L p(H),
dirn HE1t2(d)
dEt
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Then by (7.1) we have

(7.3) P = 2 + pl(m) + fJ2(m) + p3(m) + L 6.'(d),
dIrn
dee

{

0 (3 f d)

ß3(cl) = 108cp(d) (31Id)
72cp(d) (9Id)

where 6.'(d) = ~He"H.(d) p(H). We define two functions ß2 and ß3 on E by

o (2 f ci)

ß
2

( d) = 378cp(d) (211d)
2254'(d) (4!1d) )

2074'(d) (81d)

Then from Table 1-1 and Table 1-2 we can caluculate P2 (m) as folIows:

(7.4)
f>2(m) + L ß 2(d)

dirn
dee

o
378l:211d <p(d)

378l:211d <p(d) +225l:41d 4'(d)

378l:211d 4'(d) + 225L:411d !pecl) + 207 L:s1d <p( d)

Similarly from Table 1-3 we obtain

(2 f m)

= 189m (211m)

= 207m (4I[m) .

= 207m (31m)

(7.5) p3(m) + L 6.3(d)
dirn
dee

= { ~08 L311d ~(d)
l08L:311d 4'(cl) + 72l:91d cp(d)

If we define a function ß on E by

(3 f m)

= 72m (311m) .

= 72m (9Im)

then from (7.3) we' have

P= 2 + pl(m) + {P2(m) +L ß 2(d)} + {P3(m) +L ß3(d)} + L ß(d).
dirn dirn dirn
dee dee dee

Substituting (7.2), (7.4) and (7.5) into this fonnula. we obtain the desired fonnula far

p(X~ x X~) of Theorem 0.4. 0
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§8. Same remarks.

1. The field 0/ definition. The defining field of the isogeny (1.1) in Theorem 1.6 was

studied by Schmidt ([Seh]) and Koblitz ([Ko]). For a = (a, b, c) E 2L~, let

r(a) = r (( :)) r ( (~)) r ((~ )) ,

where K OI = Q( (m(OI»' Then the isogeny (1.1) is defined over MOl ([8ch] V, Korollar

2.3). Note that r(o:)/r(t . a) E K~6 fer any t E Wo since a * (-t . a) is an element

of \1):n (see [D], Theorem 7.18 or [K-O]). Using a result of Koblitz and Rherlich [K-R]

(Theorem 1.8 in this paper), Schmidt showed that Mo = K a when GCD(m, 6) = 1 ([Sch]

V, Korollar 2.4). Using Theorem 0.2 we can gct Mo explicitly for any a E 21:n, m r;. &

with GCD(a) = 1.

Theorem 8.1. Let K = Q«(m) be the rn-tb cydotomic neid. Suppose that m ff. E and

GCD(a) = f: fhen Mo is given as follows.

(i) If a is neitber oE Type 11-2 nor oE Type II-3, tben lVf'a = !(.

(il) If a is of Type 11-2, tben Mo = K(zt/m ).

(m) If a is of Type II-3, then MOl = K(2(m-4)/2m).

Proof. Tbe first statement (i) is clear since "t· a is equal up to permutation to a in that

case. To show that the other statements, we recall the following formulas:

(8.1)

(8.2)

n-l .

TI r(x + .:.) = (27l'r~n1-n:rr(nx),
i=O n

iT'
r(x)r(l - x) =. ,

szniT'X

where x E Rand n E N. From these fonnulas we have

(8.3)
2

(
_ l-(~). 7rr 0'2,a) - 2 . «(2a) ).szn - iT'm
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Moreover for any a = (a, b, c) E ~~ we have

(8.4)
r(a) sin( (:: )7r)sin((~)7r)sin( (~ )7r)

-r(......;.t......;..a-) = r(o: * (-t·)a)· 7r3 •

We want to show the following fonnula:

(8.5)
r(o:) = {21-2(~)cot«(~)7r) if a = (a,a,m - 2a), .

r(t. a) 21-2(~) if a = (a, r:; + a, r; - 2a),

where t = r; - 1 in the first case and t = '; - 1 er 3~ - 1 in the second case. (Note

that r( t . a) = r(a) far any other t E Wa .) Tbe statements (ü) and (iü) of the theorem

immediately follow from (8.5). We now consider the first case of (8.5). In this case we

have -t = r:; + 1 and

in Rm, and so by (8.3) and (8.4) we have

r(a) = r(0'2,G)2 . sin2«(ml;-a)7l')sin«(~)7l')
r(t· 0) r(~)2 7l'3

= 22-2(~) . cos
2

( (;;) 1r)
sin(2(~)1r)

= 21-2(~) . cot( (~)1T').
, m

Next we consider thc second case of (8.5). In this case we have

in Rm , and so sirnilarly as above we have

r(0:) r(0'2,a )r(0'2,lf+a) sin( (m/~-a)1T')sin( ( 3m!n-a }7t' )sin( (~}7t')
r (t . 0) = r (! )2' 7l'3

= 2'-2(~).

The proof is now comple~. 0
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2. Ordinary reduction. The abelian variety As is defined over Q and has good reduc-

tion at p if GCD(p, m) = 1. Moreover it has ordinary reduction at p if and only if p

(mod m(S)) E Wer, Cl: E S. Thus we can detennine the set of ordinary primes for As.

The following theorem is proved by Coleman ([Co]) when m is prime to 6.

Theorem 8.2. Suppose m ~ & and let 0: be an element of 21~ witb GCD(0:) = 1.

(1) Her is of 1Ype I, then As has ordinary reduction at p if and only if p =1

(mod m).

(2) H Cl: is of Type lI-i, tben As has ordinary reduction at p if and only iE p =1

or w (mod m).

(3) If Q! is of Type 11-2, tben As has ordinary reduction at p jf and only if p == 1

or r; - 1 (mod m).

(4) H Cl: is of Type 1I-3, then A s has ordinary reduction at p jf and only jf p =
1, r; + 1 or ±7 - 1 (rood m).

(5) H Cl: is of Type 111, then A s has ordinary reduction at p iE and only jfp =1, w

or w 2 (mod m).

3. Hodge conjecture for X~. In a similar way as in the proof of Theorem 0.3, we can

determine the subset of elements a E Q3:n with GCD( Cl:) = 1 for a sufficiently large m.

Theorem 8.3. Suppose m > 23 .32 ·5·7 ·11·13 and let a E Q3~, GCD( 0:) = 1. Then

a is equal (up to pennutation) to ODe of the following elements:

(1) (a, b, c, d,x, - x),

(2) (a,
m

z),"2+ a, - 2a,x,y,

(3) (a,
m m

- 2b),2+ a , - 2a,b, '2 + b,
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(a,
m m m m

(4) '2 +a, 2"+2a, -+4a -Ba, 2")'2 '

(5) (a,
m m m m

- I6a),2"+a, '2+ 2a, '2 +4a, 2"+Sa,

(a,
m m m 3m

- Ba),(6) '2+ a, 2"+2a, -+2a T+ 2a,4 '

(7) (a,
m m m 3m

- Sa),"2+ a, "2+ 4a, -+a 4+ a,4 '

(a,
m m m m m

(8) 2" +a, - -3a "3 +a, 3+ 2a, - -2a)
2 ' 3 '

(9) (a,
m m m 2m

- 3a),-+a - -3a "'3 +2a, T+ 2a,2 ' 2 '

(10) (a,
m m m 2m

- 12a),'2+ a, 2+ 6a , 3+ 2a , T+ 2a,

(11) (a,
m m m 5m

- 4a),'2+ a, 2"+6a, --2a --2a
6 ' 6 '

(12) (a,
m m 2m m
-+a 3" +2a, -+2a -6a, 2")'2 ' 3 '

(13) (a,
m em em -ern

6a),2" +a, T+ 2a, 3+ 4, ---2a
6 '

(14) (a,
m m 3m m
-+a 4"+a, -+a -4a, 2")'2 ' 4 '

(15) (a,
m m m 5m

- 4a),2"+2a, "2 +2a, --a --a
6 ' 6 '

(16) (a,
m m 2m m
'2+ 3a, 3" +a, 3+ a, -Ba, "2)'

(17) (a,
m m m 2m
'2+ 3a, 2"+6a, "3 +a, T+ a , - 12a),

(18) (a,
m m 5m m
"2 +3a, .:.... -a --a -2a, '2),6 ' B '

(19) (a,
m 2m m 2m

- 9a),-+a T+ a, 3" + 3a,. T+ 3a,3 '

(20) (a,
m 2m m 5m
3" +2a, T+ 2a, --a --a - 3a),

6 ' 6 '

(21) (a,
m 2m 3m 4m

- 5a),"5 +a, 5+ a, -+a T+ a ,5 '

(22) (a,
m 5m

6a),--a --a -2a, -3a,
6 ' 6 '

(23) (3a,
m m 2m
'2 +3a, - -2a --2a -2a, - 2a),

3 ' 3 '

(24) (3a,
m m m 2m
'2 +3a, 2"+6a, - -4a --4a -4a),

3 ' 3 '
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where both (a, b, c, d) in (1) and (x, y, z, ';) in (2) are elements oE 2J~ and where

c = ±1 in (13).

Note that every element in the above theorem is generated by standard elements and

soeme elements in ~~. It is shown in [Sh3l, [A-S] and [Al] that the one-dimensional

subspace V(o:) of H4(X~,C) is spanned by the cohomology classes of same algebraic

cycles for any element 0: generated by standard elements. Since the Hodge conjecture

holds true far any surface, we obtain the following

Corollarry 8.4. If the Hodge conjecture for Xj is true for every proper divisor d oE

m such that d ::; 23 .32 ·5·7·11 . 13, then tbe Hodge conjecture for X~ is also true.
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§9. Tables.
. .

In Table 1-1,2 and 3, we !ist up halfsystems H of (Z/mZ)X (m ~ &) and a E 21~ for

which p(H) > 0 and Ha = H. (For the definition of p(H), s~ section 7.) In the tables

e2 and ea denote ord2 (m) and ord3 (m), respectively. In Table I-I and 2 (resp. Table 1-3)

we treat the case where e2 > 0 (resp. e3 > 0). (Note that p(H) = 0 if e2 = e3 = 0 by

Theorem 1.8.) If ea = 1, c denotes 1 or -1 satisfying m/3 = c (mod 3). Moreover we

adopt the following notation.

N(m) = {t E N 10 < t < m, gcd(t,m) = I},

N(mY = {t E N(m) I t =c (mod 3)}.

We idcntify (Z/mZ)X with N(m) in the obvious manne!. Then the halfsystems in the

tables below are defined as follows:

m
H(2) = N(m) n [0, "2J,

m m 3m
H(4) = N(m) n. ([0, 4] u [2' T])'

m . m 2m
H(2,3) = N(m) n ([0'"3] u [2' 3])'

- m m m 2m 3m
H(3,4) = N(m) n ([0, 4"J u ["3' 2"J u [3' 4])'

m m m 3m 5m
H(4,6) = N(m) n ([0'"6] u [4' 21 U [T' T])'

H(6)t: = (N(m) n'[D, ;n
m m 2m 5m m 2m

U {N(m)t: n ([6' 3") U [T'T])} U (N(m)-t: n ([3' "3])'

where, for any real number a, b, [a, b] denotes the closed interval {x E R I a :5 x :5 b}.
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Table 1-1

a H W p(H)/cp(m)

(1, 1, -2)

81=1 (1, ~-1,~) H(2) {1} 234

( m-2 3m-2)
1, 4'"' ----:r

(2, r-1, ~.-1)

(1, 1, -2) H(2) {1, ~ -1} 45

(1, ~-1,~)

(1, ~-2, ]41) ,

e2=2 (2,2, -4:)

(2, ~--2,~) H(4) {1,]41} 108

( m 3m )2, 4-1, 4-1

(4, !T·-2, ~ -2)
.

(1, 1, -2) H(2) {1, ~-1} 45

(1, ~.-1,~)

e >3' (1, r-2, ]41)2-·

(2,2,4) H(4) {m m 3m} 901, 4-1, j+1, 4-1

(2, ~-2,~)
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Table 1-2

a H W p(H)/q;(m)

(1, 3, -4) H(3,4) {I} 72

(3, ~-2, ~ -1)

~=I

(1, ~-3, r+2) H(4,6) {I} 72

(4, ~-3, ~-I)

e2~2 (1, 3, -4) H(3,4) {I} 72

(3, T-2, W-l)

Table 1-3 (m/3 == e: (mod.3))

a H W p(H)/cp(m)

(1, 2, -3) H(2,3) {l} 72

( m 2m )2, "'3'"-1, 3" -1

e3=1

(1, eglI, T--2) H(6)e {1, eglI} 36

( EID. -e:m )
3'3-l,~·-2

e3~2 (1, 2, -3) H(2,3) {l} 72

( m 2m )2, l"-1, 3-1
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In the following table we give the values of &(m) fOI m E ~ .

Table 11

m i1(m) m &(m) m i1(m)

2 -378 20 6336 48 6918

3 -216 21 2592 54 2592

4 --450 22 720 60 65760

6 -864 24 11136 66 8640

8 --576 26 864 72 4320

9 -216 28 3024 78 12960

10 --576 30 29664 84 20304

12 1008 36 7776 90 7776

14 432 39 864 120 23040 .
15 1728 40 6336 156 6912

18 4824 42 56160- 180 6912
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