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1. Introduction

Let Ĝ be a dual space of a group G, i.e., the set of all equivalence classes
of unitary irreducible representations of the group G. Our far reching goal
is to describe Ĝ for G = lim−→n

Gn where Gn = B(n,k) is the group of all
upper triangular matrices with units on the principal diagonal with natural
inclusion Gn ⊂ Gn+1, where k = R or k = Fp is a finite field Z/pZ, p is
prime.
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We mention here only some results concerning representations of algebraic
groups over a finite field. The book by G, Lusztig [24] presents a classifica-
tion of all (complex) irreducible representations of a reductive group with
connected centre, over a finite field. To achieve this, the author uses etale
intersection cohomology, and detailed information on representations of Weyl
groups.

From the article by P. Deligne and G. Lusztig [6]: “Let us consider a
connected reductive algebraic group G, defined over a finite field Fq, with
Frobenius map F . We shall be concerned with the representation theory of
the finite group GF , over field of characteristic 0. In 1968, Macdonalds con-
jectured, on the basis of the character table known at that time for (GL4, Sp4)
that should be a well defined correspondence which, to any F -stable maxi-
mal torus T of G and a character θ of T F in general position, associate an
irreducible representation of GF ; moreover, if T modulo the centre of G is
anisotropic over Fq, the corresponding representation of GF should be caspi-
dal. In this paper we prove Macdonald’s conjecture. More precisely, for T as
above and θ an arbitrary character of T F we construct virtual representations
Rθ
T which have all the required properties.”

The group Gn = B(n,Fp) is finite, hence the set Ĝn, in principal, is
known (it is numerated by the set of all conjugacy classes) and all irreducible
representations are contained in the regular representation. “Nevertheless
the complete classification of the complex irreducible representations of this
group has long been known to be a difficult task” [27] . Recently in 2006,
Ning Yan, have introduced in [27] “ a natural variant of the orbit method, in
which the central role is played by certain clusters of coadjoint orbits. This
method of clusters leads to the construction of a subring in the representation
ring of B(n,Fp) that is “ rich in structure but pleasantly comprehensible”.

The article by V. Gorin, A. Vershik and S. Kerov [8] is devoted to the
representation theory of locally compact infinite-dimensional group GLB of
almost upper-triangular infinite matrices over the finite field with q elements.
From [8]:“ The group GLB consist of all almost triangular matrices of infinite
order. An infinite matrix g = (gij), i, j = 1, 2, . . . , is said to be almost
triangular if the number of its subdiagonal elements gij 6= 0, i > j, is finite.
This group was defined by S. Kerov, A. Vershik, and A. Zelevinsky in 1982
as an adequate for n = ∞ analogue of general linear groups GL(n, q). It
serves as an alternative to GL(∞, q), whose representation theory is poor.
Our most important results are the description of semi-finite unipotent traces
(characters) of the group GLB via certain probability measures on the Borel
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subgroup B and the construction of the corresponding von Neumann factor
representations of type II∞.”

Coming back to our group BN
0 (Fp) = lim−→n

Gn where Gn = B(n,Fp), we
mention that with the natural homomorphism pnn+1 : Gn+1 → Gn (see (1.1))

we can associate an inclusion Ĝn → Ĝn+1 therefore, Ĝ ⊃
⋃
n Ĝn. In the case

k = R one may use Kirillov’s orbit method to describe Ĝn. We define pnn+1

as follows:

B(n+ 1,k) 3 x = xn+1xn 7→ pnn+1(x) = xn ∈ B(n,k), (1.1)

where for

x = I +
∑

1≤k<m≤n+1

xkmEkm ∈ B(n+ 1,k), we set

xn+1 = I +
n∑
k=1

xkn+1Ekn+1, xn = I +
∑

1≤k<m≤n

xkmEkm. (1.2)

Obviously, x = xn+1xn and B(n+ 1,k) is a semi-direct product

B(n+ 1,k) = kn nB(n,k). (1.3)

Remark 1.1. The group BN(Fp) is compact, the corresponding Haar mea-
sure on this group is infinite tensor product of the normalised invariant mea-
sures on Fp, where µkninv is defined by (2.4)

h = µinv = ⊗1≤k<nµ
kn
inv. (1.4)

Therefore, all irreducible representations of the group BN(Fp) are finite-
dimensional and are contained in the decomposition of the the regular rep-
resentation of BN(Fp). Moreover we have

B̂N(Fp) =
⋃
n≥1

B̂(n,Fp). (1.5)

The groupBN
0 (Fp) = lim−→n

B(n,Fp) is subgroup ofBN(Fp) therefore, B̂N
0 (Fp) ⊃

B̂N(Fp). We construct the infinite-dimensional irreducible representations of
the group BN

0 (Fp) as guasiregular representations. The most important obser-
vation is that the measure on the homogeneous space Xm (see (2.1) below),
we use for this, has the property that its projection and the projection of the
Haar measure on subspace X(k) (see (2.6) below) are orthogonal.
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Remark 1.2. We show that Ĝ \
(⋃

n Ĝn

)
6= ∅. Namely, Ĝ \

(⋃
n Ĝn

)
con-

tains ”regular” and ”quasiregular” representations of the group G.
The criteria of the irreducibilty of quasiregular representations in the case

of the field Fp is established. Some new conditions of the irreducibility are
found, if we compare with the Ismagilov conjecture 2.1 in the case k = R.

To construct some representations of a group G we shall use the well-
known concept of G−space. Let we have the measurable action α : G →
Aut(X) of the group G on a measurable space (X,µ) with G-quasi-invariant
measure µ having the following property: µαt ∼ µ ∀t ∈ G. With these
dates one can associate a representation πα,µ,X : G → U(L2(X, dµ)) defined
as follows:

(πα,µ,Xt f)(x) = (dµ(αt−1(x))/dµ(x))1/2f(αt−1(x)), f ∈ L2(X,µ). (1.6)

In the case of invariant measure this representations is called Koopman’s rep-
resentation, see [11]. Consider the centralizer ZAut(X)(α(G)) of the subgroup
α(G) = {αt ∈ Aut(X) | t ∈ G} in the group Aut(X)

ZAut(X)(α(G)) = {g ∈ Aut(X) | {g, αt} = gαtg
−1α−1t = e ∀t ∈ G}.

The following conjecture was proved for some infinite-dimensional groups.

Conjecture 1.1 (Kosyak, [17, 18]). The representation πα,µ,X : G→
U(L2(X,µ)) is irreducible if and only if

1) µg ⊥ µ ∀g ∈ ZAut(X)(α(G))\{e}, (where ⊥ stands for singular),
2) the measure µ is G-ergodic.

We recall that a measure µ is G-ergodic if f(αt(x)) = f(x) ∀t ∈ G implies
f(x) = const µ a.e. (almost everywhere) for all functions f ∈ L1(X,µ).

2. Regular and guasiregular representations of the group BN
0 (Fp)

2.1. Regular and quasiregular representations of infinite-dimensional groups,
the case of k = R

Let the group G be a locally compact, X = G and h be the Haar measure.
If α is right or left action of the group G on itself then ρ = πR,h,G and
λ = πL,h,G are well known right and left regular representations. Quasiregular
representation is a particular case of the representation πα,µ,X defined by
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(1.6), where X = H\G, H is some closed subgroup of G and µ is some
G-quasi-invariant measure on X.

Recall the notions of the regular and quasiregular representations for
infinite-dimensional groups and the Ismagilov conjecture 2.1. To define a
”regular representation” for infinite-dimensional group G the initial group G
as a candidate for X is not suitable since on G there is no Haar (invariant)
measure (Weil, [28]) no a G-quasi-invariant measure (Xia Dao-Xing, [26]). It
is natural to consider some bigger topological group G̃ containing the initial
group G as the dense subgroup and a G-quasi-invariant measure µ on G̃.

Definition 2.1. Representations Tα,µ = πα,µ,G̃ where α = R (resp. α = L)
we call the right (resp. the left) regular representation of the group G.

Conjecture 2.1 (Ismagilov, 1985). The right regular representation TR,µ :
G→ U(L2(G̃, µ)) is irreducible if and only if

1) µLt ⊥ µ for all t ∈ G\{e},
2) the measure µ is G-ergodic.

Similarly, we can generalize the notion of quasiregular representation of a
group G associated with some subgroup H using a suitable completion X̃=

H̃\G of the homogeneous space X = H\G and constructing some G-right
quasi-invariant measure µ on X̃.

Consider the group G = BN
0 (R) = lim−→n

B(n,R). Let us fix the space X
and the measure µ on X as follows, where Ekn are matrix units of infinite
order:

X = G̃ = BN = {I + x | x =
∑

1≤k<n

xknEkn, xkn ∈ R},

dµb(x) = ⊗1≤k<n(bkn/π)1/2 exp(−bknx2kn)dxkn, b = (bkn)k<n.

Theorem 2.2 ([12, 13]). Ismagilov’s conjecture holds, i.e., TR,µ ∈ Ĝ if
and only if µLt ⊥ µ for all t ∈ G\{e}, and the measure µ is G-ergodic.
Moreover

TR,µ1 ∼ TR,µ1 if and only if µ1 ∼ µ2.

Quasiregular representations for the group G = BN
0 . Let us consider two

subgroups of the group BN(R):

Bm = {I + x ∈ BN | x =
∑

m<k<n

xknEkn, xkn ∈ R},

Bm = {I + x ∈ BN | x =
∑

1≤k≤m,k<n

xknEkn}.
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The group BN(R) is a semi-direct product BN = Bm o Bm. Fix the corre-
sponding decomposition x = xm · xm. Define Xm = Bm \ BN ' Bm. Right
action R of G on Xm is well defined Rt(x) := (xt−1)m, x ∈ Xm, t ∈ G. The
measure on Xm is defined by

dµm(b,a)(x) = ⊗1≤k≤m, k<n(bkn/π)1/2 exp(−bkn(xkn − akn)2)dxkn.

Quasiregular representation is defined by TR,µ(b,a),m = πR,µ(b,a),X
m

.

Theorem 2.3 ([17]). Conjecture 1.1 holds, i.e., quasi-regular representa-
tion TR,µ(b,a),m is irreducible if and only if conditions 1) and 2) of Conjec-
ture 1.1 holds. Moreover,

TR,µ1,m ∼ TR,µ2,n ⇔ m = n and µ1 ∼ µ2.

Conjecture 1.1 for quasiregular representations of the group BN
0 (R) is proved

by A. Kosyak and S. Albeverio in [2] for a tensor product of arbitrary one-
dimensional measures and for more general Gaussian measures by A. Kosyak
and S. Albeverio in [3].

2.2. Regular and quasiregular representations and criteria of irreducibility,
the case k = Fp

We show that in the case k = Fp Conjecture 1.1 does not hold but may be
corrected easily. More precisely, two conditions of the irreducibility 1) and
2) of the Conjecture 1.1 are not sufficient, since the commutant of the right
quasiregular representation may be generated not only by the operators of the
left representations, as in the case of k = R, but also by some operators acting
in L2 on infinite rows and existing only in the case when the corresponding
measures are equivalent with the infinite tensor product of the invariant
measures (see conditions 3) of Conjecture 2.5.

Define a quasiregular representations for the groupBN
0 (Fp) = lim−→n

B(n,Fp).
Let us consider two subgroups of the group of all upper triangular matrices
BN(Fp):

Bm(Fp) ={I + x ∈ BN(Fp) | x =
∑

m<k<n

xknEkn, xkn ∈ Fp},

Bm(Fp) ={I + x ∈ BN(Fp) | x =
∑

1≤k≤m,k<n

xknEkn, xkn ∈ Fp}.
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The group BN(Fp) is semi-direct product BN(Fp) = Bm(Fp) n Bm(Fp). Fix
the corresponding decomposition x = xm ·xm. Define the homogeneous space

Xm := Bm(Fp) \BN(Fp) ' Bm(Fp). (2.1)

The measure µα = µ
(m)
α on the space Xm is defined as infinite tensor

product:

µ(m)
α := ⊗1≤k≤m,k<nµαkn = ⊗mk=1µ

k
α, where µkα := ⊗∞n=k+1µαkn , (2.2)

of the probability measures µαkn on Fp defined as follows:

Fp 3 r 7→ µαkn(r) = αkn(r) > 0 and
∑
r∈Fp

αkn(r) = 1.

The right action R : BN
0 (Fp) → Aut(Xm) of the group BN

0 (Fp) on the factor
space Xm=Bm(Fp) \BN(Fp) is well defined by Rt(x)=(xt−1)m.

Lemma 2.4. The right action of the group BN
0 (Fp) on the space Xm is ad-

missible, i.e., (µα)Rt ∼ µα ∀t ∈ BN
0 (Fp).

Quasiregular representation TR,µα,m is defined in the space L2(Xm, µα) by
(3.2). For 1 ≤ k ≤ m define the measures µkα and µkinv as follows:

µkα := ⊗∞n=k+1µαkn , µkinv = ⊗∞n=k+1µ
kn
inv, µinv = ⊗mk=1µ

k
inv, (2.3)

where µkninv is the normalized invariant measure on Fp, i.e.,

µkninv(r)=p−1, r ∈ Fp. (2.4)

Conjecture 2.5. Let m ∈ N. The quasiregular representation TR,µα,m :
BN

0 (Fp)→ U(L2(Xm, µα)) of the group BN
0 (Fp) is irreducible if and only if

1) µLtα ⊥ µα ∀t ∈ B(m,Fp)\{e},
2) the measure µα on the space Xm is BN

0 (Fp)-right-ergodic,
3) for the measure µα = ⊗mk=1µ

k
α holds µkα ⊥ µkinv for all 1 ≤ k ≤ m (it is

sufficient to verify this condition only for k = m),
4) two irreducible representations TR,µα,m and TR,µβ ,n are equivalent

TR,µα,m∼TR,µβ ,n if and only if m=n and µα∼µβ.

We would like to mention here a nice problem to solve. Define a regular
representation of the group BN

0 (Fp) as before. On the group BN(Fp) of all
upper triangular matrices define the measure µα as follows:

µα := ⊗k<nµαkn = ⊗∞k=1µ
k
α. (2.5)
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Lemma 2.6. The right action of the group BN
0 (Fp) on the group BN(Fp) is

admissible, i.e., (µα)Rt ∼ µα ∀t ∈ BN
0 (Fp).

Conjecture 2.7. The regular representation TR,µα : BN
0 (Fp)→

U(L2(BN(Fp), µα)) of the group BN
0 (Fp) is irreducible if and only if

1) µLtα ⊥ µα ∀t ∈ BN
0 (Fp)\{e},

2) the measure µα on the group BN(Fp) is BN
0 (Fp)-right-ergodic,

3) two irreducible representations TR,µα and TR,µβ are equivalent TR,µα∼
TR,µβ if and only if µα∼µβ.

2.3. Idea of the proof of the irreducibility of the regular and quasiregular
representations

Below we show that conditions 1)–3) of Conjecture 2.5 and 1)–2) of Con-
jecture 2.7) are necessary for the irreducibility of the representation TR,µα,m

(resp. of TR,µα). The remaining part of the chapter is devoted to the proof
of the fact that these conditions are sufficient for the irreducibility of the
representations TR,µα,m.

The conditions 1) – 3) of the conjecture are necessary for the
irreducibility of TR,µα,m and TR,µα . Indeed, let conditions 1) does not
hold, then µLsα ∼ µα for some s ∈ B(m,Fp)\{e} therefore, the operator
TL,µα,ms = πL,µα,X

m

s is well defined and commutes with the representation
TR,µα,m. Similarly, the operator TL,µαs commutes with TR,µα .

The necessity of the condition 2) is evident. Indeed, if the measure µα is
not G-ergodic on the space Xm (resp. X ' BN(Fp)) then Xm = X1 ∪ X2

(resp. X = X1 ∪X2) where Xk are G−invariant and µα(Xk) > 0, k = 1, 2.
In this case L2(Xm, µα) = H1 ⊕H2 (resp. L2(X,µα) = H1 ⊕H2) is a direct
sum of two nontrivial G-invariant subspaces.

To explain the condition 3) we define the elementary representations
TR,µ

k
α,(k) of the group G as follows. Consider the subspace

X(k) ={I+
∞∑

n=k+1

xknEkn} (2.6)

of the space Xm and the projection µkα of the measure µα on the subspace
X(k), then

Xm = X(m)X(m−1) . . . X(1), µα = ⊗mk=1µ
k
α, where µkα := ⊗∞n=k+1µαkn .
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In this case the following decomposition of the representation TR,µα,m holds:

TR,µα,mt = ⊗mk=1T
R,µkα,(k)
t in L2(Xm, µα) = ⊗mk=1L

2(X(k), µkα).

We shall use the following notations

Tkn := TR,µα,mI−Ekn , Tkn(r) := T
R,µrα,(r)
I−Ekn . (2.7)

The following decomposition holds for the quasiregular representation TR,µα,m :

Tkn = ⊗kr=1Tkn(r), 1 ≤ k ≤ m, Tkn = ⊗mr=1Tkn(r), k > m. (2.8)

For the regular representations TR,µα in L2(BN(Fp), µα) = ⊗∞k=1 L
2(X(k), µkα)

we have:

TR,µα,mt = ⊗∞k=1T
R,µkα,(k)
t , Tkn = ⊗kr=1Tkn(r), k < n. (2.9)

In Section 4.2 we describe the commutant (Am)′ of the von Neumann
algebra

Am :=
(
TR,µα,mt | t ∈ G

)′′
. (2.10)

To be more precise, define the Laplace operators ∆(m) and ∆k where

∆(m) =
m∏
k=1

∆k, ∆k :=
∞∏

n=k+1

p−1C(Tkn(k)) and C(T ) :=
∑
r∈Fp

T r. (2.11)

By Lemma 4.6 we conclude that the operator ∆k is well defined and belongs to
the commutant (Am)′ of the corresponding von Neumann algebra Am if µkα ∼
µkinv for some 1 ≤ k ≤ m. This shows that condition 3) of Conjecture 2.5
are necessary conditions of the irreducibility of the representation TR,µα,m.

Remark 2.1. We were able to prove Conjecture 2.5 only in the case m =
1, p is arbitrary and m = 2, p = 2. The general case of m and p is open.
We shall try to study these cases later.

Remark 2.2. Idea to prove the irreducibility. Roughly speaking, to prove
that conditions 1) – 3) are sufficient for the irreducibility, it is sufficient to
show that in this case operators Tαkn defined by (3.10) and

xkn := diag(0, 1, . . . , p− 1) =
∑
r∈Fp

rErr, 1 ≤ k ≤ m, k < n, (2.12)
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acting on the Hilbert spaces Hkn

Hkn := Hαkn := L2(Fp, µαkn), (2.13)

belong to the von Neumann algebra Am generated by the representation
TR,µα,m. To be more precise, consider two infinite families of operators Xk

and Tr defined as follows: Xk = (xkn | k < n) and Tr = (Tαrn | r < n)
for 1 ≤ k, r ≤ m. For m = 1 we prove that X1 ⊂ A1 therefore, (A1)′ ⊂
(L∞(X1))

′ = L∞(X1) since the von Neumann algebra L∞(X1) is maximal
abelian (see Definition 3.1). For m = 2 we prove that, depending on the
measure, one of the families (X1, X2), (X1, T2), (T1, X2), (T1, T2) belong to
A2. For an arbitrary m it is sufficient to prove that one of the following
families (F1, F2, . . . , Fm) belongs to the von Neumann algebra Am where Fk
is Xk or Tk for 1 ≤ k ≤ m. To prove the irreducibility it is sufficient to
prove that the von Neumann algebra L∞(F1, F2, . . . , Fm) is maximal abelian
therefore, (Am)′⊂L∞(F1, F2, . . . , Fm) and use the ergodicity of the measure
µα.

Remark 2.3. For shortness we shall use the same notations Ak for the op-
erator Ak acting on the Hilbert space Hk and the operator Ak = I ⊗ · · · ⊗
I ⊗Ak⊗ I ⊗ . . . acting on the finite Hr = ⊗rn=1Hn or infinite tensor product
H = ⊗∞n=1Hn.

3. The space X and the measure

Let us consider the finite field Fp=Z/pZ of p elements Fp={0, 1, ..., p−1}.
The group BN

0 (Fp) is defined as the inductive limit (with natural inclu-
sion) BN

0 (Fp) = lim−→n
B(n,Fp), where B(n,Fp) is the group of n-by-n upper-

triangular matrices with unities on the principal diagonal with entries from
Fp. For the group BN

0 (Fp) we have the following description

BN
0 (Fp) = {I +

∑
1≤k<n

xknEkn | xkn ∈ Fp, xkn = 0 for large n}.

Let BN(Fp) be the group of all upper-triangular matrices: BN(Fp) = {I +∑
1≤k<n xknEkn | xkn ∈ Fp}. We have the following semi-direct product

BN(Fp) = Bm(Fp) n Bm(Fp), where Bm(Fp) is normal subgroup in BN(Fp)
and

Bm(Fp) = {I + x ∈ BN(Fp) | x =
∑

m<k<n

xknEkn},
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Bm(Fp) = {I + x ∈ BN(Fp) | x =
∑

1≤k≤m,k<n

xknEkn},

and we shall write BN(Fp) 3 x = xm · xm ∈ Bm(Fp) · Bm(Fp). We define the
space Xm as the factor-space Xm = Bm(Fp)\BN(Fp) ' Bm(Fp). The right
action Rt of the group BN(Fp) is correctly defined on the factor-space Xm

by the formula Rt(x) = (xt−1)m, t ∈ BN(Fp), x ∈ Bm(Fp). We have

Rt(x) = xt−1, if t ∈ Bm(Fp), and Rt(x) = tmxt
−1, if t = tmt

m 6∈ Bm(Fp).
(3.1)

To prove (3.1) we get

Bm(Fp) ·Bm(Fp) 3 xm · xm
x7→xt7→ xm · xmtm · tm = xmtm(t−1m xmtm)tm

hence, (xmtmt
m)m = t−1m xmt and (xt−1)m = tmxt

−1 for x ∈ Bm(Fp). We use
relation (t−1)m = (tm)−1. The measure µα on the space Xm is defined as
infinite tensor product

µα = ⊗1≤k≤m,k<nµαkn = ⊗mk=1µ
k
α, where µkα := ⊗∞n=k+1µαkn

of the probability measures µαkn on Fp defined as follows:
Fp 3 r 7→ µαkn(r) = αkn(r) > 0 and

∑
r∈Fp αkn(r) = 1.

Lemma 3.1. We have µRtα ∼ µα for all t ∈ BN
0 (Fp).

Define the unitary representation TR,µα,m : BN
0 (Fp) 7→ U(L2(Xm, µα)) in a

natural way, i.e., for f ∈ L2(Xm, µα) set

(TR,µα,mt f)(x) = (dµα(R−1t (x))/dµα(x))1/2f(R−1t (x)), t ∈ BN
0 (Fp). (3.2)

Conjecture 3.2. The quasiregular representation TR,µα,m of the group BN
0 (Fp)

is irreducible if and only if conditions 1)–3) holds:
1) µLtα ⊥ µα ∀t ∈ B(m,Fp)\{e},
2) the measure µα is G-ergodic,
3) for the measure µα = ⊗mk=1µ

k
α holds µmα ⊥ µminv.

4) Moreover, TR,µα,m ∼ TR,µβ ,n if and only if m = n and µα ∼ µβ.

Remark 3.1. In the case of the field k = R and the measure being a Gaus-
sian product-measure, the irreducibilty holds if and only if the condition 1)
and 2) are valid (see [17, 18]) hence, the case k = Fp is richer.
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The right action R of the group BN
0 (Fp) on the space Xm is given by the

formula (3.1). The left action L of the group B(m,Fp) on the space Xm is as
follows: Lt(x) = tx, t ∈ B(m,Fp), x ∈ Xm. Let us consider the case p = 2
and m = 2, i.e., the space X2. Set Ekn(d) = I + dEkn ∈ G, d ∈ Fp. We have

E12(d)x = ( 1 d
0 1 )

(
1 x12 x13 ... x1n ...
0 1 x23 ... x2n ...

)
=
(
1 x12+d x13+dx23 ... x1n+dx2n ...
0 1 x23 ... x2n ...

)
.

For t = I + Ekn, 1 ≤ k ≤ n the right action is Rt(x) = xt−1 (see (3.1))(
1 x12 x13 . . . x1n . . .
0 1 x23 . . . x2n . . .

)
R−1
I+E1n7→

(
1 x12 x13 . . . x1n + 1 . . .
0 1 x23 . . . x2n . . .

)
,

(
1 x12 x13 . . . x1n . . .
0 1 x23 . . . x2n . . .

)
R−1
I+E2n7→

(
1 x12 x13 . . . x1n + x12 . . .
0 1 x23 . . . x2n + 1 . . .

)
,

(
1 x12 x13 ... x1k ... x1n ...
0 1 x23 ... x2k ... x2n ...

) R−1
I+Ekn7→

(
1 x12 x13 ... x1k ... x1n+x1k ...
0 1 x23 ... x2k ... x2n+x2k ...

)
.

Therefore, we have four actions to study:

R−1I+E1n
: x1n 7→ x1n + 1, (x1k, x1n) 7→(x1k, x1n + x1k), (3.3)(

x12 x1n
1 x2n

)
R−1
I+E2n7→

(
x12 x1n + x12
1 x2n + 1

)
,

(
x1k x1n
x2k x2n

)
R−1
I+Ekn7→

(
x1k x1n + x1k
x2k x2n + x2k

)
,

(3.4)
and

LI+dE12 :

(
x1n
x2n

)
7→
(
x1n + dx2n

x2n

)
, d ∈ Fp. (3.5)

Set
Hinv = L2(Fp, µinv) and Hα = L2(Fp, µα) (3.6)

where the normalized Haar measure µinv on the additive group Fp is defined
by

µinv(r) = p−1, r ∈ Fp, and µα(r) = α(r), with
∑
r∈Fp

α(r) = 1. (3.7)

The operator Tinv on the Hilbert space Hinv associated with the action x 7→
x− 1 on Fp is defined by the following formula

(Tinvf)(x)=

(
dµinv(x− 1)

dµinv(x)

)1/2

f(x− 1) = f(x− 1), f(x)=(f0, f1, . . . , fp−1)∈Cp.

13



Take the orthonormal basis (o.n.b.) in the space Hα as follows:

(eαk )k∈Fp , where eαk = (eαk (r))r∈Fp , e
α
k (r) = (α(r))−1/2δk,r, k, r ∈ Fp. (3.8)

For ek(r) = (p)−1/2δkr, k, r ∈ Fp we get (Tek)(r) = ek(r − 1) = ek+1(r), so

T (
∑
k

fkek) =
∑
k∈Fp

fkek+1 =
∑
k∈Fp

fk−1ek hence, T =
∑
r∈Fp

Er+1,r.

To define the corresponding operator Tα on the Hilbert space Hα we use the
following commutative diagram:

Hα
Tα→ Hα

Uα ↓ ↓ Uα

Hinv
Tinv→ Hinv

where Uα : Hα → Hinv is the isomorphisms defined by

Uα = (dµα(x)/dµinv(x))1/2 = diag((pα(0))1/2, (pα(1))1/2, . . . , (pα(p− 1))1/2).

Finally, the operator Tα is equal to Tα = U−1α TinvUα hence, we have for p = 2

Tα =

( 1√
2α(0)

0

0 1√
2α(1)

)
( 0 1
1 0 )

(√
2α(0) 0

0
√

2α(1)

)
=

(
0

√
α(1)
α(0)√

α(0)
α(1)

0

)
. (3.9)

For general p we have in the basis (eαk )k∈Fp

Tα =


0 0 0 ... 0

√
α(p−1)
α(0)√

α(0)
α(1)

0 0 ... 0 0

0
√
α(1)
α(2)

0 ... 0 0
...

0 0 0 ...
√
α(p−2)
α(p−1)

0

 , Tinv =

(
0 0 0 ... 0 1
1 0 0 ... 0 0
0 1 0 ... 0 0

...
0 0 0 ... 1 0

)
. (3.10)

3.1. The Kakutani criterion

We find the condition of orthogonality µ
LI+dE12
α ⊥ µα, d ∈ Fp \ {0}, using

the Kakutani criterion [9]. The Hellinger integral H(µ, ν) for two measures
µ and ν on the space X is defined [23] as follows:

H(µ, ν) =

∫
X

√
dµ(x)

dρ(x)

dν(x)

dρ(x)
dρ(x),

14



where ρ is some measure on X such that both measures µ and ν are absolutely
continuous with respect to the measure ρ. For example, one can take ρ =
1
2
(µ+ ν).

Let we have two probability measures µα and µβ on the group Fp defined
as follows: µα(r) = α(r),

∑
r∈Fp α(r) = 1 and µβ(r) = β(r),

∑
r∈Fp β(r) = 1.

The Hellinger integral H(µα, µβ) for two measures µα and µβ is given in this
case by

H(µα, µβ) =

∫
Fp

√
dµα(x)

dµinv(x)

dµβ(x)

dµinv(x)
dµinv(x) =

∑
r∈Fp

√
α(r)β(r).

Let us consider two probability measures µα = ⊗n∈Nµαn and µβ = ⊗n∈Nµβn
defined on the space (Fp)∞ = Fp × Fp × ... as the infinite tensor product,
where µαn and µβn , n ∈ N are probability measures defined on the space Fp,
as before. The Hellinger integral H(µα, µβ) for two measures µα and µβ is
given in this case by

H(µα, µβ) =
∏
n∈N

H(µαn , µβn) =
∏
n∈N

∑
r∈Fp

√
αn(r)βn(r).

We use the notation µf (∆) = µ(f−1(∆)) for a measure µ on the space X
and a measurable bijection f : X → X. For two measures µα ⊗ µβ and
(µα ⊗ µβ)LI+dE12 on Fp × Fp where LI+dE12 : (x, y) 7→ (x + dy, y) (see (3.5))
we have

(µα ⊗ µβ)L
−1
I+dE12 (k, r) = (α(k)β(r))L

−1
I+dE12 = α(k + dr)β(r). (3.11)

Hence, we have for the Hellinger integral the following expression:

Hd
12 := H

(
(µα ⊗ µβ)L

−1
I+dE12 , µα ⊗ µβ

)
=
∑
r,k∈Fp

√
(α(k)β(r))L

−1
I+dE12α(k)β(r)

=
∑
r,k∈Fp

√
α(k + dr)β(r)α(k)β(r) =

∑
r∈Fp

β(r)
∑
k∈Fp

√
α(k + dr)α(k).
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Lemma 3.3. For the measure µα = ⊗1≤k≤m,k<nµαkn on the space Xm five
following conditions are equivalent:

1) µLtα ⊥ µα,∀ t ∈ B(m,Fp) \ {e},
2) (µα)LI+dEls ⊥ µα, ∀ d ∈ Fp \ {0}, 1 ≤ l < s ≤ m,

3) (µα)LI+Els ⊥ µα, 1 ≤ l < s ≤ m,

4) ΠL,d
ls (µα) =

∞∏
n=s+1

Hn,ls =
∞∏

n=s+1

∑
r∈Fp

αsn(r)
∑
k∈Fp

√
αln(k + dr)αln(k) = 0,

5) SL,dls (µα) =
∞∑

n=s+1

∑
r∈Fp

αsn(r)
(

1−
∑

k∈Fp\{0}

√
αln(k + dr)αln(k)

)
=∞.

Proof. Obviously 1) ⇒ 2) ⇒ 3) ⇒ 4). We show also that 4) ⇔ 5). The
implication 5)⇒ 1) will follow from the irreducibility that we prove later.

We show that 2) ⇔ 3). Indeed, since (µα)LI+dEls and µα are product
measures, by Kakutani criterion we conclude that (µα)LI+dEls and µα are
orthogonal or equivalent. It is sufficient to show that 3) implies 2) for all
d ∈ F∗p = Fp \ {0}. Let us suppose the opposite, i.e., that for some d ∈ F∗p :=

Fp\{0} holds (µα)LI+dEls ∼ µα. Since F∗p is a multiplicative group there exists
an inverse a = d−1 ∈ F∗p. For this element a we then get

µα ∼ (µα)
LaI+dEls = (µα)L(I+dEls)

a = (µα)LI+adEls = (µα)LI+Els .

This contradicts with 3). We have 4)⇔ 5) since∑
r∈Fp

αsn(r)
∑
k∈Fp

√
αln(k + r)αln(k) =αsn(0)

+
∑

r∈Fp\{0}

αsn(r)
∑
k∈Fp

√
αln(k + r)αln(k) = 1−

∑
r∈Fp\{0}

αsn(r)+
∑

r∈Fp\{0}

αsn(r)

×
∑
k∈Fp

√
αln(k + r)αln(k) = 1−

∑
r∈Fp\{0}

αsn(r)
(

1−
∑
k∈Fp

√
αln(k + r)αln(k)

)
.

�

Remark 3.2. If µlα ∼ µlinv for some l, 1 ≤ l < m then by Lemma 3.3, 4)
we get (µα)LI+dEls ∼ µα for l < s ≤ m hence, the representation is reducible.
Therefore, only one condition from the list of conditions 3) in Conjecture 3.2
is independent, namely: µmα ⊥ µminv!
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Proof. If we replace the factor µlα in the expression for the measure µα =
⊗mk=1µ

k
α by µlinv we get the equivalent measure µα′ and the representation

TR,µα′ ,m equivalent with the initial one TR,µα,m. For this measure we have
(µα′)

LI+dEls ∼ µα′ for s : l < s ≤ m. Indeed, in this case we have∑
k∈Fp

√
αtn(k + dr)αtn(k)=1 hence, ΠL,d

ls (µ)=1. The representation TR,µα′ ,m

is reducible in this case, since the operator T
L,µα′ ,m
I+dEts

generated by the transfor-
mation LI+dEls is well defined and commutes with the representation TR,µα′ ,m.

�

Examples. 1) In the particular case p = 2 we have

Hn,12 = β(0) + 2β(1)
√
α(0)α(1) = α2n(0) + 2α2n(1)

√
α1n(0)α1n(1)

= 1− α2n(1)(1− 2
√
α1n(0)α1n(1)).

Hence, for X = X2 and F2 we have

ΠL,1
12 (µα) =

∞∏
n=3

Hn,12 =
∞∏
n=3

(
1− α2n(1)(1− 2

√
α1n(0)α1n(1)

)
. (3.12)

We see that ΠL,1
12 (µα) = 0 if and only if SL,112 (µα) =∞ where

SL12(µα) := SL,112 (µα) =
∞∑
n=3

α2n(1)
(

1− 2
√
α1n(0)α1n(1)

)
.

2) For X = X3 and F2 we have

ΠL,1
12 (µα) =

∞∏
n=3

Hn,12 =
∞∏
n=3

(
α2n(0) + 2α2n(1)

√
α1n(0)α1n(1)

)
,

ΠL,1
13 (µα) =

∞∏
n=4

Hn,13 =
∞∏
n=4

(
α3n(0) + 2α3n(1)

√
α1n(0)α1n(1)

)
,

ΠL,1
23 (µα) =

∞∏
n=4

Hn,23 =
∞∏
n=4

(
α3n(0) + 2α3n(1)

√
α2n(0)α2n(1)

)
.

17



3) For F3 and X2 we have

H1
12 =β(0) (α(0) + α(1) + α(2))

+β(1)
(√

α(1)α(0) +
√
α(2)α(1) +

√
α(0)α(2)

)
+β(2)

(√
α(2)α(0) +

√
α(0)α(1) +

√
α(1)α(2)

)
=β(0) + (β(1) + β(2))

(√
α(2)α(0) +

√
α(0)α(1) +

√
α(1)α(2)

)
,

hence, for F3 and X2 we have

ΠL,1
12 (µα) =

∞∏
n=2

Hn,12 =
∏

n∈N,n>2

(α2n(0) + (α2n(1) + α2n(2)) (3.13)

×
(√

α1n(2)α1n(0) +
√
α1n(0)α1n(1) +

√
α1n(1)α1n(2)

))
.

We study first the condition 1) of Lemma 3.3.

Lemma 3.4. The following three conditions are equivalent:

1)µlα ⊥ µlinv, 1 ≤ l ≤ m,

2) Πll(µα) =
∞∏

n=l+1

1

p

(
1 +

∑
r∈Fp

∑
k∈Fp\{0}

√
αln(k)αln(k + r)

)
= 0,

3)SLll (µα) =
∞∑

n=l+1

∑
r∈Fp\{0}

(
1−

∑
k∈Fp

√
αln(k + r)αln(k)

)
=∞.

Particular cases. 1) p = 2 and m = 1. We have only one condition:

SL11(µα) =
∞∑
n=2

(
1− 2

√
α1n(0)α1n(1)

)
=∞.

2) The case p = 2 and m ∈ N. We have the following conditions for 1 ≤ k ≤
n ≤ m:

SLkn(µα) =∞, where SLkk(µα) =
∞∑

r=k+1

(
1− 2

√
αkr(0)αkr(1)

)
, (3.14)

SLkn(µα) =
∞∑

r=n+1

αnr(1)
(

1− 2
√
αkr(0)αkr(1)

)
, k < n. (3.15)
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Remark 3.3. The conditions 3) of the Conjecture 2.5 mean the following.
The space X(k) =

∏∞
n=k+1(Fp)n is isomorphic to the set Zp = {x ∈ Qp :

‖x‖p ≤ 1} of entire p-adic numbers of the field Qp of all p-adic numbers since
Zp has the following description: Zp = {

∑∞
n=0 anp

n | an ∈ Fp}. The measure
µkinv on X(k) is the Haar measure on Zp under this identification.

Remark 3.4. The lemma analogous to Lemma 3.3 holds in the case when
we replace the field k = Fp by the ring k = Z. The measure µα on Z is defined
by µα(r) = α(r) > 0, r ∈ Z such that

∑
r∈Z α(r) = 1. The corresponding

conditions are the following:

1) µLtα ⊥ µα,∀ t ∈ B(m,Z) \ {e},
2) (µα)LI+dEls ⊥ µα, ∀ d ∈ Z \ {0}, 1 ≤ l < s ≤ m,

3) ΠL,d
ls (µα) =

∞∏
n=s+1

Hn,ls =
∞∏

n=s+1

∑
r∈Z

αsn(r)
∑
k∈Z

√
αln(k + dr)αln(k) = 0.

3.2. Fourier transform.

Let us consider an additive group of the field Fp. The Haar measure µinv
on Fp is defined by µinv(r) = 1/p, r ∈ Fp. The set of unitary characters
χR(r), R ∈ Fp, are defined as follows:

Fp 3 r 7→ χR(r) = exp
2πiRr

p
∈ S1. (3.16)

The Fourier transform F is defined on the space Hinv = L2(Fp, µinv) by the
formula

(Ff)(R) := f̃(R) :=
√
p

∫
Fp
f(x)χR(x)dµinv(x) =

1
√
p

∑
r∈Fp

f(r) exp
(
−2πiRr

p

)
.

(3.17)
The operator F is a unitary operator on the space L2(Fp, µinv).

Lemma 3.5. The image T̃inv = FTinvF
−1 of the operator Tinv with respect

to the Fourier transform is defined by

(T̃invf̃)(R) = exp
(
− 2πiR

p

)
f̃(R), (3.18)

i.e., T̃inv=diag(χ̄1(0), χ̄1(1), . . . , χ̄1(p− 1))=diag(1, λ, . . . , λp−1), λ= χ̄1(1).
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Proof. Indeed, by (3.10)we have Tinv : f(x) 7→ f(x− 1) hence,

f̃(R) =
1
√
p

∑
r∈Fp

f(r) exp
(
− 2πiRr

p

)
Tinv7→ 1
√
p

∑
r∈Fp

f(r− 1) exp
(
− 2πiRr

p

)
=

1
√
p

∑
s∈Fp

f(s) exp
(
− 2πiR(s+ 1)

p

)
= exp

(
− 2πiR

p

)
f̃(R).

�

To define the Fourier transform Fα : Hα → Hα̃, where the measure α̃ on Fp
is defined by (3.22), we use the following commutative diagram:

L2(Fp, µα)
Fα→ L2(Fp, µα̃)

Uα ↓ ↓ Uα̃

L2(Fp, µinv)
F→ L2(Fp, µinv)

where (Uαf)(r) = (pα(r))1/2f(r). We have Fα = U−1α̃ FUα hence (compare
with the case of the Fourier transform (3.20) in L2(R, µ) defined below)

(Fαf) (R) =
1√
α̃(R)p

∑
r∈Fp

√
α(r)f(r) exp

(
−2πiRr

p

)
. (3.19)

Remark 3.5. Let us denote by F µ
kn the one-dimensional Fourier transform

corresponding to the measure µkn (see [15] formula (6) and (7))

L2(R, µkn)
Fµkn→ L2(R, µ̃kn)

Uµ
kn =

(
dµkn(x)
dx

)1/2
↓ ↓ U µ̃

kn =
(
µ̃kn(y)
dy

)1/2
L2(R, dx)

F→ L2(R, dy).

By definition, F µ
kn = (U µ̃

kn)−1FUµ
kn, where

(Ff)(y) =
1√
2π

∫
R
f(x) exp(iyx)dx,

so we have

(F µ
knf)(y) =

(
dµ̃kn(y)

dy

)−1/2
1√
2π

∫
R
f(x) exp(iyx)

(
dµkn(x)

dx

)1/2

dx.

(3.20)
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In the case where the Fourier transform Fµ
1/2
kn of the function µ

1/2
kn , is positive,

we define the density
µ̃kn(y) :=| (Fµ1/2

kn )(y) |2 (3.21)

of the corresponding measure dµ̃kn(y) := µ̃kn(y)dy.

Remark 3.6. We compare the conditions µLtα ⊥ µα,∀ t ∈ B(m,k) \ {e} for
k = R and k = Fp when m = 2.

(a) In the case k = R we have

X2 =

(
1 x12 x13 . . . x1n . . .
0 1 x23 . . . x2n . . .

)
,

dµmb (x) = ⊗1≤k≤2, k<n

√
bkn
π

exp(−bknx2kn)dxkn.

For the operator UL
12(t) := TL,µb,2I+tE12

= exp(itAL12), t ∈ R acting on L2(X2, µb),
where AL12 = D12 +

∑∞
k=3 x2kD1k we have

UL
12(t) = exp

(
it(D12+

∞∑
k=3

x2kD1k)
)

= exp(itD12)
∞∏
k=3

exp(itx2kD1k) =:
∞∏
k=2

UL
k (t),

SL12(µ) = ‖AL121‖2 = ‖
(
D12+

∞∑
k=3

x2kD1k

)
1‖2 = ‖D121‖2+

∞∑
k=3

‖x2k1‖2‖D1k1‖2H1k

=‖(F12D12)1‖2+
∞∑
k=3

‖x2k1‖2‖(F1kD1k)1‖2H̃1k
=‖iy121‖2+

∞∑
k=3

‖x2k1‖2‖iy1k1‖2H̃1k

=
b12
2

+
∞∑
k=3

1

2b2k

b1k
2
.

(b) In the case k = F2 we have X2 and µα = ⊗1≤k≤2,k<nµαkn . Using (3.5)
we get ( x121 ) 7→ ( x1n+1

1 ) and ( x1nx2n ) 7→ ( x1n+x2nx2n ) . Hence, the corresponding

operator UL
12(t) := TL,µb,2I+tE12

, t ∈ F2 acting on L2(X2, µα), has the following
form for t = 1:

UL
12(1) = ⊗∞k=3Uk(1), where U2−1 = (Tα12−1), Uk−1=P

(1)
1k ⊗(Tα1k

−1), k ≥ 3.

To get the two latter expressions we use (3.10) and (5.5). Therefore, we get

∞∑
k=3

‖(Uk − 1)1‖2 = ‖(Tα12 − 1)1‖2H12
+
∞∑
k=3

‖P (1)
2k 1‖2‖(Tα1k

− 1)1‖2H1k
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= ‖(T̃α12 − 1)1‖2
H̃12

+
∞∑
k=2

‖P (1)
2k 1‖2‖(T̃α1k

− 1)1‖2
H̃1k

=
(

1− 2
√
α12(0)α12(1)

)
+
∞∑
n=3

α2n(1)
(

1− 2
√
α1n(0)α1n(1)

)
.

Remark 3.7. Suppose that the square of the Fourir transform of the square
root of the measure µα on Fp is again a measure on Fp. Compare with the
case of the field R, Remark 3.5. The latter condition is equivalent with the
following one: Fα1 = 1 that means by (3.19 the following:

(Fα1) (R) =
1√
α̃(R)p

∑
r∈Fp

√
α(r) exp

(
−2πiRr

p

)
= 1, R ∈ Fp. (3.22)

For p = 2 we get (Fα1) (0) = (Fα1) (1) = 1 or

(
√
α(0) +

√
α(1))/

√
2α̃(0) = 1, (

√
α(0)−

√
α(1))/

√
2α̃(1) = 1,

hence, we get if α(0) > α(1)

α̃(0) = (1 + 2
√
α(0)α(1))/2, α̃(1) = (1− 2

√
α(0)α(1))/2.

For p = 3 we get (Fα1) (0) = (Fα1) (1) = (Fα1) (2) = 1 if
√
α(0) > (

√
α(1)+√

α(2))/2 and α(1) = α(2). Indeed, we get

(Fα1) (0) = (
√
α(0) +

√
α(1) +

√
α(2))/

√
3α̃(0) = 1,

(Fα1) (1) = (
√
α(0) +

√
α(1) exp(−2πi/3) +

√
α(2) exp(−4πi/3))

√
3α̃(1) = 1,

(Fα1) (2) = (
√
α(0) +

√
α(1) exp(−4πi/3) +

√
α(2) exp(−8πi/3))/

√
3α̃(2) = 1

hence,

√
α(0) +

(
− 1

2
+ i

√
3

2

)√
α(1) +

(
− 1

2
− i
√

3

2

)√
α(2) =√

α(0)− 1

2
(
√
α(1) +

√
α(2)) + i

√
3

2
(
√
α(1)−

√
α(2)) > 0.

For general prime p we get
∑

R∈Fp

√
α(r) exp(−2πRr/p) = 1 for R ∈ Fp.
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3.3. Maximal abelian subalgebra and a simple spectrum

Definition 3.1. An abelian subalgebra of a von Neumann algebra A is called
maximal if it is not properly included in any other such subalgebra of A.

Consider a finite-dimensional Hilbert space H = Cn with the standard
scalar product (x, y) =

∑n
k=1 xkȳk.

Definition 3.2. A spectrum Sp(A) of an operator A in an n-dimensional
Hilbert space H we call simple if Sp(A) consists of n distinct eigenvalues.

Lemma 3.6. A von Neumann algebara L∞(A) generated by a diagonal op-
erator A = diag(λk)

n
k=1 in H = Cn is maximal abelian if and only if the

spectrum of A is simple. In addition, L∞(A) = {P (A) | ordP ≤ n − 1}
where P (x) =

∑n−1
k=0 akx

k, ak ∈ C.

Proof. We know that for a von Neumann algebra A holds (A)′ = A there-
fore, L∞(A) = (A)′′. We show that

(L∞(A))′ = (A)′ = {diag(bk)
n
k=1 | b = (bk)

n
k=1 ∈ Cn}.

Indeed, let [A,B] = 0 where B = (bkm)nk,m=1 then

λkbkm = bkmλm, for all k 6= m.

Therefore, bkm = 0 for k 6= m since λk 6= λm. By the same arguments we
show that

L∞(A) = (A)′′ = {diag(ak)
n
k=1 | a = (ak)

n
k=1 ∈ Cn}.

When A = diag(λ1, λ2, λ2) with λ1 6= λ2 then L∞(A) 6= (L∞(A))′ since

L∞(A) =
{(

a11 0 0
0 a22 0
0 0 a33

)
| akn ∈ C

}
, (L∞(A))′ =

{(
a11 0 0
0 a22 a23
0 a32 a33

)
| akn ∈ C

}
.

�

Denote by L∞(Tα) the von Neumann algebra of operators acting on Hα ' Cp

generated by operator Tα, defined by (3.10), i.e., L∞(Tα) = (Tα)′′.

Lemma 3.7. The von Neumann algebra L∞(Tα) is a maximal abelian sub-
algebra in B(Hα), i.e., (L∞(Tα))′ = L∞(Tα). In addition, L∞(A) = {P (A) |
ordP ≤ p− 1}.
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Proof. By Lemma 3.18 Tinv ∼ T̃inv and T̃inv is the diagonal operator with
different eigenvalues: Sp(T̃inv) = {exp(−ikπ/p) | k ∈ Fp}. �

Lemma 3.8. The von Neumann algebra L∞(x) generated by the operator
x= diag(k)k∈Fp is a maximal abelian subalgebra in B(Hα), i.e., (L∞(x))′=
L∞(x).

Proof. Since the spectrum Sp(x) = {k | k ∈ Fp} of the operator x is simple
the proof follows from Lemma 3.6. �

4. The Laplace operator and the commutant description

4.1. The Laplace operator and the irreducibility

For approximationof an operator xkn defined by (2.12) we shall use the
well known result (see for example [4], Chap. I, §52)

min
x∈Rn

( n∑
k=1

akx
2
k |

n∑
k=1

xk = 1
)

=
( n∑
k=1

1

ak

)−1
, ak > 0, k = 1, 2, . . . , n.

We use the same result in a slightly different form with bk 6= 0, k = 1, 2, . . . , n

min
x∈Rn

( n∑
k=1

akx
2
k |

n∑
k=1

xkbk = 1
)

=
( n∑
k=1

b2k
ak

)−1
. (4.1)

The minimum is realized for xk = bk
ak

(∑n
k=1

b2k
ak

)−1
.

Let p = 2 and X = X1. Set

Aα1n := Tα1n − 1 =

 −1
√
α1n(1)
α1n(0)√

α1n(0)
α1n(1)

−1

 . (4.2)

Remark 4.1. In order to approximate the operator x1k := diag(0, 1) acting
on H1k (see (2.13)) by linear combinations of Tkn− I = x1k ⊗ (Tα1n − I) (see
(5.5)) it is sufficient to approximate the identity operator Id = I by linear
combinations

∑N
n=2 tnAα1n =

∑N
n=2 tn(Tα1n − 1) as N →∞ (see Lemma 4.1

below).
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Notations. Set 1 = 1⊗1⊗1⊗· · · ∈ L2(Xm, µα) = ⊗1≤k≤m,k<nL
2(Fp, µαkn),

where 1 = (1, 1, . . . , 1) ∈ L2(Fp, µαkn) and let c1n = 2
√
α1n(0)α1n(1). As

before, for f ∈ L1(X,µ) we use the following notation Mf =
∫
X
f(x)dµ(x)

and let 〈fn | n ∈ N〉 be a closed subspace generated by the set of vectors
(fn)n∈N in a space H.

Remark 4.2. Obviously, two series with positive an, bn are equivalent:∑
n

an
an + bn

∼
∑
n

an
bn
, (4.3)

i.e., they are simultaneously convergent or divergent.

Lemma 4.1. Three following conditions are equivalent if p = 2:

(i) 1 ∈ 〈Aα1n1 | n ≥ 2〉,

(ii) SL11(µα) =
∞∑
n=2

(
1− 2

√
α1n(0)α1n(1)

)
=:

∞∑
n=2

(1− c1n) =∞,

(iii) µα ⊥ µinv.

Proof. To prove (i)⇔ (ii) set ξn = Aα1n1. We have

(Tα1n1,1)=

√
α1n(1)

α1n(0)
α1n(0) +

√
α1n(0)

α1n(1)
α1n(1)=2

√
α1n(0)α1n(1)=c1n,

Mξn = MAα1n1 = (Aα1n1,1) = ((Tα1n − 1)1,1) = c1n − 1,

‖ξn‖2 = ‖Aα1n1‖2 = (Aα1n1, Aα1n1) = ((Tα1n − 1)1, (Tα1n − 1)1)

= 2− 2(Tα1n1,1) = 2(1− c1n).

Finally, we have

Mξn = −
(

1− 2
√
α1n(0)α1n(1)

)
, ‖ξn‖2 = 2

(
1− 2

√
α1n(0)α1n(1)

)
.

If we take (tn)n such that
∑N+2

n=2 tnMξn=1 we obtain (since ξn−Mξn ⊥
ξm−Mξm for n 6= m )

‖
(N+2∑
n=2

tnAα1n − 1
)
1‖2 = ‖

N+2∑
n=2

tn (Aα1n −Mξn) 1‖2 =
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N+2∑
n=2

t2n‖ (Aα1n −Mξn) 1‖2 = ‖
N+2∑
n=2

tn(ξn−Mξn)‖2

=
N+2∑
n=2

t2n
(
‖ξn‖2− |Mξn |2

)
.

Using (4.1) for bn = Mξn and an = ‖ξn‖2− |Mξn |2 we conclude that

min
t∈RN

(
‖
(N+2∑
n=2

tnAα1n − 1
)
1‖2 |

N+2∑
n=2

tnMξn = 1
)

= (SL11,N(µα))−1

where

SL11,N(µα) =
N+2∑
n=2

b2n
an

=
N+2∑
n=2

|Mξn |2

‖ξn‖2− |Mξn |2
(4.3)∼

N+2∑
n=2

|Mξn |2

‖ξn‖2
=

N+2∑
n=2

(
1− 2

√
α1n(0)α1n(1)

)2
2
(

1− 2
√
α1n(0)α1n(1)

) =
1

2

N+2∑
n=2

(
1− 2

√
α1n(0)α1n(1)

)
.

To prove (ii)⇔ (iii) we have

H(µα1n , µinv) =

∫
F2

√
dµα1n(x)

dµinv(x)
dµinv(x) =

√
α1n(0) +

√
α1n(1)√

2
.

Hence, we get

H(µα, µinv) =
∞∏
n=2

H(µα1n , µinv) =
∞∏
n=2

√
α1n(0) +

√
α1n(1)√

2
.

By the Kakutani criterion we conclude that µα ⊥ µinv if and only if

H(µα, µinv) =
∞∏
n=2

√
α1n(0) +

√
α1n(1)√

2
= 0⇔

∞∏
n=2

(√α1n(0) +
√
α1n(1)√

2

)2
= 0⇔

∞∏
n=2

1

2

(
1 + 2

√
α1n(0)α1n(1)

)
= 0

⇔ SL11(µα) =
∞∑
n=2

(
1− 2

√
α1n(0)α1n(1)

)
=∞.

�
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Lemma 4.2. Denote by Tn = Tα1n , n ≥ 2. The following strong limit of
operators ∆1 = s. limk→∞

∏k
n=2

I+Tn
2

is correctly defined if and only if the
following equivalent conditions hold:

µα ∼ µinv ⇔
∞∏
n=2

√
α1n(0) +

√
α1n(1)√

2
> 0⇔ SL11(µα) <∞.

Proof. We have

‖1/2(I + Tn)1‖2 = 1/4‖(I + Tn)1‖2 = 1/4[(1,1) + 2(Tn1,1) + (Tn1, Tn1)]

= 1/2(1+(Tn1,1))
(3.10)
= 1/2(1+2

√
α1n(0)α1n(1)) =

(√α1n(0) +
√
α1n(1)√

2

)2
.

Hence,

lim
k→∞
‖

k∏
n=3

I + Tn
2

1‖2 =
( ∞∏
n=3

√
α1n(0) +

√
α1n(1)√

2

)2
= H2(µα, µinv). (4.4)

�

Consider the space X1, i.e., the case m = 1, and fix a prime p > 2. For the
operator Tα we have (see (3.10))

Tα =


0 0 0 ... 0

√
α(p−1)
α(0)√

α(0)
α(1)

0 0 ... 0 0

0
√
α(1)
α(2)

0 ... 0 0
...

0 0 0 ...
√
α(p−2)
α(p−1)

0

 =
∑
k∈Fp

√
α(k)

α(k + 1)
Ek+1,k.

Remark 4.3. To guess the expression for the right version of the opera-
tor Aα1n defined by (4.2), if p > 2, we observe that Aα1n = Tα1n − 1 =∑

r∈F2
T rα1n

− 2 for p = 2. Hence, it is natural to replace the operator Aα1n

in the case p = 2 by the expression C(Tα1n)− p =
∑

r∈Fp T
r
α1n
− p in the case

of an arbitrary p.

Lemma 4.3. Three following conditions are equivalent for an arbitrary p:

(i) 1 ∈ 〈
(∑

r∈Fp T
p−r
α1n
− p
)
1 | n ≥ 2〉,
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(ii) SL11(µα) =∞, where

SL11(µα) :=
∞∑
n=2

∑
r∈Fp\{0}

(
1−

∑
k∈Fp

√
α1n(k + r)α1n(k)

)
=

∞∑
n=2

(
p−

∑
k,s∈Fp

√
α1n(s)α1n(k)

)
= p

∞∑
n=2

[
1−

(∑
k∈Fp

√
α1n(k)

p

)2]
,

(iii) µα ⊥ µinv.

Proof. To prove (i)⇔ (ii) we have

Tα =
∑
k∈Fp

√
α(k)

α(k + 1)
Ek+1,k, T rα =

∑
k∈Fp

√
α(k)

α(k + r)
Ek+r,k. (4.5)

Using the change of variables k+ p− r = s, k = s− p+ r = s+ r mod p we
get:

T p−rα =
∑
k∈Fp

√
α(k)

α(k + p− r)
Ek+p−r,k =

∑
s∈Fp

√
α(s+ r)

α(s)
Es,s+r.

Finally, we have

C(Tα) =
∑
r∈Fp

T p−rα =
∑
r∈Fp

∑
s∈Fp

√
α(s+ r)

α(s)
Ess+r =

∑
k∈Fp

∑
r∈Fp

√
α(r)

α(k)
Ekr. (4.6)

Set ξn = ξα1n = (C(Tα1n)− p)1 =
(∑

r∈Fp T
p−r
α1n
− p
)

1. We get

Mξα =
(
(C(T )− p)1,1

)
= (C(T )1,1)− p =

(4.6)
=
∑
k∈Fp

(∑
r∈Fp

√
α(r)/α(k)

)
α(k)− p =

∑
r,k∈Fp

√
α(r)α(k)− p.

To calculate ‖ξα‖2 we get using (4.6)

‖ξα‖2 =
∑
k∈Fp

∣∣∣∑
r∈Fp

√
α(r)

α(k)
− p

∣∣∣2α(k) =
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=
∑
k∈Fp

(∑
r∈Fp

α(r) + p2α(k) +
∑

r,s∈Fp, r 6=s

√
α(r)α(s)− 2p

∑
r∈Fp

√
α(r)α(k)

)
=
∑
k∈Fp

(
p2α(k) +

∑
r,s∈Fp

√
α(r)α(s)− 2p

∑
r∈Fp

√
α(r)α(k)

)
= p2 + p

∑
r,s∈Fp

√
α(r)α(s)− 2p

∑
r,k∈Fp

√
α(r)α(k)

= p2 − p
∑
r,k∈Fp

√
α(r)α(k) = p

(
p−

∑
r,k∈Fp

√
α(r)α(k)

)
.

Finally, we get

Mξα=−
(
p−

∑
r,k∈Fp

√
α(r)α(k)

)
, ‖ξα‖2 =p

(
p−

∑
r,k∈Fp

√
α(r)α(k)

)
.

If we take
∑N+2

n=2 tnMξn=1 we obtain (since ξn−Mξn⊥ξm−Mξm for n 6= m)

‖
(N+2∑
n=2

tn

(
C(Tα1n)− p

)
− 1
)
1‖2 = ‖

N+2∑
n=2

tn

((
C(Tα1n)− p

)
−Mξn

)
1‖2

= ‖
N+2∑
n=2

tn(ξn−Mξn)‖2 =
N+2∑
n=2

t2n

(
‖ξn‖2− |Mξn |2

)
.

Using (4.1) for bn = Mξn and an = ‖ξn‖2− |Mξn |2 we conclude that

min
t∈RN

(
‖
[N+2∑
n=2

tn
(
C(Tα1n)− p

)
− I
]
1‖2 |

N+2∑
n=2

tnMξn = 1
)

= (SL11,N(µ))−1,

where

SL11,N(µ) =
N+2∑
n=2

|Mξn |2

‖ξn‖2− |Mξn |2
(4.3)∼

N+2∑
n=2

|Mξn |2

‖ξn‖2
=

N+2∑
n=2

(
p−

∑
r,k∈Fp

√
α1n(r)α1n(k)

)2
p
(
p−

∑
r,k∈Fp

√
α1n(r)α1n(k)

) =
1

p

N+2∑
n=2

(
p−

∑
r,k∈Fp

√
α1n(r)α1n(k)

)
.

To prove (ii)⇔ (iii) we have H(µα, µinv) =

∞∏
n=2

H(µα1n , µinv) =
∞∏
n=2

∫
Fp

√
dµα1n(x)

dµinv(x)
dµinv(x) =

∞∏
n=2

∑
k∈Fp

√
α1n(k)

p
. (4.7)
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So, by Kakutani’s criterion, we conclude that µα ⊥ µinv if and only if

H(µα, µinv) =
∞∏
n=2

∑
k∈Fp

√
α1n(k)

p
= 0⇔

∞∏
n=2

(∑
k∈Fp

√
α1n(k)

p

)2
= 0.

We note that(∑
k∈Fp

√
α1n(k)

)2
=
∑
k∈Fp

∑
r∈Fp

√
α1n(k)α1n(r) =

∑
r∈Fp

∑
k∈Fp

√
α1n(k)α1n(k + r) =

1 +
∑

r∈Fp\{0}

∑
k∈Fp

√
α1n(k)α1n(k + r) =: 1 +

∑
r∈Fp\{0}

c1n(r),

where c1n(r) :=
∑

k∈Fp

√
α1n(k)α1n(k + r). Finally, µα ⊥ µinv if and only if

∞∏
n=2

1

p

(
1 +

∑
r∈Fp\{0}

∑
k∈Fp

√
α1n(k)α1n(k + r)

)
= 0⇔

SL11(µα) =
∑

n∈N,n>2

∑
r∈Fp\{0}

(
1−

∑
k∈Fp

√
α1n(k + r)α1n(k)

)
=∞.

�

Lemma 4.4. Set C(T ) =
∑

r∈Fp T
r and Tn = Tα1n. The following strong

limit ∆1 = s. limk→∞
∏k

n=2 p
−1C(Tn), is correctly defined if and only if three

equivalent conditions hold:

(i) µα ∼ µinv,

(ii) H(µα, µinv) =
∞∏
n=2

∑
r∈Fp

√
α1n(r)

p
> 0,

(iii) SL11(µα) <∞.

Proof. Using (4.6) we have ‖C(Tn)1‖2 =

∑
k∈Fp

(∑
r∈Fp

√
α1n(r)

α1n(k)

)2
α1n(k)=p

(∑
r∈Fp

√
α1n(r)

)2
=p2

(
H(µα1n , µinv)

)2
,

(4.8)
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hence, by (4.7) we get

lim
k→∞
‖

k∏
n=2

p−1C(Tn)1‖2 =
∞∏
n=2

(∑
r∈Fp

√
α1n(r)

p

)2
=
(
H(µα, µinv)

)2
. (4.9)

�

Using Lemmas 4.3 and 4.4 we conclude that

Lemma 4.5. The following four conditions are equivalent for the measure
µα on the space X1:

(i) µα ∼ µinv,

(ii) SL11(µα) <∞,
(iii) 1 6∈ 〈(C(T1n)− p) 1 | n ≥ 2〉,

(iv) there exist a non trivial limit ∆1 := lim
n→∞

n∏
k=2

p−1C(T1k).

Remark 4.4. Using Lemma 4.5 we conclude that condition 3) of Conjec-
ture 2.5 are necessary for the irreducibility of the representation TR,µα,m.

Consider the measure µα = ⊗mk=1µ
k
α on the space Xm and the representation

TR,µα,m.

Lemma 4.6. If µkα ∼ µkinv for some 1 ≤ k ≤ m then the Laplace operator

∆k = s. lim
r→∞

r∏
n=k+1

p−1C(Tkn(k))

is well defined and commutes with the representation TR,µα,m. In particular,
if µα ∼ µinv = ⊗mk=1µ

k
inv then the Laplace operator ∆(m) := ∆1∆2 . . .∆m is

well defined and commutes with the representation.

Proof. The operator ∆l is well defined by analogue of Lemma 4.4. To
prove that ∆l commutes with the representation, i.e., [∆l, T

R,µα,m
t ] = 0 for

all t ∈ BN
0 (Fp) it is sufficient to prove commutation [∆l, Tkk+1] = 0 for all

k ∈ N since the subgroups Ekk+1(t) = I + tEkk+1, t ∈ Fp, k ∈ N generate all
the group BN

0 (Fp).
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In the case m = 1 we prove the commutation relations [∆1, Tkk+1] = 0 for
all k ∈ N. The latter relation follows from [C(T12), T12] = 0 that is evident,
since TC(T ) = C(T )T = C(T ) for T such that T p = I, and the relation
[C(T1k)C(T1k+1), Tkk+1]=0 k>2. We prove more general relations:

[C(T1k)C(T1m), Tkm]=0 for 1 < k < m. (4.10)

We have

C(T1k)C(T1m)Tkm = C(T1k)TkmC(T1m) =
∑
r∈Fp

T r1kTkmC(T1m)
(4.14)
=

Tkm
∑
r∈Fp

T r1kT
r
1mC(T1m) = Tkm

∑
r∈Fp

T r1kC(T1m) = TkmC(T1k)C(T1m).

For the general m we show that [∆l, Tkk+1] = 0 for 1 ≤ l ≤ m and k ∈ N.
First, using (2.8) we conclude that [∆l, Tkk+1] = 0 for 1 ≤ k < l. Further,
we conclude that [∆l, Tkk+1] = 0 for k ≥ l by analogy with the relation
[∆1, Tkk+1] = 0 for k ≥ 1. �

4.2. Commutant of the von Neumann algebra Am, case m = 1

In this subsection we explain how the Laplace operator ∆k (see (2.11))
in the commutant (Am)′ was found. Let

Am =
(
TR,µα,mt | t ∈ G

)′′
= (Trk | 1 ≤ r < k)′′

be the von-Neumann algebra generated by the representation TR,µα,m acting
in the space Hm = L2(Xm, µα) and let Am,n be its von-Neumann subalgebra,

Am,n = (Trk | 1 ≤ r ≤ m, r < k ≤ n)′′ , (4.11)

where Tkn are defined by (2.7). We have Am = (
⋃
n>mAm,n)′′. We would

like to describe the commutant (Am)′ =
⋂
n>m(Am,n)′ of the von Neumann

algebra Am First, we shall do this for m = 1.
To describe (Am,n)′ it is sufficient to consider the invariant measures µinv

since in the finite-dimensional space Xm,n (see below (4.32)) all considered
measures are equivalent. Set Hkn = L2(Fp, µkninv), where µinv(r) = µkninv(r) =
p−1. For m = 1 and n = 3, we denote

X = {(x12, x13) | xkn ∈ Fp}, H = H12 ⊗H13 = L2(Fp, µinv)⊗ L2(Fp, µinv).
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We fix the basis (ek)k∈Fp in L2(Fp, µinv), where ek(x)=p1/2δk,x, k, x∈Fp (see
3.8), i.e.,

e0 = (p1/2, 0, . . . , 0), e2 = (0, p1/2, 0, . . . , 0), . . . , ep−1 = (0, . . . 0, p1/2).

Fix p = 2. We have in the spaces H12 and H13

T12 = T13 = T := Tinv = ( 0 1
1 0 ) .

In the space H12 ⊗ H13 we get T12 = Tinv ⊗ I, T13 = I ⊗ Tinv (see Remark
2.3), i.e.,

T12 = ( 0 1
1 0 )⊗ ( 1 0

0 1 ) , T13 = ( 1 0
0 1 )⊗ ( 0 1

1 0 ) .

The basis in the space L2(Fp, µinv) ⊗ L2(Fp, µinv) is (ekr := ek ⊗ er)k,r∈Fp .
Let us fix the lexicographic order on the set (k, r)k,r∈Fp . For p = 2 the basis
(ekr)k,r in H12 ⊗H13 is ordered as follows:

e00 = e0 ⊗ e0, e01 = e0 ⊗ e1, e10 = e1 ⊗ e0, e11 = e1 ⊗ e1.

In this basis the operators T12 and T13 on the space H12 ⊗ H13 have the
following form:

T12 =

(
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

)
= ( 0 I

I 0 ) , T13 =

(
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

)
= ( T 0

0 T ) ,

where
I = ( 1 0

0 1 ) , T = ( 0 1
1 0 ) .

Consider the general case of p and µ. In the spaceH = Hα12⊗Hα13⊗· · ·⊗Hα1n

the basis ei2i3...in , i2, i3, . . . , in ∈ Fp is defined by ei2i3...in = ei2⊗ei3⊗· · ·⊗ein ,
and the scalar product for two elements f and g in H

f =
∑

i2,i3,...,in∈Fp

fi2i3...inei2i3...in , g =
∑

i2,i3,...,in∈Fp

gi2i3...inei2i3...in

is defined by the formula:

(f, g)H12⊗H13⊗···⊗H1n =
∑

i2,i3,...,in∈Fp

fi2i3...ingi2i3...in .α12(i2)α13(i3) . . . α1n(in).

(4.12)
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To describe (A1,2)′ when p = 2 we take any operator A on the space H12⊗H13

A = ( A B
C D ) =

( a11 a12 b11 b12
a21 a22 b21 b22
c11 c12 d11 d12
c21 c22 d21 d22

)
.

Since T12 = ( 0 I
I 0 ) , T13 = ( T 0

0 T ) the relations [A, T13] = 0 and [A, T12] = 0
gives us

[( A B
C D ) , ( T 0

0 T )] = 0 and [( A B
C D ) , ( 0 I

I 0 )] = 0,

or
( AT BT
CT DT ) = ( TA TB

TC TD ) and ( B A
D C ) = ( C D

A B ) .

The second relation gives us A = D and B = C, the first relation gives
TA = AT and TB = BT hence, we get

( a21 a22a11 a12 ) = ( a12 a11a22 a21 ) , and
(
b21 b22
b11 b12

)
=
(
b12 b11
b22 b21

)
.

Finally, we get A = D, B = C, a11 = a22, a12 = a21, b11 = b22, b12 = b21
where a11, a12, b11, b12 ∈ C hence,

A =

( a11 a12 b11 b12
a12 a11 b12 b11
b11 b12 a11 a12
b12 b11 a12 a11

)
= a11 ( I 0

0 I ) + a12 ( T 0
0 T ) + b11 ( 0 I

I 0 ) + b12 ( 0 T
T 0 )

= a11(I ⊗ I) + a12(I ⊗ T ) + b11(T ⊗ I) + b12(T ⊗ T ).

Finally, in the case of p = 2 the following statement is proved

Lemma 4.7. The von Neumann algebra L∞(T12, T13) is maximal abelian,
i.e., (L∞(T12, T13))

′ = L∞(T12, T13).

In the case of an arbitrary Fp and the space X1,n denote by L∞(T12, . . . , T1n)
the von Neumann algebra generated by operetors T1k, 2 ≤ k ≤ n.

Lemma 4.8. The von Neumann algebra L∞(T12, . . . , T1n) is maximal abelian,
i.e., (L∞(T12,. . . ,T1n))′=L∞(T12,. . . ,T1n). In other words, any operator A∈
(L∞(T12,. . . ,T1n))′ has the following form:

A =
∑

i2,i3,...,in∈Fp

ai2i3...inT
i2
12T

i3
13 . . . T

in
1n. (4.13)
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Proof. The proof follows from the fact that the von Neumann algebra
L∞(T1k) is maximal abelian, i.e., (L∞(T1k))

′ = L∞(T1k), by Theorem 3.7.
Indeed, let us consider the operator T = Tinv =

∑
k∈Fp Ek+1k (see (3.10))

acting in the space L2(Fp, µinv), then T1k = I ⊗ I ⊗ · · · ⊗ I ⊗ T︸ ︷︷ ︸
k

⊗ I⊗· · ·⊗ I.

Finally,

(L∞(T12, . . . , T1n))′ =(T1k | 2 ≤ k ≤ n)′ =
n⋂
k=2

(T1k)
′ = ⊗nk=2(T1k)

′

=⊗nk=2 (L∞(T1k))
′ = ⊗nk=2L

∞(T1k) = L∞(T12, . . . , T1n).

�

We calculate explicitly the commutant (A1,n)′ for p = 2 and small n = 3, 4
to guess the general rule.

Lemma 4.9. In the case p = 2 the commutant (A1,3)′ of the von Neumann
algebra A1,3 = (T12, T13, T23)

′′ is generated by operators T12(I + T13) and T13
or by T12C(T13) and T13:

(A1,3)′ = (T12C(T13), T13)
′′ .

Proof. Let A ∈ (A1,3)′, since (A1,3)′ = (T12, T13)
′⋂(T23)

′ so, by Lemma 4.8,

(A1,3)′ = (A = aI + bT13 + cT12 + dT12T13 | [A, T23] = 0) .

The operator T23 has the following form (see (5.4))

T23 = ( I 0
0 T ) =

(
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

)
.

We prove that for k < r < s holds

TkrTrs = TrsTkrTks, T vkrTrs = TrsT
v
krT

v
ks, v ∈ Fp, (4.14)

in particular, for (k, r, s) = (1, 2, 3) we have T12T23 = T23T12T13. Let us denote
Ekr(t) = I + tEkr, t ∈ Fp, k < r, then we have by (2.7) T−1kn := TR,µα,mEkn(1)

. We
calculate

E12(t)E23(s) =
(

1 t 0
0 1 0
0 0 1

)(
1 0 0
0 1 s
0 0 1

)
=
(

1 t ts
0 1 s
0 0 1

)
=
(

1 t 0
0 1 s
0 0 1

)(
1 0 ts
0 1 0
0 0 1

)
=
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=
(

1 0 0
0 1 s
0 0 1

)(
1 t 0
0 1 0
0 0 1

)(
1 0 ts
0 1 0
0 0 1

)
= E23(s)E12(t)E13(st),

hence, E12(t)E23(s) = E23(s)E12(t)E13(st), or if we take s = t = 1 we get
(4.14) for k = 1, r = 2, s = 3, v = 1. The proof for an arbitrary v ∈ Fp is
similar.

Using (4.14) we get for A = a00I + a01T13 + a10T12 + a11T12T13:

AT23 = a00T23 + a01T13T23 + T23T12T13(a10 + a11T13) =

a00T23 + a01T13T23 + T23T12(a10T13 + a11T
2
13) =

a00T23 + a001T13T23 + T23T12(a10T13 + a11).

Similarly, we have

T23A = a00T23 + a01T13T23 + T23T12(a10 + a11T13).

The condition AT23 = T23A gives us (a10T13 + a11) = (a10 + a11T13) or a10 =
a11. Hence, A = a00I + a01T13 + a10T12(I + T13) and lemma is proved. �

Lemma 4.10. The commutant (A1,4)′ of the von Neumann algebra A1,4 is
generated by operators T12(I + T13)(I + T14), T13(I + T14) and T14 or by
operators T12C(T13)C(T14), T13C(T14) and T14:

(A1,4)′ = (T12C(T13)C(T14), T13C(T14), T14)
′′ .

Proof. Let A ∈ (A1,4)′, since A1,4 = (T12, T13, T14, T23, T24, T34)
′′ and T23T34 =

T34T23T24 or {T23, T34} = T24, where {a, b} := aba−1b−1 we conclude that
(A1,4)′ = (T12, T13, T14)

′ ⋂(T23, T34)
′ so,

(A1,4)′ = (A ∈ (T12, T13, T14)
′ | [A, T23] = [A, T34] = 0) .

Using Lemma 4.8 we have for A ∈ (T12, T13, T14)
′, A =

a000+a100T12+a010T13+a001T14+a110T12T13+a101T12T14+a011T13T14+a111T12T13T14

= a000+a010T13+a001T14+a011T13T14+T12 (a100 + a110T13 + a101T14 + a111T13T14)

= a000+a100T12+a001T14+a101T12T14+T13 (a010 + a110T12 + a011T14 + a111T12T14) .

The condition [A, T23] = 0 gives us

0 = AT23 − T23A = T12T23 (a100 + a110T13 + a101T14 + a111T13T14)
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−T23T12 (a100 + a110T13 + a101T14 + a111T13T14) .

Since T12T23 = T23T12T13, we have

T12T23 (a100 + a110T13 + a101T14 + a111T13T14)

= T23T12T13 (a100 + a110T13 + a101T14 + a111T13T14)

= T23T12 (a100T13 + a110 + a101T13T14.+ a111T14) .

Therefore,

a100T13 + a110 + a101T13T14 + a111T14 = a100 + a110T13 + a101T14 + a111T13T14

hence,
a100 = a110, a101 = a111. (4.15)

Similarly, we get using condition [A, T34] = 0,

0 = AT34 − T34A = T13T34 (a010 + a110T12 + a011T14 + a111T12T14)−

T34T13 (a010 + a110T12 + a011T14 + a111T12T14) .

Since T23T34 = T34T23T24 we have

T13T34 (a010 + a110T12 + a011T14 + a111T12T14)

= T34T13T14 (a010 + a110T12 + a011T14 + a111T12T14)

= T34T13 (a010T14 + a110T12T14 + a011 + a111T12)

hence,

a010T14 + a110T12T14 + a011 + a111T12 = a010 + a110T12 + a011T14 + a111T12T14,

and finally, we get
a010 = a011, a110 = a111. (4.16)

Using (4.15) and (4.16) we conclude a100 = a110 = a101 = a111, a010 = a011
hence,

A = a000I + a100T12(I + T13 + T14 + T13T14) + a010T13(I + T14) + a001T14

= a000I + a100T12(I + T13)(I + T14) + a010T13(I + T14) + a001T14.

�
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The previous lemmas were proved for F2 and von Neumann algebras A1,n

with n = 3, n = 4. For the general case A1,n and arbitrary Fp we can guess

Lemma 4.11. The commutant (A1,n)′ of the von Neumann algebra A1,n as
the linear space is generated by the following operators (we set ∆1,r

n,n := T r1n):

(A1,n)′ =
(

∆1,r
s,n := T r1s

n∏
k=s+1

p−1C(T1k) | 2 ≤ s ≤ n, r ∈ Fp \ {0}
)′′
. (4.17)

The dimension of the von Neumann algebra (A1,n)′ equals to (n−1)(p−1)+1.

Proof. We prove the statement first for p = 3 and n = 3. Any operator
A ∈ L∞(T12, T13, T14) can be expressed as follows:

A =
∑

i1,i2,i3∈F3

ai1,i2,i3T
i1
12T

i2
13T

i3
14.

Rewrite the operator A in the following form:

A =
∑

i2,i3∈F3

a0,i2,i3T
i2
13T

i3
14 + T12

∑
i2,i3∈F3

a1,i2,i3T
i2
13T

i3
14 + T 2

12

∑
i2,i3∈F3

a2,i2,i3T
i2
13T

i3
14,

A =
∑

i1,i3∈F3

ai1,0,i3T
i2
12T

i3
14 + T13

∑
i1,i3∈F3

ai1,1,i3T
i2
12T

i3
14 + T 2

13

∑
i1,i3∈F3

ai1,2,i3T
i2
12T

i3
14.

Using (4.14) we get

T r12T23 = T23T
r
12T

r
13, T r13T34 = T34T

r
13T

r
14.

Using the relation AT23 = T23A, we conclude that

T13
∑

i2,i3∈F3

a1,i2,i3T
i2
13T

i3
14 =

∑
i2,i3∈F3

a1,i2,i3T
i2
13T

i3
14,

T 2
13

∑
i2,i3∈F3

a2,i2,i3T
i2
13T

i3
14 =

∑
i2,i3∈F3

a2,i2,i3T
i2
13T

i3
14,

therefore, we get

a1,i2,i3 = a1,i2+1,i3 , a2,i2,i3 = a2,i2+2,i3 , ∀i2 ∈ F3. (4.18)
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Using the relation AT34 = T34A, we conclude that

T14
∑

i1,i3∈F3

ai1,1,i3T
i1
12T

i3
14 =

∑
i1,i3∈F3

ai1,1,i3T
i1
12T

i3
14,

T 2
14

∑
i1,i3∈F3

ai1,2,i3T
i1
12T

i3
14 =

∑
i1,i3∈F3

ai1,2,i3T
i1
12T

i3
14,

so, ai1,1,i3 =ai1,1,i3+1, ai1,2,i3 = ai1,2,i3+2, ∀i3 ∈ F3. (4.19)

Using (4.18) and (4.19) we conclude that

a2i2i3 = a200, a1i2i3 = a100, ∀i2, i3,∈ F3, a01i3 = a010, a02i3 = a020, ∀i2 ∈ F3.

This implies that A has the following form:

A = a000I + a001T14 + a002T
2
14 + a010T13C(T14) + a020T

2
13C(T14)+

a100T12C(T13)C(T14) + a200T
2
12C(T13)C(T14).

To prove the statement for general p and n, set Tk = T1k+1, k = 1, 2, . . . , n.
Let an operator A has the following form:

A =
∑

i1,i2,...,in∈Fp

ai1,i2,...,inT
i1
1 T

i2
2 . . . T inn .

Rewrite the operator A in the following form for all r:

A =
∑
ir∈Fp

T irr
∑

i1,...,̂ir,...,in∈Fp

ai1,...,̂ir,...,inT
i1
1 . . . T̂r . . . T

in
n , 1 ≤ r ≤ n

where T̂r, (resp. îr) means that factor Tr (resp, index îr) is absent in the
expression. The commutation relations ATkk+1 = Tkk+1A for 1 ≤ k ≤ n
imply, as before, the following relations

T r2
∑

i2,...,in∈Fp

ar,i2,...,inT
i2
2 . . . T inn =

∑
i2,...,in∈Fp

ar,i2,...,inT
i2
2 . . . T inn ,

T r3
∑

i1 ,̂i2,i3...,in∈Fp

ai1,r,i3,...,inT
i1
1 T̂2T

i3
3 . . . T inn =

∑
i1 ,̂i2,i3...,in∈Fp

ai1,r,i3,...,inT
i1
1 T̂2T

i3
3 . . . T inn .
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In the general case of r, 1 ≤ r ≤ n we get

T sr
∑

i1,...,îr,...,in∈Fp

ai1,...,r,ir+1,...,inT
i1
1 . . .T̂r. . .T

in
n =

∑
i1,...,îr,...,in∈Fp

ai1,...,r,ir+1,...,inT
i1
1 . . .T̂r. . .T

in
n .

The previous relations implies the analog of the relations (4.18) and (4.19):

ar,i2,...,in = ar,i2+r,...,in ∀r, i2 ∈ Fp, ai1,r,i3,...,in = ai1,r,i3+r,...,in ∀r, i3 ∈ Fp,
(4.20)

ai1,...,r,ir+1,...,in = ai1,...,r,ir+1+r,...,in ∀r, ir+1 ∈ Fp. (4.21)

Using (4.20) and (4.21) we conclude that

ar,i2,...,in = ar,0,...,0, ∀i2, . . . , in ∈ Fp, a0,r,i3,...,in = a0,r,0,...,0, ∀i3, . . . , in ∈ Fp,

a0,...,0,r,ir+1,...,in = a0,...,0,r,0,...,0 ∀ir+1, . . . , in ∈ Fp.

This implies that A has the following form:

A=
∑
r∈Fp

a0,...,0,rT
r
n+
∑

r∈Fp\{0}

a0,...,0,r,0T
r
n−1C(Tn)+· · ·+

∑
r∈Fp\{0}

ar,0,...,0T
r
1C(T2) . . . C(Tn).

�

Remark 4.5. We have proved in the previous lemma that the von Neumann
algebra (A1,n)′ as the linear space is generated by the operators δ1,rs,n:

(A1,n)′ =
(
δ1,rs,n := T r1s

n∏
k=s+1

C(T1k) | 2 ≤ s ≤ n, r ∈ Fp \ {0}
)′′
.

But the uniform limit limn δ
1,r
s,n is divergent, since

‖
n∏

k=s+1

C(T1k)‖ =
n∏

k=s+1

‖C(T1k)‖ = pn−s →∞, when n→∞.

We use the fact that ‖C(T )‖ = p. Instead of the basis δ1,rs,n, we choose
the basis ∆1,r

s,n of the algebra (A1,n)′ in Lemma 4.11 to be shur that the
limit limn ∆1,r

s,n is correctly defined. Consider again the expression C(T ) =∑
k∈Fp T

k. Since C(T )T = TC(T ) = C(T ) we get C(T )2 = pC(T ) so, C(T )

is “almost projector”, i.e., A2 = λA. The operator C(T ) has two eigenvalues,
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λ1 = 0 and λ2 = p. Indeed, if C(T )f = λf , then λ2f = pλf so, λ(λ−p) = 0.
Therefore, ‖C(T )‖ = max{0, p} = p.

Set c(T ) = p−1C(T ). We have c2(T ) = c(T ) (4.22)

therefore, the eigenvalues of c(T ) are 0 and 1 hence, ‖c(T )‖ = 1 so, the
operator ∆1,r

s,∞ = limn ∆1,r
s,n, at least formally, is correctly defined since

‖∆1,r
s,∞‖ = lim

n
‖∆1,r

s,n‖ = lim
n
‖T r1s

n∏
k=s+1

c(T1k)‖ = ‖T r1s‖
n∏

k=s+1

‖c(T1s)‖ = 1.

In Lemma 4.14 below we prove that the operator limn ∆1,r
s,n is correctly defined

when µα ∼ µinv.

Remark 4.6. The von Neuman algebra (A1,n)′ as an algebra is generated
by the following expressions:

(A1,n)′ =
(

∆1,1
s,n | 2 ≤ s ≤ n

)′′
.

Proof. It is sufficient to use Lemma 4.11 and the following relations:

∆1,r
s,n∆1,t

s,n = ∆1,r+t
s,n , ∆1,r1

s1,n
∆1,r2
s2,n

= ∆1,r1
s1,n

for 3 ≤ s1 < s2 ≤ n.

Using the relation c2(T ) = c(T ) and Tc(T ) = c(T ) we get ∆1,r
sn∆1,l

sn = ∆1,r+l
sn .

Indeed,

∆1,r
sn∆1,l

sn = T r1s

n∏
k=s+1

c(T1k)T
l
1s

n∏
t=s+1

c(T1t) = T r+l1s

n∏
k=s+1

c2(T1k) = ∆1,r+l
sn .

Similarly, we prove the second relation ∆1,r1
s1,n

∆1,r2
s2,n

= ∆1,r1
s1,n

. �

Another description of the commutant (A1,n)′. Any operator
A ∈ L∞(T12, . . . , T1n) has the following form by (4.13): A = f(T12, . . . , T1n).

Lemma 4.12. An operator A = f(T12, . . . , T1n) ∈ L∞(T12, . . . , T1n) com-
mutes with Tkk+1 for all 2 ≤ k ≤ n − 1 if and only if for all 2 ≤ k ≤ n − 1
holds:

f(T12, . . . , T1k, T1k+1, . . . , T1n) = f(T12, . . . , T1kT1k+1, T1k+1, . . . , T1n). (4.23)
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Proof. Consider first the space H1k⊗H1k+1 and the von Neumann subalge-
bra L∞(T1k, T1k+1) in the algebraB(H1k⊗H1k+1) = B(H1k)⊗B(H1k+1). Take
the function f(T1k, T1k+1) ∈ L∞(T1k, T1k+1) of the following form f(T1k, T1k+1)
= T r1kT

s
1k+1. We show that commutation relation [f, Tkk+1] = 0 implies the

relation (4.23), i.e., f(T1k, T1k+1) = f(T1kT1k+1, T1k+1). Indeed, using the
relations (4.14) T r1kTkm = TkmT

r
1kT

r
1m for r ∈ Fp and 2 ≤ k < m and commu-

tation relation f(T1k, T1k+1)Tkk+1 = Tkk+1f(T1k, T1k+1) we get:

Tkk+1f(T1k, T1k+1) = f(T1k, T1k+1)Tkk+1 = T r1kT
s
1k+1Tkk+1 =

Tkk+1T
r
1kT

r
1k+1T

s
1k+1 = Tkk+1f(T1kT1k+1, T1k+1).

Finally, we prove f(T1k, T1k+1) = f(T1kT1k+1, T1k+1) for the particalar case of
f(T1k, T1k+1)=T r1kT

s
1k+1. For the general function f(T1k, T1k+1)=

∑
r,s∈Fp ar,s×

T r1kT
s
1k+1 the proof is the same. Similarly, we prove (4.23) for any function

∈ L∞(T12, . . . , T1n):

f(T12, . . . , T1k) =
∑

i2,...,in∈Fp

ai2,...,inT
i2
12 . . . T

in
1n.

�

Lemma 4.13. If for the function f ∈ L∞(T12, . . . , T1n) holds relation (4.23)
then

f = fs(T1s)
n∏

k=s+1

c(T1k) for some s, 2 ≤ s ≤ n, (4.24)

where fs(T1s) ∈ L∞(T1s).

Proof. If for the function f(T1k, T1k+1) =
∑

r,s∈Fp ar,sT
r
1kT

s
1k+1 holds

f(T1k, T1k+1) = f(T1kT1k+1, T1k+1) then we get

f(T1kT1k+1, T1k+1) =
∑
r,s∈Fp

ar,s(T1kT1k+1)
rT s1k+1 =

∑
r,s∈Fp

ar,sT
r
1kT

r+s
1k+1 =

∑
r,t∈Fp

ar,t−rT
r
1kT

t
1k+1 =

∑
r,t∈Fp

ar,tT
r
1kT

t
1k+1.

Therefore, ar,t−r = ar,t for all r, t ∈ Fp hence, ar,t = ar,t−kr for all r, t, k ∈ Fp.
Since Fp is a field, we conclude that

ar,t = ar,0 for all r, t ∈ Fp. (4.25)
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Finally, if we set fk(T1k) =
∑

r∈Fp ar,0T
r
1k we get f =∑

r,s∈Fp

ar,sT
r
1kT

s
1k+1=

∑
r,s∈Fp

ar,0T
r
1kT

s
1k+1=

∑
r∈Fp

ar,0T
r
1k

∑
s∈Fp

T s1k+1=p
−1fk(T1k)c(T1k+1).

If for the function f(T1k, T1k+1, T1k+2) =
∑

r,s,t∈Fp ar,s,tT
r
1kT

s
1k+1T

t
1k+2 holds

f(T1k, T1k+1, T1k+2) = f(T1kT1k+1, T1k+1, T1k+2) = f(T1k, T1k+1T1k+2, T1k+2)

we conclude similarly, that ar,s−r,t = ar,s,t = ar,s,t−s for all r, s, t ∈ Fp hence,

ar,s,t = ar,0,0 for all r, s, t ∈ Fp. (4.26)

Finally, we get

f =
∑

r,s,t∈Fp

ar,s,tT
r
1kT

s
1k+1T

t
1k+2 =

∑
r,s,t∈Fp

ar,0,0T
r
1kT

s
1k+1T

t
1k+2 =

∑
r∈Fp

ar,0,0T
r
1k×∑

s∈Fp

T s1k+1

∑
t∈Fp

T t1k+2 = fk(T1k)C(T1k+1)C(T1k+2) = p−2fk(T1k)c(T1k+1)c(T1k+2),

where fk(T1k) =
∑

r∈Fp ar,0,0T
r
1k. �

Lemma 4.14. When µα ∼ µinv the commutant (A1)′ of the von Neumann
algebra A1 is generated as a linear space by the following expressions:

(A1)′ =
(

∆1,r
s,∞ = lim

n
∆1,r
s,n := T r1s

∞∏
k=s+1

p−1C(T1k) | 2 ≤ s, r ∈ Fp \ {0}
)′′
.

(4.27)
When µα ⊥ µinv ⇔ SL11(µ) =∞ the commutant (A1)′ is trivial, i.e., (A1)′ =
(λI | λ ∈ C).

Proof. Denote by L∞(T1) = L∞(T1k | 2 ≤ k) = (T1k | 2 ≤ k)′′ the von
Neumann algebra generated by the commuting family of operators T1 :=
(T1k | 2 ≤ k). By definition, we have

(A1)′ =
(
f ∈ L∞(T1) | [f, Tkk+1] = 0, 2 ≤ k

)
. (4.28)

Using the spectral theorem for the family T1 = (T1k | 2 ≤ k) of commuting
unitary operators T1k we conclude that any element f ∈ L∞(T1) has the
following form: f(T1) =

∫
X1 f(λ)dE(λ) or

f(T1) = f(T1k | 2 ≤ k) =

∫
X1

f(λ)dE(λ) (4.29)
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where X1 =
∏∞

k=2(Fp)k, f is essentially bounded function on X1 and E is a
common resolution of the identity of the family of operators T1 defined on
cylidrycal sets ∆2 × · · · ×∆k as follows:

E(∆2 × · · · ×∆k) := E2(∆2) · · ·Ek(∆k)

where Ek is resolution of the identity of the operators T1k. See details in [5].
Similarly to the proof of Lemma 4.12 we get

Lemma 4.15. An operator A = f(T12, . . . , T1n, . . . ) ∈ L∞(T1k | 2 ≤ k)
defined by (4.29) commutes with Tkk+1 for all 2 ≤ k if and only if for all
2 ≤ k holds:

f(T12, . . . , T1k, T1k+1, . . . , T1n, . . . ) = f(T12, . . . , T1kT1k+1, T1k+1, . . . , T1n, . . . ).
(4.30)

Lemma 4.16. If for the function f = f(T1) ∈ L∞(T12, . . . , T1n, . . . ) holds
relation (4.30) then

f = fs(T1s)
∞∏

k=s+1

c(T1k) for some s ≥ 2, (4.31)

where fs(T1s) ∈ L∞(T1s).

�

4.3. The commutant of the von Neumann algebra Am, case m > 1

Let us consider the restriction TR,m,n of the representation TR,µα,m :
BN

0 (Fp) 7→ U(L2(Xm, µα)) to the subgroup B(n,Fp), m ≤ n, of the group
BN

0 (Fp) acting in the spaceHm,n = ⊗1≤r≤m,r<k≤nL
2(Fp, µαrk) = L2(Xm,n, µαm,n)

where µαm,n = ⊗1≤r≤m,r<k≤nµαrk and

Xm,n =

 1 x12 x13 ... x1m ... x1n
0 1 x23 ... x2m ... x2n
0 0 1 ... x3m ... x3n

... ...
0 0 ... xm−1m ... xm−1n

0 0 ... 1 ... xmn

 . (4.32)

Let us denote as before by Am,n and Am the von-Neumann algebras generated
by the representation TR,m,n (respectively by TR,µα,m)

Am,n!
(
TR,m,nt | t ∈ B(n,Fp)

)′′
, Am=

(
TR,µα,mt | t ∈ BN

0 (Fp)
)′′

=
( ⋃
n≥m

Am,n
)′′
.
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Obviously, the commutant (Am,n)′ contains the following operators:

(Am,n)′ ⊃
(

∆k,s
s,n := T rs

n∏
k=s+1

p−1C(Tkr(k)) | 1 ≤ k ≤ m, k + 1 ≤ s ≤ n
)′′
.

Since Am = (
⋃
n≥m+1A

m,n)′′ so, (Am)′ =
⋂
n≥m+1(A

m,n)′. Hence, the com-
mutant (Am)′ is not trivial if there exist a non trivial limit ∆k, 1 ≤ k ≤ m

∆k := lim
n→∞

n∏
r=k+1

p−1C(Tkr(k)) = lim
n→∞

∆k,0
k,n.

The latter limit exists, if µkα ∼ µkinv ⇔ SLkk(µα) <∞ (see Lemma 4.6).

4.4. Commutant of the von Neumann algebra (Am)′, case m = 2

Set

∆2,r
s,n := T rα2s

n∏
k=s+1

p−1C(Tα2k
), 3 ≤ s < n, ∆2,r

n,n := T rα2n
, r ∈ Fp.

Lemma 4.17. Let x12 ∈ A2,n, then the commutant (A2,n)′ of the von Neu-
mann algebra A2,n as the linear space is generated by the following operators:

(A2,n)′ =
(

∆l,r
s,n := T r1s

n∏
r=s+1

p−1C(T1r) | 1 ≤ l ≤ 2, 3 ≤ s ≤ n, r ∈ Fp\{0}
)′′
.

(4.33)
The dimension of the von Neumann algebra (A2,n)′ equals to [(n−1)(p−1)+1]2.

Proof. Since x12, T1k, T2k ∈ A2,n we conclude that T2k(2) = Tα2k
∈ A2,n

(see Remark 6.5). Since the commutative family of operators with common
simple spectrum lies in A2,n, i.e., x12, T1k, Tα2k

∈ A2,n for 3 ≤ k ≤ n we
conclude that

(A2,n)′ ⊂ L∞
(
x12 Tα13 ··· Tα1n

Tα23 ··· Tα2n

)
. (4.34)

Commutation relation [f, T12] = 0 for f ∈ L∞
(
x12 Tα13 ··· Tα1n

Tα23 ··· Tα2n

)
means that

f does not depend on x12. Fix n = 4 and p = 2, let f
(
Tα13 Tα14
Tα23 Tα24

)
∈

L∞
(
Tα13 Tα14
Tα23 Tα24

)
. We use the following relations (see (2.8))

T34 =T34(1)⊗T34(1), Tα13T34(1)=T34(1)Tα13Tα14 , Tα23T34(2)=T34(2)Tα23Tα24
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or [Tα13 , T34(1)]=T34(1)Tα13(Tα14 − I), [Tα23 , T34(2)]=T34(2)Tα23(Tα24 − I).
(4.35)

Any operator A ∈ L∞
(
Tα13 Tα14
Tα23 Tα24

)
has the form

A =
∑

i1,i2,j1,j2∈F2

ai1,i2j1,j2
T i1α13

T i2α14
T j1α23

T j2α24
.

We rewrite A as follows:

A = [a0000I + a0100Tα14 + a0001Tα24 + a0101Tα14Tα24 ]

+ Tα23 [(a
00
10 + a0011Tα24) + Tα14(a

01
10 + a0111Tα24)]

+ Tα13 [(a
10
00 + a1100Tα14) + Tα24(a

10
01 + a1101Tα14)]

+ Tα13Tα23 [(a
10
10 + a1011Tα24 + a1110Tα14 + a1111Tα14Tα24)]

= A1 + A2 + A3 + A4

= A1 + Tα23a2 + Tα13a3 + Tα13Tα23a4

where

A1 = [a0000I + a0100Tα14 + a0001Tα24 + a0101Tα14Tα24 ],

a2 = [(a0010 + a0011Tα24) + Tα14(a
01
10 + a0111Tα24)],

a3 = [(a1000 + a1100Tα14) + Tα24(a
10
01 + a1101Tα14)],

a4 = [(a1010 + a1011Tα24 + a1110Tα14 + a1111Tα14Tα24)].

Since T34(1)− I = x13 ⊗ (Tα14 − I), T34(2)− I = x23 ⊗ (Tα24 − I) (see (5.5)
and (6.8)) we get

[A1, T34(1)] = [A2, T34(1)] = [T34(2), A1] = [T34(2), A3] = 0

hence,

[A, T34(1)⊗ T34(2)] = [A, T34(1)]⊗ T34(2) + T34(1)⊗ [A, T34(2)]

=
(
[A3, T34(1)] + [A4, T34(1)]

)
⊗ T34(2)

+T34(1)⊗
(
[A2, T34(2)] + [A4, T34(2)]

)
=
(
[Tα13 , T34(1)]a3 + [Tα13 , T34(1)]Tα23a4

)
⊗ T34(2)

+T34(1)⊗
(
[Tα23 , T34(2)]a2 + Tα13 [Tα23 , T34(2)]a4

)
=
(
T34(1)Tα13(Tα14 − I)a3 + T34(1)Tα13Tα23(Tα14 − I)a4

)
⊗ T34(2)

+T34(1)⊗
(
T34(2)Tα23(Tα24 − I)a2 + Tα13T34(1)Tα23(Tα24 − I)a4

)
= 0.

46



Therefore, we have

(Tα14 − I)a3 = (Tα14 − I)a4 = (Tα24 − I)a2 = (Tα24 − I)a4 = 0

or

(Tα14 − I)[(a1000 + a1100Tα14) + Tα24(a
10
01 + a1101Tα14)] = 0,

(Tα14 − I)[(a1010 + a1011Tα24 + a1110Tα14 + a1111Tα14Tα24)] = 0,

(Tα24 − I)[(a0010 + a0011Tα24) + Tα14(a
01
10 + a0111Tα24)] = 0,

(Tα24 − I)[(a1010 + a1011Tα24 + a1110Tα14 + a1111Tα14Tα24)] = 0.

Hence, we get respectively

a1000 = a1100, a1001 = a1101, a1010 = a1110, a1011 = a1111,

a0010 = a0011, a0110 = a0111, a1010 = a1011, a1110 = a1111.

At last, using the latter equalities we get

A =[a0000I + a0100Tα14 + a0001Tα24 + a0101Tα14Tα24 ]

+Tα23 [a
00
10(I + Tα24) + a0110Tα14(I + Tα24)]

+Tα13 [a
10
00(I + Tα14) + a1001Tα24(I + Tα14)]

+Tα13Tα23a
10
10[I + Tα24 + Tα14 + Tα14Tα24 ].

Finally, the basis in the algebra (A2,4)′ can be obtained as a tensor product
of two von Neumann algebras

(A1,3,4)′ = L∞(T13, T14)
⋂

(T34)
′ and (A2,3,4)′ = L∞(Tα23 , Tα24)

⋂
(T34)

′

due to the following relations:

(A2,4)′ = (A1,3,4)′⊗(A2,3,4)′ =
(
Tα13(I+Tα14), I, Tα14)

)′′
⊗
(
Tα23(I+Tα24), I, Tα24)

)′′
.

�

Set for s ≥ 3

∆1,r
s,∞ :=T rα1s

∞∏
k=s+1

p−1C(Tα1k
), ∆2,r

s,∞ :=T rα2s

∞∏
k=s+1

p−1C(Tα2k
), r ∈ Fp \ {0}.

47



Lemma 4.18. Let x12 ∈ A2, and µ2
α ∼ µ2

inv or SL11(µ) < ∞, SL22(µ) < ∞,
then the commutant (A2)′ of the von Neumann algebra A2 as the linear space
is generated by the following operators:

(A2)′ =
(

∆l,r
s,∞ | 1 ≤ l ≤ 2, 3 ≤ s, r ∈ Fp \ {0}

)′′
. (4.36)

When µ2
α ⊥ µ2

inv or SL11(µ) = SL22(µ) =∞ and x12 ∈ A2, the commutant (A2)′

is trivial.

Proof. Since x12, T1k, T2k ∈ A2 for k ≥ 3 we conclude that T2k(2) =
Tα2k

∈ A2 (see Remark 6.5). Since the commutative family of operators with
common simple spectrum lies in A2, i.e., x12, T1k, Tα2k

∈ A2 for 3 ≤ k we
conclude that

(A2)′ ⊂ L∞
(
Tα13 ··· Tα1n ...
Tα23 ··· Tα2n ...

)
. (4.37)

Set (T1, T2) = (Tα1k
, Tα2k

| 3 ≤ k). Denote by L∞(T1, T2) = L∞(Tα1k
, Tα2k

|
3 ≤ k) = (Tα1k

, Tα2k
| 3 ≤ k)′′ the von Neumann algebra generated by the

commuting family of operators (T1, T2). By definition, we have

(A2)′ =
(
f ∈ L∞(T1, T2) | [f, Tkk+1] = 0, 3 ≤ k

)
. (4.38)

Using the spectral theorem for the family (T1, T2) of commuting unitary
operators (Tα1k

, Tα2k
| 3 ≤ k) we conclude that any element f ∈ L∞(T1, T2)

has the following form:

f(T1, T2) = f(Tα1k
, Tα2k

| 3 ≤ k) =

∫
X2

0

f(λ1, λ2)dE(λ1, λ2) (4.39)

where X2
0 =

∏∞
k=3(Fp × Fp)k, f is essentially bounded function on X2

0 and
E is common resolution of the identity of the family of operators (T1, T2)
defined on cylindrycal sets ∆13 ×∆23 × · · · ×∆1n ×∆2n as follows:

E(∆13 ×∆23 × · · · ×∆1n ×∆2n) :=
n∏
k=3

E1k(∆1k)E2k(∆2k)

where Erk is resolution of the identity of the operators Tαrk for 1 ≤ r ≤ 2, 3 ≤
k i.e., Trk =

∫
Sp(Trk)

f(λrk)dErk(λrk). Similarly to the proof of Lemma 4.12
we get

48



Lemma 4.19. An operator f(T1, T2) ∈ L∞(T1, T2) defined by (4.39) com-
mute with Tkk+1 for all 2 ≤ k if and only if for all 2 ≤ k holds:

f
(
Tα13 ,...,Tα1k ,Tα1k+1

,...,Tα1n ,...

Tα23 ,...,Tα2k ,Tα2k+1
,...,Tα2n ,...

)
= f

(
Tα13 ,...,Tα1kTα1k+1

,Tα1k+1
,...,Tα1n ,...

Tα23 ,...,Tα2kTα2k+1
,Tα2k+1

,...,Tα2n ,...

)
. (4.40)

Lemma 4.20. If for the function f(T1, T2) ∈ L∞(T1, T2) holds relation (4.40)
then for some (s1, s2), 3 ≤ s1, 3 ≤ s2 holds

f = fs1,s2(Tα1s1
, Tα2s2

)
∞∏

k=s1+1

c(Tα1k
)

∞∏
k=s2+1

c(Tα2k
), (4.41)

where fs1,s2(Tα1s1
, Tα2s2

) ∈ L∞(Tα1s1
, Tα2s2

).

�

5. The proof of the irreducibilty, case m = 1

5.1. The irreducibilty, case m = 1, p = 2

Let us consider two operators T1n := Tα1n and Tkn in the space H =
Hα1k

⊗Hα1n = L2(X,µ) where µ = µα1k
⊗µα1n and X = Fp×Fp, 2 ≤ k < n,

X =
(

1 x1k x1n
0 1 0
0 0 1

)
.

The basis in the space H1t := Hα1t := L2(Fp, µα1t) is (eαs )s∈Fp , where eαs (r) =
(α1t(r))

−1/2δsr, s, r ∈ Fp hence, the basis in the space

Hα1k
⊗Hα1n is (esr := eαs ⊗ eαr )s,r∈Fp .

We fix the lexicographic order on the set (s, r)s,r∈Fp . So, we have chosen the
following basis

e00, e01, e10, e11.

In this basis the operators T1n and Tkn act as follows if the measures µα1t

are invariant, recall that (T1nf)(x1n) = f(x1n − 1) and (Tknf)(x1k, x1n) =
f(x1k, x1n − x1k)

T1n : eij → eij+1, Tkn : eij → eij+i. (5.1)
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For an arbitrary measure µα operators T1n and Tkn act as follows:

T1n : eij →

√
α1n(j)

α1n(j + 1)
eij+1, Tkn : eij →

√
α1n(j)

α1n(j + i)
eij+i. (5.2)

Using (5.1) we have the following transformation of indices of the basis eij
under the action of T1n and Tkn:∣∣∣∣ 0 1 2 3

ij 00 01 10 11
T1n 01 00 11 10
Tkn 00 01 11 10

∣∣∣∣ .
For the invariant measure and in the general case we have respectively

T1n = ( 1 0
0 1 )⊗ ( 0 1

1 0 ) =

(
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

)
, Tkn =

(
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

)
, (5.3)

T1n = ( 1 0
0 1 )⊗

(
0 a−1

n
an 0

)
=

(
0 a−1

n 0 0
an 0 0 0

0 0 0 a−1
n

0 0 an 0

)
, Tkn =

( 1 0 0 0
0 1 0 0
0 0 0 a−1

n
0 0 an 0

)
, (5.4)

where an=
√

α1n(0)
α1n(1)

.

Recall that x1k = diag(0, 1) = ( 0 0
0 1 ) (see (2.12) for notations xkn). We

would like to approximate the operator x1k ∼= · · · ⊗ x1k ⊗ . . . (see Remark
2.3) on the space H1 =⊗∞n=2Hα1n by linear combinations of operators Tkn.

Lemma 5.1. We have

x1k1 = ( 0 0
0 1 ) 1 ∈ 〈(Tkn − I)1 | n > k〉 ⇔ SL11(µα) =∞.

Proof. In the space Hα1k
⊗Hα1n we have

Tkn − I =

( 0 0 0 0
0 0 0 0
0 0 −1 a−1

n
0 0 an −1

)
= ( 0 0

0 1 )⊗
(
−1 a−1

n
an −1

)
= x1k ⊗ (Tα1k

− I)

so,
Tkn − I = x1k ⊗ (Tα1n − I). (5.5)

Hence, we get
∑N+k+1

n=k+1 tn(Tkn − I) → x1k. Indeed, in the space ⊗∞n=k+1H1n

we get

N+k+1∑
n=k+1

tn(Tkn − I) = x1k ⊗ I ⊗ ...⊗ I ⊗
N+k+1∑
n=k+1

tn

(
−1 a−1

n
an −1

)
⊗ I...
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= x1k ⊗ I ⊗ ...⊗ I ⊗
[N+k+1∑
n=k+1

tn

(
−1 a−1

n
an −1

)]
⊗ I...→ x1k ⊗ I ⊗ · · · ⊗ I . . . ∼= x1k,

by Lemma 4.1, where an =
√

α1n(0)
α1n(1)

. �

Since x1k = diag(0, 1) ∈ A1 the proof of the irreducibility for m = 1 and
p = 2 follows from Remark 2.2.

5.2. The irreducibilty, case m = 1, p is arbitrary

Notation. For an arbitrary p let us denote by P
(r)
kn the operators Err =

diag(0, ..., 0, 1︸ ︷︷ ︸
r

, 0, ..., 0), acting on the spaces Hαkn , r ∈ Fp, 1 ≤ k < n.

Let us suppose that we are able to approximate P
(r)
1k by the operators of

the representation, i.e., that P
(r)
1k ∈ A1, r ∈ Fp hence, an operator x1k acting

in H1k (see (2.12) and (2.13)) belongs to A1:

x1k = diag(0, 1, . . . , p− 1) =
∑
r∈Fp

rErr =
∑
r∈Fp

rP
(r)
1k ∈ A1.

In this case the proof follows from Remark 2.2.
In order to find an appropriate combinations to approximate the operators

P
(r)
1k , r ∈ Fp we study first the case p = 3. Let us denote (see (3.10))

Tα =
(

0 0 t02
t10 0 0
0 t21 0

)
, then T 2

α =
(

0 t01 0
0 0 t12
t20 0 0

)
, where tij =

√
α1n(j)

α1n(i)
, i, j ∈ Fp.

(5.6)
Let ekr := (eαk ⊗ eαr )k,r∈Fp be the basis in the space Hα12 ⊗Hα1n (see (3.8)).
Using (5.1) we have the following transformation of indices of the basis eij
under the action of T1n and T2n:∣∣∣∣ 0 1 2 3 4 5 6 7 8

ij 00 01 02 10 11 12 20 21 22
T1n 01 02 00 11 12 10 21 22 20
T2n 00 01 02 11 12 10 22 20 21

∣∣∣∣ .
So, the operators T1n and T2n have the following forms in H12 ⊗H1n:

T1n =


0 0 t02 0 0 0 0 0 0
t10 0 0 0 0 0 0 0 0
0 t21 0 0 0 0 0 0 0
0 0 0 0 0 t02 0 0 0
0 0 0 t10 0 0 0 0 0
0 0 0 0 t21 0 0 0 0
0 0 0 0 0 0 0 0 t02
0 0 0 0 0 0 t10 0 0
0 0 0 0 0 0 0 t21 0

 , T2n =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 t02 0 0 0
0 0 0 t10 0 0 0 0 0
0 0 0 0 t21 0 0 0 0
0 0 0 0 0 0 0 t01 0
0 0 0 0 0 0 0 0 t12
0 0 0 0 0 0 t20 0 0

 ,

51



T1n =
(

1 0 0
0 1 0
0 0 1

)
⊗
(

0 0 t02
t10 0 0
0 t21 0

)
=
(
Tα 0 0
0 Tα 0
0 0 Tα

)
, T2n =

(
T 0
α 0 0

0 T 1
α 0

0 0 T 2
α

)
, (5.7)

where α = α1n. Note that

T1n = diag(Tα, Tα, Tα), T2n = diag(I, Tα, T
2
α). (5.8)

Since

T2n = diag(I, Tα, T
2
α), T 2

2n = diag(I, T 2
α, Tα) so, C(T2n) = diag(3, C(Tα), C(Tα)).

Similarly, we get

T1nT2n = diag(Tα, T
2
α, I), (T1nT2n)2 = diag(T 2

α, Tα, I),

C(T1nT2n) = diag(C(Tα), C(Tα), 3),

T 2
1nT2n = diag(T 2

α, I, Tα), (T 2
1nT2n)2 = diag(Tα, I, T

2
α),

C(T 2
1nT2n) = diag(C(Tα), 3, C(Tα)).

So, we can try to approximate

diag(0, I, I) = (P
(1)
12 +P

(2)
12 )⊗I = (I−P (0)

12 )⊗I by combinations of C(T2n)−3,

diag(I, I, 0) = (P
(0)
12 +P

(1)
12 )⊗I = (I−P (2)

12 )⊗I by combinations of C(T1nT2n)−3,

diag(I, 0, I) = (P
(0)
12 +P

(2)
12 )⊗I = (I−P (1)

12 )⊗I by combinations of C(T 2
1nT2n)−3.

In the general case, we can try to approximate

(I − P (p−r)
1k )⊗ I by combinations of

∑
s∈Fp

(T r1nTkn)s − p = C(T r1nTkn)− p.

Lemma 5.2. We have for r ∈ Fp and k > 1

(I − P (p−r)
1k )1 ∈ 〈

[
C(T r1nTkn)− p

]
1 | n > k〉

if and only if SL11(µα) =∞⇔ µα ⊥ µinv.
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Proof. Since T1n=diag(Tα1n , . . . , Tα1n), T2n = diag(I, Tα1n , T
2
α1n
, . . . , T p−1α1n

),

T s2n = diag(I, T sα1n
, T 2s

α1n
, . . . , T

s(p−1)
α1n ), s ∈ Fp, we get

(T r1nT2n)s =
[
diag(T1n, T1n, T1n, . . . , T1n)diag(I, T1n, T

2
1n, . . . , T

p−1
1n )

]s
=[

diag(T r1n, T
r+1
1n , T r+2

1n , . . . , T r+p−11n )
]s

=
[
diag(T rs1n, T

(r+1)s
1n , T r+2

1n , . . . , T
(r+p−1)s
1n )

]
.

Therefore,∑
s∈Fp

(T r1nT2n)s =
(∑
s∈Fp

T rs1n,
∑
s∈Fp

T
(r+1)s
1n , . . . ,

∑
s∈Fp

T
(r+p−1)s
1n )

)

=
(
C(T1n), C(T1n), . . . , p︸ ︷︷ ︸

p−r

, . . . , C(T1n).
)

At last, we get
∑

s∈Fp(T
r
1nT2n)s − p =(

C(T1n)− p
)

(I, I, . . . , I, 0︸ ︷︷ ︸
p−r

, I, . . . , I) = (I − P (p−r)
12 )⊗

(
C(T1n)− p

)
.

Finally, we get when N →∞

k+N∑
n=k+1

tn

[
C(T r1nT2n)− p

]
−(I−P (p−r)

12 )⊗ I=

(I −P (p−r)
12 )⊗

[ k+N∑
n=k+1

tn

(
C(T1n)−p

)
−I
]
→0.

The proof of the latter statement is similar to the proof of Lemma 5.1. �

Finally, we can approximate P
(r)
1k therefore, x1k =

∑
r∈Fp rP

(r)
1k =

∑
r∈Fp rErr ∈

A1. Using the Remark 2.2 we conclude that the representation is irreducible.

6. Irreducibility, case m = 2

Let us consider three operators T1n, T2n and Tkn on the space H =
L2(X,µ) = Hα12 ⊗Hα1n ⊗Hα2n where µ = µα12 ⊗ µα1n ⊗ µα2n and

X =
(

1 x12 x1n
0 1 x2n
0 0 1

)
.
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The basis in the space Hst = Hαst = L2(Fp, µαst) is (eαk )k∈Fp (see (3.8)) hence,
the basis in the space Hα12 ⊗Hα1n ⊗Hα2n is (ekrs := eαt ⊗ eαr ⊗ eαs )t,r,s∈Fp . We
fix the lexicographic order on the set (t, r, s)k,r,s∈Fp . So, we have chosen the
following basis

e000, e001, e010, e011, e100, e101, e110, e111.

In this basis the operators T1n and T2n act as follows if the measures µαst are
invariant (Tkn acts on the space H1k ⊗H1n ⊗H2k ⊗H2n):

T1n : eijl → ei,j+1,l, T2n : eijl → ei,j+i,l+1, Tkn : eijlr → ei,j+i,l,r+l (6.1)

and as follows if the measure is not invariant:

T1n : eijl →

√
α1n(j)

α1n(j + 1)
ei,j+1,l, T2n : eijl →

√
α1n(j)α2n(l)

α1n(j + i)α2n(l + 1)
ei,j+i,l+1,

(6.2)

Tkn : eijlr →

√
α1n(j)α2n(r)

α1n(j + i)α2n(r + l)
ei,j+i,l,r+l. (6.3)

Using (6.1) we have the following transformation of indices of the basis eijl
under the action of T1n and T2n:∣∣∣∣ 0 1 2 3 4 5 6 7

ijl 000 001 010 011 100 101 110 111
T1n 010 011 000 001 110 111 100 101
T2n 001 000 011 010 111 110 101 100

∣∣∣∣ , i.e.,
∣∣∣ ijl 0 1 2 3 4 5 6 7
T1n 2 3 0 1 6 7 4 5
T2n 1 0 3 2 7 6 5 4

∣∣∣ .
So, the operators T1n and T2n have the following forms:

T1n = ( 1 0
0 1 )⊗

(
0 a−1

n
an 0

)
⊗ ( 1 0

0 1 ) =


0 0 a−1 0 0 0 0 0
0 0 0 a−1 0 0 0 0
a 0 0 0 0 0 0 0
0 a 0 0 0 0 0 0
0 0 0 0 0 0 a−1 0
0 0 0 0 0 0 0 a−1

0 0 0 0 a 0 0 0
0 0 0 0 0 a 0 0

 ,

T2n =

( 1 0 0 0
0 1 0 0
0 0 0 a−1

n
0 0 an 0

)
⊗
(

0 b−1
n

bn 0

)
=


0 b−1 0 0 0 0 0 0
b 0 0 0 0 0 0 0
0 0 0 b−1 0 0 0 0
0 0 b 0 0 0 0 0
0 0 0 0 0 0 0 a−1b−1

0 0 0 0 0 0 a−1b 0
0 0 0 0 0 ab−1 0 0
0 0 0 0 ab 0 0 0

 ,

where

a = an =

√
α1n(0)

α1n(1)
, b = bn =

√
α2n(0)

α2n(1)
. (6.4)
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To calculate T1n and T2n we use the following formulas

( a bc d )⊗ ( 1 0
0 1 ) =

(
a 0 b 0
0 a 0 b
c 0 d 0
0 c 0 d

)
, ( 1 0

0 1 )⊗ ( a bc d ) =

(
a b 0 0
c d 0 0
0 0 a b
0 0 c d

)
. (6.5)

Remark 6.1. The latter formulas are particular case of the formulas below.
For A = (aij)ij ∈ Mat(n,k) and B = (brs)rs ∈ Mat(m,k) we have in the
basis ei ⊗ fs

A⊗B = (aijbrs)((i,j),(r,s)) ∈ End(kn ⊗ km).

Indeed, we get

Aej =
n∑
i=1

aijei, Bfs =
m∑
r=1

brsfr,

therefore, we have

(A⊗B)ei ⊗ fs = Aei ⊗Bfs =
n∑
i=1

m∑
r=1

aijbrsei ⊗ fr.

6.1. Irreducibility m = 2, p = 2

We write an ∼ bn if C1an ≤ bn ≤ C2an. Recall (see Notations before
Lemma 4.1) that ckn = 2

√
αkn(0)αkn(1) and SLkn(µα) are defined as follows

(see (3.14) and (3.15))

SL11(µα)=
∞∑
n=2

(1−c1n) , SL12(µα)=
∞∑
n=3

α2n(1) (1−c1n) , SL22(µα)=
∞∑
n=3

(1−c2n) .

Theorem 6.1. Representation TR,µ,2 is irreducible if and only if
1) (µα)LI+E12 ⊥ µα ⇔ SL12(µα) =∞,
2) µ2

α ⊥ µ2
inv ⇔ SL22(µα) =∞.

Let p = 2. To approximate x1k and x2k we use the following expressions (see
(2.9))

Tkn − tkn(2) = Tkn(1)⊗ (Tkn(2)− tkn(2)) + (Tkn(1)− I)⊗ tkn(2) (6.6)

= Tkn(1)⊗ T ckn(2) + T̂kn(r)⊗ tkn(2),

Tkn − tkn(1) = (Tkn(1)− tkn(1))⊗ Tkn(2) + tkn(1)⊗ (Tkn(2)− I) (6.7)

= T ckn(r)⊗ Tkn(2) + tkn(1)⊗ T̂kn(r),

Tkn(1)− I = x1k ⊗ (Tα1n − I), Tkn(2)− I = x2k ⊗ (Tα2n − I), (6.8)
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where Tkn = Tkn(1)⊗ Tkn(2) (see (6.16)) and we set

tkn(r) = (Tkn(r)1,1), T ckn(r) = Tkn(r)− tkn(r), T̂kn(r) = Tkn(r)− 1.
(6.9)

Notation. Recall that we denote by xkn the operator xkn = ( 0 0
0 1 ) = E11 on

the space Hkn = L2(F2, µαkn), see Remark 2.2.
We find the conditions of the approximation of the operators x12 (respec-

tively x1k and x2k, k > 2) by the following linear combinations∑
n

tn(T2n−t2n(2))
(
respectively by

∑
n

tn(Tkn−tkn(2)) and
∑
n

tn(Tkn−tkn(1))
)
.

We need the following lemma.

Lemma 6.2. For fixed λ, c, µ ∈ Rm and the matrix Dm(λ, c) defined as
follows:

Dm(λ, c) =


1 + λ1 + c21 1 + c1c2 ... 1 + c1cm

1 + c2c1 1 + λ2 + c22 ... 1 + c2cm
...

1 + cmc1 1 + cmc2 ... 1 + λm + c2m

 (6.10)

we have

(D−1m (λ, c)µ, µ) =
Γ(fm) + Γ(fm, gm) + Γ(fm, hm)

1 + Γ(gm) + Γ(hm) + Γ(gm, hm)
(6.11)

=

∑m
k=1

µ2k
λk

+
∑

1≤k<n≤m
(µk−µn)2
λkλn

+
∑

1≤k<n≤m
(cnµk−ckµn)2

λkλn

1 +
∑m

k=1
1
λk

+
∑m

k=1

c2k
λk

+
∑

1≤k<n≤m
(ck−cn)2
λkλn

, (6.12)

where

fm =
( µk√

λk

)m
k=1

, gm =
( 1√

λk

)m
k=1

, hm =
( ck√

λk

)m
k=1

. (6.13)

Proof. We have for m = 2

D2(λ, c) =

(
1 + λ1 + c21 1 + c1c2

1 + c2c1 1 + λ2 + c22

)
,

F2(λ, c) := detD2(λ, c)=1+λ1+λ2+c
2
1+c

2
2+(λ1+c21)(λ2+c22)−(1+2c1c2+c21c

2
2)

= λ1λ2

(
1+

1

λ1
+

1

λ2
+
c21
λ1

+
c22
λ2

+
(c1 − c2)2

λ1λ2

)
=λ1λ2(1+Γ(g2)+Γ(h2)+Γ(g2, h2)),
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where

g2 =
( 1√

λ1
,

1√
λ2

)
, h2 =

( c1√
λ1
,
c2√
λ2

)
.

In the general case, we show that

Fm(λ, c) := detDm(λ, c) =
m∏
k=1

λk

(
1+

m∑
k=1

1

λk
+

m∑
k=1

c2k
λk

+
∑

1≤k<n≤m

(ck − cn)2

λkλn

)
.

(6.14)
We prove (6.14) first for m = 3:

F3(λ, c) =

∣∣∣∣∣∣
1 + λ1 + c21 1 + c1c2 1 + c1c3

1 + c2c1 1 + λ2 + c22 1 + c2c3
1 + c3c1 1 + c3c2 1 + λ3 + c23

∣∣∣∣∣∣ =

3∏
k=1

λk

(
1 +

3∑
k=1

1 + c2k
λk

+
∑

1≤k<n≤3

(ck − cn)2

λkλn

)
= λ1λ2λ3 + λ2λ3(1 + c21)+

λ1λ3(1 + c22) + λ1λ2(1 + c23) + λ3(c1 − c2)2 + λ2(c1 − c3)2 + λ1(c2 − c3)2.

To prove the latter equality we show that the appropriate derivatives for the
both sides of the relation coincide. Indeed, they are equal respectively:

∂F3(λ, c)

∂λi
|λ=0= (cj − ck)2,

∂2F3(λ, c)

∂λiλj
|λ=0= 1 + c2k,

∂3F3(λ, c)

∂λ1λ2λ3
|λ=0= 1,

where i, j, k is the cyclic permutations of the indices 1, 2, 3. In the general
case, we have for both sides of the equation (6.14)

∂m−2Fm(λ, c)

∂λ1 . . . λm−2
|λ=0=(cm−1−cm)2,

∂m−1Fm(λ, c)

∂λ1 . . . λm−1
|λ=0=1+c2m,

∂mFm(λ, c)

∂λ1 . . . λm
|λ=0=1

and the corresponding cyclic permutations of the indices. This proves (6.14).
Further, for m = 2 we have

D−12 (λ, c) =
1

F2(λ, c)

(
1 + λ2 + c22 −(1 + c1c2)
−(1 + c2c1) 1 + λ1 + c21

)
and (D−12 (λ, c)µ, µ) =

(F2(λ, c))
−1
[
(1 + λ2 + c22)µ

2
1 − 2(1 + c1c2)µ1µ2 + (1 + λ1 + c21)µ

2
2

]
= (F2(λ, c))

−1
[
(µ1 − µ2)

2 + (c2µ1 − c1µ2)
2 + λ2µ

2
1 + λ1µ

2
2

]
=
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λ1λ2

(
µ21
λ1

+
µ22
λ2

+ (µ1−µ2)2
λ1λ2

+ (c2µ1−c1µ2)2
λ1λ2

)
λ1λ2

(
1 + 1

λ1
+ 1

λ2
+

c21
λ1

+
c22
λ2

+ (c1−c2)2
λ1λ2

) =
Γ(f2) + Γ(f2, g2) + Γ(f2, h2)

1 + Γ(g2) + Γ(h2) + Γ(g2, h2)
.

By analogy, we get (6.12) for the genaral m. �

Lemma 6.3. We have x1k1 ∈ 〈[Tkn − tkn(2)] 1 | n > k〉 ⇔ Σ1m →∞ where

Σ1m = (D−1m (λ, c)µ, µ) =
Γ(fm) + Γ(fm, gm) + Γ(fm, hm)

1 + Γ(gm) + Γ(hm) + Γ(gm, hm)
, (6.15)

the vectors fm, gm, hm are defined by (6.13) and

λn=
2(1− c21n + 1− c22n + 1− c21nc22n)

(1− c2n)2
, cn=c1n, µn=−

√
2(1 + c2n)(1− c1n)

(1− c2n)
.

Proof. We have Tkn = Tkn(1) ⊗ Tkn(2) where an operator Tkn(1) acts on
H1k ⊗H1n, Tkn(2) acts on H2k ⊗H2n and they are defined by

Tkn(1)=

( 1 0 0 0
0 1 0 0
0 0 0 a−1

n
0 0 an 0

)
, Tkn(2)=

( 1 0 0 0
0 1 0 0
0 0 0 b−1

n
0 0 bn 0

)
, an=

√
α1n(0)

α1n(1)
, bn=

√
α2n(0)

α2n(1)
.

(6.16)
Using (6.6) we get

Tkn − tkn(2) = Tkn(1)⊗ (Tkn(2)− tkn(2)) + (Tkn(1)− I)⊗ tkn(2).

Set

a(r)n := (Tαrn − I)1, r = 1, 2 and b = (bn), bn = tkn(2)Ma(1)n .

Take t = (tn)n such that (t, b) =
∑

n tntkn(2)Ma
(1)
n = 1. Set

fn=
[
Tkn(1)⊗ (Tkn(2)− tkn(2))

]
1,

gn=
[
(Tkn(1)− I)⊗ tkn(2)

]
1=
[
x1k ⊗ (Tα1n − I)⊗ tkn(2)

]
1,

gcn =
[
gn − x1k ⊗Ma(1)n ⊗ tkn(2)

]
1 =

[
x1k ⊗

(
Tα1n − c1n

)
⊗ tkn(2)

]
1.

We use the relation

Tα1n − 1−Ma(1)n = Tα1n − 1− (c1n − 1) = Tα1n − c1n. (6.17)
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Using (6.6–6.8) we have (Tkn − tkn(2))1 = fn + gn therefore, we get

‖
[∑

n

tn(Tkn−tkn(2))−x1k
]
1‖2 = ‖

∑
n

tn(fn+gn)−x1k⊗
∑
n

tntkn(2)Ma(1)n 1‖2

= ‖
∑
n

tnTkn(1)⊗ (Tkn(2)− tkn(2))1 + x1k ⊗
∑
n

tntkn(2)
(
Tα1n − c1n

)
1‖2

= ‖
∑
n

tn(fn + gcn)‖2 =
∑
n,m

tntm(hn, hm) =
∑
n,m

tntmanm = (At, t),

where
hn = fn + gcn, A = (anm)n,m, anm = (hn, hm).

We use the following estimation for a positively definite operator A acting
on a space H and a vector b ∈ H (see [19]):

min
t∈H

(
(At, t) | (t, b) = 1

)
= (A−1b, b)−1.

The minimum is reached for x = A−1b ((A−1b, b))
−1

.
We calculate anm = (hn, hm) and we show that bn = −1+c2n

2
(1− c1n) and

ann=1−
(
(1+c2n)/2

)2(
1+c21n)/2, (6.18)

anm=(1+c1nc1m)(1−c2n)(1−c2m)/8. (6.19)

Since (fn, g
c
n) = 0 we get ‖fn + gcn‖2 = ‖fn‖2 + ‖gcn‖2. Indeed,

(fn, g
c
n) = ([Tkn(1)⊗ (Tkn(2)− tkn(2))]1, x1k ⊗

(
Tα1n − c1n

)
⊗ tkn(2)1)

= tkn(2)(Tkn(1)x1k ⊗
(
Tα1n − c1n

)
1,1)((Tkn(2)− tkn(2))1,1) = 0.

We have

ann=‖fn‖2 + ‖gcn‖2 =‖(Tkn(2)− tkn(2))1‖2+t2kn(2)‖x1k1‖2‖(Tα1n − c1n)1‖2.
(6.20)

For general f, g ∈ L1(X,µ) ∩ L2(X,µ) we use the following relation:

(f −Mf, g −Mg) = (f, g)−MfMg where Mf =

∫
X

f(x)dµ(x).
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In what follows we use the fact that ckn = 2
√
αkn(0)αkn(1) ∈ (0, 1]. We

assume that αrk(s) = 1/2, r = 1, 2, s ∈ F2. Obviously,

Ma(r)n = crn−1, tkn(r) = α1k(0)+crnα1k(1) = 2−1(1+crn), r = 1, 2, k > 2.
(6.21)

Indeed, we get for r = 1

tkn(1)=(Tkn(1)1,1)=

(( 1 0 0 0
0 1 0 0
0 0 0 a−1

n
0 0 an 0

)
1,1

)
(6.16)
= ((1, 1, a−1n , an), (1, 1, 1, 1))

(4.12)
=

α1k(0)α1n(0)+α1k(0)α1n(1)+

√
α1n(1)

α1n(0)
α1k(1)α1n(0)+

√
α1n(0)

α1n(1)
α1k(1)α1n(1)

=α1k(0) + c1nα1k(1).

Further, we have

‖(Tkn(2)− tkn(2))1‖2 = 1− t2kn(2) = 1−
(1 + c2n

2

)2
,

‖(T2n(2)− t2n(2))1‖2 = 1− c22n,

‖x1k1‖2 = ‖ ( 0 0
0 1 ) ( 1

1 ) ‖2 = ‖(0, 1)‖2 = α1k(1) = 1/2, (6.22)

‖(Tα1n − c1n)1‖2 = 1− c21n. (6.23)

Using (6.20) we get (6.18):

ann=1−t2kn(2) + t2kn(2)α1k(1)(1−c21n)=1− t2kn(2)
1 + c21n

2
= (6.24)

1−
(
(1+c2n)/2

)2(
1+c21n)/2.

Since (fn, g
c
m) = (gcn, fm) = (gcn, g

c
m) = 0, for n 6= m, we get

anm = (fn+gcn, fm+gcm) = (fn, fm)+(fn, g
c
m)+(gcn, fm)+(gcn, g

c
m) = (fn, fm).

Indeed,

(fn, g
c
m) = (Tkn(1)⊗ (Tkn(2)− tkn(2))1, x1k ⊗

(
Tα1m − c1m

)
⊗ tkm(2)1),

= tkm(2)(Tkn(1)1, x1k ⊗
(
Tα1m − c1m

)
1)((Tkn(2)− tkn(2))1,1)

= C1((Tkn(2)− tkn(2))1,1) = 0, (gcn, fm) = C2((Tkm(2)− tkm(2))1,1) = 0,

(gcn, g
c
m) = tkn(2)tkm(2)‖x1k1‖2((Tα1n − c1n)1, (Tα1m − c1m)1) = 0,
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where Ck are some constants. Finally, we get

anm = (fn, fm) = (Tkn(1)1, Tkm(1)1)((Tkn(2)− tkn(2))1, (Tkm(2)− tkm(2))1)
(6.25)

= (Tkn(1)1, Tkm(1)1)
[
(Tkn(2)1, Tkm(2)1)− tkn(2)tkm(2)

]
.

Using (6.8) we get

(Tkn(1)1, Tkm(1)1) =
(
[I + x1k ⊗ (Tα1n − I)]1, [I + x1k ⊗ (Tα1m − I)]1

)
= 1+

(1, x1k⊗(Tα1m−I)1)+(x1k⊗(Tα1n−I)1,1)+(x1k⊗(Tα1n−I)1, x1k⊗(Tα1m−I)1)

= 1+α1k(1)[(c1m−1)+(c1n−1)+(c1m−1)(c1n−1)] = 1+α1k(1)(c1nc1m−1)

= α1k(0) + α1k(1)c1nc1m = (1 + c1nc1m)/2

for α1k(0) = α1k(1) = 1/2. Finally, we get

anm =
1 + c1nc1m

2

(1 + c2nc2m
2

−1 + c2n
2

1 + c2m
2

)
=

1 + c1nc1m
8

(1−c2n)(1−c2m).

This proves (6.19). In addition we have

bn = tkn(2)Ma(1)n = −(1 + c2n)(1− c1n)/2, tkn(2) = (1 + c2n)/2.

We shall estimate (A−1b, b) for an operator A = (anm)n,m defined as follows:

ann=1−
(1 + c2n

2

)21 + c21n
2

, anm=(1+c1nc1m)(1−c2n)(1−c2m)/8.

We have A = DDm(λ, c)D where

D = diag(dn)mn=1, dn = (1− c2n)(2
√

2)−1, c = (cn)n, cn = c1n.

Finally, we get

(A−1b, b) = (D−1D−1m (λ, c)D−1b, b) = (D−1m (λ, c)D−1b,D−1b) = (D−1m (λ, c)µ, µ)

where µ = D−1b. Lemma 6.2 finish the proof. Since 1 +λn + c2n = ann
d2n

we get

λn =
ann − (1 + c2n)d2n

d2n
=

1−
(
1+c2n

2

)2 1+c21n
2
− (1+c21n)(1−c2n)2

8
(1−c2n)2

8
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=
8− (1 + c21n)[(1 + c2n)2 + (1− c2n)2]

(1− c2n)2

=
2[4− (1 + c21n)(1 + c22n)]

(1− c2n)2
=

2(1− c21n + 1− c22n + 1− c21nc22n)

(1− c2n)2
.

We have

Γ(g) =
∞∑
n=2

1

λn
=
∑
n

(1− c2n)2

2(1− c21n + 1− c22n + 1− c21nc22n)
.

Since

bn = −(1 + c2n)(1− c1n)

2
, we get µn =

bn
dn

= −
√

2(1 + c2n)(1− c1n)

(1− c2n)

therefore,

Γ(f) =
∞∑
n=2

µ2
n

λn
=
∑
n

(1 + c2n)2(1− c1n)2

2(1− c21n + 1− c22n + 1− c21nc22n)
.

�

Lemma 6.4. We have x121 ∈ 〈[T2n − c2n] 1 | n > k〉 if Σ12 =∞ where

Σ12 =
∞∑
n=3

(1− c1n)2c22n
(1− c1n)c22n + 1− c2n

. (6.26)

Proof. Using (6.8) we get T2n = T2n(1)⊗ T2n(2) so,

T2n− c2n = (I +x12(T1n− I))⊗Tα2n − c2n = x12(T1n− I)⊗Tα2n +Tα2n − c2n.

If we chose t = (tn)mn=3 such that
∑m

n=3 tnMξn = 1 we get

‖
[ m∑
n=3

tn(T2n−c2n)−x12
]
1‖ = ‖x12

( m∑
n=3

tn(T1n−I)⊗Tα2n−I
)
1+

m∑
n=3

tn(Tα2n−c2n)1‖2

‖
m∑
n=3

tn
[
x12(ξn −Mξn) + ηn

]
‖2 =

m∑
n,k=3

tntk(hn, hk) =
m∑
n=3

t2n(hn, hn),
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since (hn, hk) = 0 for n 6= k, where hn = x12(ξn −Mξn) + ηn. Indeed, we
show that

(hn, hk)=0, for n 6= k, (hn, hn)∼2(1−c1n)c22n−(1−c1n)2c22n+1−c22n. (6.27)

We have

(hn, hn) = (x12(ξn −Mξn) + ηn, x12(ξn −Mξn) + ηn) =

(x121,1)‖ξn −Mξn‖2 + ‖ηn‖2 + 2(x121,1)(ξn −Mξn, ηn) =

α12(1)
[
2(1− c1n)− (1− c1n)2c22n

]
+ 1− c22n + 2α12(1)(c1n − 1)(1− c22n) =

2α12(1)(1− c1n)c22n + 1− c22n − α12(1)(1− c1n)2c22n

since

(ξn−Mξn, ηn)=(
[
(Tα1n−1)Tα2n−(c1n−1)c2n

]
1, (Tα2n−c2n)1) = ((Tα1n−1)1,1)

×(Tα2n1, (Tα2n − c2n)1)− (c1n − 1)c2n((Tα2n − c2n)1,1) = (c1n − 1)(1− c22n).

Finally, we get

min
t∈Rm−2

( m∑
n=3

t2n(hn, hn) |
m∑
n=3

tnMξn = 1
)
→ 0⇔

∞∑
n=3

|Mξn|2

(hn, hn)
∼ Σ12 =∞.

We use the following equivalence

∞∑
n=3

|Mξn|2

(hn, hn)
=
∞∑
n=3

(1− c1n)2c22n
2α12(1)(1− c1n)c22n + 1− c22n − α12(1)(1− c1n)2c22n

∼
∞∑
n=3

(1− c1n)2c22n
(1− c1n)c22n + 1− c2n

= Σ12.

�

To find the conditions of the approximation of x2k it is sufficient to inter-
change c1n and c2n in Lemma 6.3. Namely, by analogy we have the following
lemma.
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Lemma 6.5. We have x2k1 ∈ 〈[Tkn − tkn(1)] 1 | n > k〉 ⇔ Σ2m →∞ where

Σ2m := (D−1m (λ, c)µ, µ) =
Γ(f

(2)
m ) + Γ(f

(2)
m , g

(2)
m ) + Γ(f

(2)
m , h

(2)
m )

1 + Γ(g
(2)
m ) + Γ(h

(2)
m ) + Γ(g

(2)
m , h

(2)
m )

, (6.28)

the vectors f
(2)
m , g

(2)
m , h

(2)
m are defined by (6.13) and

λn =
2(1− c21n + 1− c22n + 1− c21nc22n)

(1− c1n)2
, cn = c2n, µn = −

√
2(1 + c1n)(1− c2n)

(1− c1n)
.

Finally, to approximate x1k or x2k it is sufficient to have respectively Σ1m →∞
or Σ2m →∞ where

Σ1m =
Γ(fm) + Γ(fm, gm) + Γ(fm, hm)

1 + Γ(gm) + Γ(hm) + Γ(gm, hm)
∼

1 +
∑3

k=1 Γ(xk) +
∑

1≤k<r≤3 Γ(xk, xr) + Γ(x1, x2, x3)

1 + Γ(x2) + Γ(x3) + Γ(x2, x3)

(where x1 = fm, x2 = gm, x3 = hm)

=
det[I + γ(fm, gm, hm)]

det[I + γ(gm, hm)]
∼ det[I + γ(Fm, Gm, Hm

1 )]

det[I + γ(Gm, Hm
1 )]

,

Γ(g) =
∑
n

1

λn
=
∑
n

(1− c2n)2

2(1− c21n + 1− c22n + 1− c21nc22n)
, Γ(h) =

∑
n

c21n
λn
≤ Γ(g),

Γ(f) =
∑
n

µ2n
λn

=
∑
n

(1 + c2n)2(1− c1n)2

2(1− c21n + 1− c22n + 1− c21nc22n)
,

and

Σ2m =
Γ(f

(2)
m ) + Γ(f

(2)
m , g

(2)
m ) + Γ(f

(2)
m , h

(2)
m )

1 + Γ(g
(2)
m ) + Γ(h

(2)
m ) + Γ(g

(2)
m , h

(2)
m )

∼

1 +
∑3

k=1 Γ(xk) +
∑

1≤k<r≤3 Γ(xk, xr) + Γ(x1, x2, x3)

1 + Γ(x2) + Γ(x3) + Γ(x2, x3)

(where x1 = f
(2)
m , x2 = g

(2)
m , x3 = h

(2)
m )

=
det[I + γ(f

(2)
m , g

(2)
m , h

(2)
m )]

det[I + γ(g
(2)
m , h

(2)
m )]

∼ det[I + γ(Gm, Fm, Hm
2 )]

det[I + γ(Fm, Hm
2 )]

,
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Γ(g(2))=
∑
n

1

λn
=
∑
n

(1− c1n)2

2(1−c21n+1−c22n+1−c21nc22n)
, Γ(h(2))=

∑
n

c22n
λn
≤ Γ(g(2)),

Γ(f (2)) =
∑
n

µ2n
λn

=
∑
n

(1 + c1n)2(1− c2n)2

2(1− c21n + 1− c22n + 1− c21nc22n)
.

Since 1 < 1 + crn ≤ 2 finally, we get

Σ1m '
Γ(Fm) + Γ(Fm, Gm) + Γ(Fm, Hm

1 )

1 + Γ(Gm) + Γ(Hm
1 ) + Γ(Gm, Hm

1 )
, (6.29)

Σ2m '
Γ(Gm) + Γ(Gm, Fm) + Γ(Gm, Hm

2 )

1 + Γ(Fm) + Γ(Hm
2 ) + Γ(Fm, Hm

2 )
, (6.30)

where we denote

Fn=
1− c1n

(1− c1n + 1− c2n + 1− c1nc2n)1/2
, Gn=

1− c2n
(1− c1n + 1− c2n + 1− c1nc2n)1/2

,

(6.31)
F = (Fn)n, G = (Gn)n, H1 = (H1

n)n, H2 = (H2
n)n, H

1
n = Gnc1n, H

2
n = Fnc2n,

Fm = (Fn)mn=2, Gm = (Gn)mn=2, Hm
1 = (H1

n)mn=2, Hm
2 = (H2

n)mn=2. (6.32)

Lemma 6.6. If SL11(µα) + SL22(µα) =∞ then

Γ(f)+Γ(g) =∞, Γ(f (2))+Γ(g(2)) =∞ and Γ(F )+Γ(G) =∞. (6.33)

Proof. Since ckn = 2
√
αkn(0)αkn(1) ∈ (0, 1] we conclude that

Γ(f) ∼ Γ(g(2)) ∼ Γ(F ) =
∞∑
n=3

(1− c1n)2

(1− c1n + 1− c2n + 1− c1nc2n)
(6.34)

∼
∞∑
n=3

(1− c1n)2(1 + c2n)2

(1− c1n + 1− c2n + 1− c1nc2n)
,

Γ(g) ∼ Γ(f (2)) ∼ Γ(G) =
∞∑
n=3

(1− c2n)2

(1− c1n + 1− c2n + 1− c1nc2n)
(6.35)

∼
∞∑
n=3

(1 + c1n)2(1− c2n)2

(1− c1n + 1− c2n + 1− c1nc2n)
.

If Γ(f) + Γ(g) <∞ or Γ(f (2)) + Γ(g(2)) <∞ we get Γ(F ) + Γ(G) <∞ and

∞∑
n=3

(1 + c1n)2(1− c2n)2

(1−c1n+1−c2n + 1−c1nc2n)
+
∞∑
n=3

(1−c1n)2(1 + c2n)2

(1−c1n+1−c2n+1−c1nc2n)
<∞
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therefore, Σ <∞ where

Σ :=
∞∑
n=3

[(1 + c1n)(1− c2n) + (1− c1n)(1 + c2n)]2

4(1− c1n + 1− c2n + 1− c1nc2n)
=

∞∑
n=3

(1− c1nc2n)2

(1− c1n + 1− c2n + 1− c1nc2n)
.

Finally, Γ(F ) + Γ(G) + Σ <∞ hence,

∞ >
∑
n

(1− c1n + 1− c2n + 1− c1nc2n)2

(1− c1n + 1− c2n + 1− c1nc2n)
=
∑
n

(1−c1n+1−c2n+1−c1nc2n)

> SL11(µα) + SL22(µα) =∞.

This contradiction proves (6.33). �

Remark 6.2. We have proved the convergence
∑N2

n=N1
tn[Tkn−tkn(r)]→ xrk

for r = 1, 2 only on the vector f = 1.The same argument holds for the total
set of vectors of the form f = ⊗nk=1fk ⊗ 1⊗ 1 · · · in the space L2(X2, µ2) =
H12⊗∞k=3

(
H1k⊗H2k

)
. Hence, xrk ∈ A2. In what follows we will use the same

arguments.

It is useful to use the analogy with the case of the field k = R.

Remark 6.3. In the case of the field k = R the generators Akn and A2n of
the corresponding one-parameter groups has the following form [19]:

Akn = x1kD1n + x2kD2n, A2n = x12D1n +D2n.

If we are able to approximate the variable x2n, but not the x1n. It is reason-
able to use the following expressions

Akn − x2kA2n = (x1k − x12x2k)D1n (6.36)

in order to approximate first the expression x1k − x12x2k by linear combina-
tions

∑
n tn(x1k − x12x2k)D2

1n. Further, we can approximate the variable x12
by
∑

n tk(x1k − x12x2k). After we can approximate the variable x1k (see also
the details in [17]).
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Let x2k = diag(0, 1) ∈ A2. We try to guess an analogue of the expression
Akn− x2kA2n. The analogue of Akn is Tkn− I = C(Tkn)− p, by Remark 4.3.
So, the analogue of Akn − x2kA2n is Tkn − I − x2k ⊗ (T2n − I). We shall use
the following combinations:

Tkn − I − x2k ⊗ (T2n − I). (6.37)

For k < n set
τkn = (Tαkn − I). (6.38)

Using (5.5) we get

Tkn = (I + x1kτ1n)(I + x2kτ2n) = I + x1kτ1n + x2kτ2n + x1kx2kτ1nτ2n,

T2n = (I + x12τ1n)(I + τ2n) = I + x12τ1n + τ2n + x12τ1nτ2n,

therefore, we get

Tkn−I−x2k⊗(T2n−I) = (x1k−x12x2k)τ1n+(x1kx2k−x12x2k)τ1nτ2n. (6.39)

Lemma 6.7. We have

(x1k − x12x2k)1 ∈ 〈[Tkn − I − x2k(T2n − I)] 1 | n > k〉

if and only if ∆(f ′m, g
′
m)→∞ where

∆(f ′m, g
′
m) =

Γ(f ′m) + Γ(f ′m, g
′
m)

1 + Γ(g′m)
, (6.40)

and f ′m, g
′
m ∈ Rm−2 are defined as follows:

f ′m = (
√

1− c1n)mn=3, g′m = (
√

1− c1n(1− c2n))mn=3. (6.41)

Proof. Set bn = M(Tα1n − I)1 = Mτ1n1 = c1n − 1,

fn = [(x1k − x12x2k)τ1n + (x1kx2k − x12x2k)τ1nτ2n]1,

f cn = [(x1k − x12x2k)(τ1n −Mτ1n1) + (x1kx2k − x12x2k)τ1nτ2n]1

= [(x1k − x12x2k)(Tα1n − c1n)− (x1kx2k − x12x2k)⊗ (Tα1n − I)⊗ (Tα2n − I)]1.

Take t = (tn)Nn=3 such that
∑N

n=3 tnbn = 1, then we get

‖
N∑
n=3

tnfn − (x1k − x12x2k)1‖2 = ‖
N∑
n=3

tnf
c
n‖2 =

N∑
n=3

tntm(f cn, f
c
m) = (At, t),
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where
A = (anm)Nn,m=3, anm = (f cn, f

c
m)Nn,m=3.

As before, we use the following estimation for a positively definite operator
A acting in a space H and a vector b ∈ H:

min
t∈H

(
(At, t) | (t, b) = 1

)
= (A−1b, b)−1.

We show that

ann = (2− c2n)(1− c21n)/2 + (1− c1n)(1− c2n), (6.42)

anm = dndm, n 6= m, where dn = (1− c1n)(1− c2n)/2. (6.43)

Set
h = (x1k − x12x2k), g = (x1kx2k − x12x2k),

ξn = (Tα1n − c1n)1, ηn = (Tα1n − I)⊗ (Tα2n − I)1.

We can suppose that µα1k
= µα2k

are invariant measures for fixed k. This
does not change the equivalence class of the measure µ hence, the equivalence
class of the representation. Then using (6.22) we get

ann = (f cn, f
c
n) = ‖h‖2‖ξn‖2 + ‖g‖2‖ηn‖2 + 2(g, h)(ξn, ηn),

‖h‖2 = ‖(x1k − x12x2k)1‖2 = ((x21k − 2x12x1kx2k + x212x
2
2k)1,1) = 1/2,

‖g‖2 = ‖(x1kx2k − x12x2k)1‖2 = (x21kx
2
2k − 2x12x1kx

2
2k + x212x

2
2k)1,1) = 1/4,

(g, h) = ((x1k − x12x2k)1, (x1kx2k − x12x2k)1)

= ((x21kx2k − x12x1kx2k − x12x1kx22k + x212x
2
2k)1,1) = 1/4,

‖ξn‖2 = 1− c21n, ‖ηn‖2 = 4(1− c1n)(1− c2n), (ξn, ηn) = (1− c21n)(1− c2n).

Finally, we get (6.42). Indeed, we have

ann = (1− c21n)/2 + (1− c1n)(1− c2n) + (1− c21n)(1− c2n)/2

= (2− c2n)(1− c21n)/2 + (1− c1n)(1− c2n).

We show that (ξn, ηn) = −(1− c21n)(1− c2n). Indeed, we get

(ξn, ηn) = ((Tα1n−c1n)1, (Tα1n−I)⊗(Tα2n−I)]1) = ((Tα1n−c1n)1, (Tα1n−I)1)×
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((Tα2n − I)1,1) = ‖(Tα1n − c1n)1‖2((Tα2n − I)1,1) = −(1− c21n)(1− c2n).

Further, since (ξn, ξm) = (ξn, ηm) = 0 for n 6= m we get

anm = (f cn, f
c
m) = (hξn + gηn, hξm + gηm) = (g, g)(ηn, ηm) = dndm/4,

where dn = (1−c1n)(1−c2n)
2

. This proves (6.43). We use the fact that (g, g) =
1/4 and

(ηn, ηm) = ((Tα1n − I)⊗ (Tα2n − I)1, (Tα1m − I)⊗ (Tα2m − I)1)

= ((Tα1n − I)⊗ (Tα2n − I)1,1)(Tα1m − I)(Tα2m − I)1,1)

= (1− c1n)(1− c2n)(1− c1m)(1− c2m).

Since anm is a product anm = dndm/4 we can use the particular case of
Lemma 6.2 for c = 0. to calculate (A−1b, b). We have A = DDm(λ)D where
D = diag(Dn)mn=1 and Dm(λ) is defined by (6.10). Finally, we get if we set
D−1b = µ

(A−1b, b) = (D−1m (λ, c)µ, µ)
(6.11)
=

Γ(fm) + Γ(fm, gm)

1 + Γ(gm)
= ∆(fm, gm),

where fm = (µk/
√
λk)

m
k=1, gm =

(
1/
√
λk)

m
k=1 (see (6.13)). To calculate

∆(fm, gm) we have λn = ann
d2n
− 1 = ann−d2n

d2n
and µn = bn

dn
= − 2

(1−c2n) therefore,

λn =
(2− c2n)(1− c21n)/2 + (1− c1n)(1− c2n)− (1− c1n)2(1− c2n)2/4

(1− c1n)2(1− c2n)2/4

=
2(2− c2n)(1 + c1n) + 4(1− c2n)− (1− c1n)(1− c2n)2

(1− c1n)(1− c2n)2

=
2(1 + c1n)(2− c2n) + (1− c2n)[4− (1− c1n)(1− c2n)]

(1− c1n)(1− c2n)2
.

Finally, we get Γ(g) =
∑∞

n=3
1
λn

and Γ(f) =
∑∞

n=3
µ2n
λn

or

Γ(g) =
∞∑
n=3

(1− c1n)(1− c2n)2

f(xn, yn)
, Γ(f) = 4

∞∑
n=3

(1− c1n)

f(xn, yn)
,

where f(xn, yn) = 2(2 + xn)(1 + yn) + yn(4− xnyn) and xn = 1− c1n,
yn = 1− c2n.
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Since 4 ≤ f(xn, yn) ≤ 16 we conclude that Γ(f) ∼ Γ(f ′) and Γ(g) ∼ Γ(g′)
where f ′ and g′ are defined as follows (see (6.41))

f ′ = (
√

1− c1n)∞n=3, g′ = (
√

1− c1n(1− c2n))∞n=3.

Hence, Γ(f ′) =
∞∑
n=3

(1− c1n) = SL11(µ) =∞, Γ(g′) =
∞∑
n=3

(1− c1n)(1− c2n)2.

Finally, we get lim
m

∆(fm, gm) ∼ lim
m

∆(f ′m, g
′
m) =

Γ(f ′) + Γ(f ′, g′)

1 + Γ(g′)
.

�

The schema of the proof of irreducibility for m = 2. Recall some
notations (see (6.29)–(6.32))

Σ12 =
∞∑
n=2

(1− c1n)2c22n
(1− c1n)c22n + 1− c2n

, dn = 1− c1n + 1− c2n + 1− c1nc2n,

Γ(Fm) = ‖Fm‖2 =
m∑
n=3

(1− c1n)2

dn
, Γ(Gm) = ‖Gm‖2 =

m∑
n=3

(1− c2n)2

dn
,

Γ(Hm
1 ) = ‖Hm

1 ‖2 =
m∑
n=3

(1− c2n)2c21n
dn

, Γ(Hm
2 ) = ‖Hm

2 ‖2 =
m∑
n=3

(1− c1n)2c22n
dn

,

Σ1m '
Γ(Fm) + Γ(Fm, Gm) + Γ(Fm, Hm

1 )

1 + Γ(Gm) + Γ(Hm
1 ) + Γ(Gm, Hm

1 )
,

Σ2m '
Γ(Gm) + Γ(Gm, Fm) + Γ(Gm, Hm

2 )

1 + Γ(Fm) + Γ(Hm
2 ) + Γ(Fm, Hm

2 )
,

∆(f, g) =
Γ(f) + Γ(f, g)

1 + Γ(g)
, f = (fn)n∈N, g = (gn)n∈N,

Γ(f ′) =
∞∑
n=3

(1− c1n), Γ(g′) =
∞∑
n=3

(1− c1n)(1− c2n)2,

SL11(µ)=
∞∑
n=2

(1− c1n), SL22(µ)=
∞∑
n=3

(1− c2n), SL12(µ)=
∞∑
n=3

α2n(1)(1− c1n).

To prove the irreducibility, consider different cases.
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Case 1. Let Σ12 = ∞ then by Lemma 6.4 we conclude that x12 ∈ A2.
By (2.9)) and (5.5) we get

T2n=T2n(1)⊗T2n(2), T2n(1)=I+x12⊗(Tα1n−I), T1n = Tα1n , T2n(2)=Tα2n ,
(6.44)

Tkn=Tkn(1)⊗Tkn(2), Tkn(1)=I+x1k⊗(Tα1n−I), Tkn(2)=I+x2k⊗(Tα2n−I).
(6.45)

Remark 6.4. We note that
(a) if x12 ∈ A2 then Tα2n ∈ A2 for n ≥ 3;
(b) if x1k ∈ A2 then x2k ∈ A2 for k ≥ 3;
(c) if x12, x2k ∈ A2 for n ≥ 3 then x1k ∈ A2 for k ≥ 3.
To prove (a) it is sufficient to use (6.44) and T1n = Tα1n ∈ A2. Since

x12, T1n ∈ A2 then T−12n (1) = T2n(1) ∈ A2 therefore, Tα2n = T2n(2) =
T−12n (1)T2n ∈ A2.

(b) Since T1k, Tkn ∈ A2, T1n = Tα1n using (6.3) we conclude that Tkn(1)−1 =
Tkn(1) ∈ A2 therefore, Tkn(1)−1Tkn = Tkn(2) ∈ A2 and finally, x2k ∈ A2 by
Lemma 6.8 that is an analogue of Lemma 5.1. For an arbitrary p we can use
the relation Tkn(1)−1 = Tkn(1)p−1 ∈ A2.

(c) By (a) we get Tα2n ∈ A2. Since x2k ∈ A2 we conclute that Tkn(2) ∈ A2

therefore, Tkn(1) ∈ A2 hence, x1k ∈ A2 by Lemma 5.1.

Lemma 6.8. We have x2k1∈〈(Tkn(2)−I)1 | n>k〉 if and only if SL22(µ)=∞.

Remark 6.5. Since x12, T1n, T2n+1 ∈ A2, n ≥ 2 we conclude by Remark 6.4
(a) that Tα2n ∈ A2, n > 2. Finally, we get x12, Tα1n , Tα2n ∈ A2 for all n ≥ 3.
This family of operators is commuting and has common simple spectrum [5]
therefore, the von Neumann algebra

L∞(x12, T1, T2) := L∞
(
x12 Tα13 ··· Tα1n ···

Tα23 ··· Tα2n ···

)
3 f

(
x12 Tα13 ··· Tα1n ···

Tα23 ··· Tα2n ···

)
,

generated by this family is maximal abelian subalgebra in A2 and consists
of all L∞ functions, i.e., bounded operator-valued functions depending on
the variables (x12, Tα1n , Tα2n , n ≥ 3). Therefore, (A2)′ ⊂ L∞(x12, T1, T2)

′ =
L∞(x12, T1, T2) hence, any operator f = f(x12, Tα1n , Tα2n , n ≥ 3) from (A2)′

belongs to L∞(x12, T1, T2). Since T12 ∈ A2 the relation [f, T12] = 0 implies
that the operator f does not depend on x12. Finally, any operator from (A2)′

is a function f in commuting family (Tα1n , Tα2n , n ≥ 3).

(A2)′ ⊂ L∞
(
Tα13 ··· Tα1n ···
Tα23 ··· Tα2n ···

)
. (6.46)
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The commutation [f, Tkk+1] = 0 for all k ≥ 1 implies by Lemma 4.14 and its
analogue that f depends only on the following expressions:

∆1,r
s,∞=T rα1s

∞∏
k=s+1

p−1C(Tα1k
), ∆2,r

s,∞=T rα2s

∞∏
k=s+1

p−1C(Tα2k
), r ∈ Fp\{0}, s ≥ 3.

But the latter expressions are well defined if and only if SL11(µ) < ∞ and
SL22(µ) <∞ by Lemma 4.5 and its analogue.

Case 2. Let Σ12 < ∞ and Γ(G) < ∞ then Γ(F ) = ∞. This conditions
are incompatible. Indeed, since dn = 1− c1n + 1− c2n + 1− c1nc2n < 3 we get

∞ > Γ(G) =
∞∑
n=3

(1− c2n)2

dn
>

1

3

∞∑
n=3

(1− c2n)2. (6.47)

Therefore, limn c2n = 1 hence,∞ > Σ12 ∼ ‖F‖2 =∞, contradiction. Indeed,
for an arbitrary ε > 0 we have for sufficiently big N

∞ > Σ12 =
∞∑
n=3

(1− c1n)2c22n
(1− c1n)c22n + 1− c2n

≥ (1−ε)2
∞∑
n=N

(1− c1n)2

(1− c1n)c22n + 1− c2n
>

(1− ε)2
∞∑
n=N

(1− c1n)2

1− c1n + 1− c2n
∼ ‖F‖2 =∞.

Case 3. Let Σ12 <∞ and Γ(F ) <∞. Then Γ(H2) <∞ and Γ(G) =∞
by Lemma 6.6. Therefore, Σ2m → ∞ hence, x2k ∈ A2 for k ≥ 3. Further,
using notations τ1n = Tα1n − I and τ2n = Tα2n − I (see (6.38)) we get

Tkn − I − x2k(T2n − I) = (x1k − x12x2k)τ1n + (x1kx2k − x12x2k)τ1nτ2n (6.48)

(see (6.39)). By Lemma 6.7 we conclude that x1k− x12x2k ∈ A2 if ∆(f ′m, g
′
m)

→∞ where

∆(f ′m, g
′
m) =

Γ(f ′m) + Γ(f ′m, g
′
m)

1 + Γ(g′m)
, (6.49)

Γ(f ′m) =
m∑
n=3

(1− c1n), Γ(g′m) =
m∑
n=3

(1− c1n)(1− c2n)2. (6.50)

The case (3) splits into two cases (30), when ∆(f ′m, g
′
m)→∞ and case (31),

when ‖f ′ − tg′‖ <∞ for some t ∈ R \ {0}.
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In the case 30, by Lemma 6.7, we conclude that

x1k − x12x2k ∈ A2 if ∆(f ′m, g
′
m)→∞.

We use Lemmas 6.9 and 6.10 proved in [22]:

Lemma 6.9. Let f = (fk)k∈N and g = (gk)k∈N be two real vectors such that
‖f‖2 = ∞ where ‖f‖2 =

∑
k f

2
k . Denote by f(n), g(n) ∈ Rn their projections

to the subspace Rn, i.e., f(n) = (fk)
n
k=1, g(n) = (gk)

n
k=1 and set

∆(f(n), g(n)) =
Γ(f(n)) + Γ(f(n), g(n))

Γ(g(n)) + 1
then lim

n→∞
∆(f(n), g(n)) =∞ (6.51)

in the following cases:

(a) ‖g‖2 <∞,
(b) ‖g‖2 =∞, and limn→∞

‖f(n)‖
‖g(n)‖

=∞,

(c) ‖f‖2 = ‖g‖2 = ‖f + sg‖2 =∞, for all s ∈ R \ {0}.

Proof. Obviously limn→∞∆(f(n), g(n)) = ∞ if conditions (a) or (b) hold.
The implication (c)⇒ (6.51) is based on the following lemma. �

Lemma 6.10. Let f = (fk)k∈N and g = (gk)k∈N be two real vectors such that

‖f‖2 = ‖g‖2 = ‖C1f + C2g‖2 =∞, for all (C1, C2) ∈ R2 \ {0}, (6.52)

then lim
n→∞

Γ(f(n), g(n))

Γ(g(n))
=∞ and lim

n→∞

Γ(f(n), g(n))

Γ(f(n))
=∞ (6.53)

Obviously, Γ(f ′) = ‖f ′‖2 = SL11(µ) =∞. Consider the following cases:
case (a), when Γ(g′) <∞ then ∆(f ′m, g

′
m)→∞,

case (b), when Γ(g′) =∞ and Γ(f ′m)/Γ(g′m)→∞ then ∆(f ′m, g
′
m)→∞,

case (c), when Γ(f ′m)/Γ(g′m) ≤ C and ‖C1f
′ + C2g

′‖2 = ∞ for all
(C1, C2) ∈ R2 \ {0} then ∆(f ′m, g

′
m)→∞ by Lemma 6.10.

Remark 6.6. We can approximate x12 by linear combination of x1k−x12x2k
due to Lemma 6.17 if σ

(0)
12 (µ) = ∞ (see (6.65)). The divergence σ

(0)
12 (µ) =

∞ follows from the inequality αkn(0)αkn(1) ≤ 1/4 based on the relation
(1− x)x ≤ 1/4 for x ∈ [0, 1] and the divergence σ12(µ) =

∑∞
n=3 α

2
2n(1) =∞

which follows from Lemma 6.11. The convergence
∑

n(1− c1n)2 <∞ follows
from the fact that Γ(F ) <∞ (see (6.47)).
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Lemma 6.11. Let SL12(µ)=∞ and
∑

n(1−c1n)2<∞ then σ12(µ) :=∑
n α

2
2n(1)=∞.

Proof. Using Cauchy-Schwarz inequality | (x, y) |≤ ‖x‖ · ‖y‖ for x, y ∈ Rm

we get( m∑
n=1

α2n(1)(1− c1n)
)2
≤
( m∑
n=1

α2
2n(1)

)( m∑
n=1

(1− c1n)2
)
, for all m ∈ N.

Therefore,( ∞∑
n=1

α2
2n(1)

)
≥
( ∞∑
n=1

(1− c1n)2
)−1( ∞∑

n=1

α2n(1)(1− c1n)
)2

=∞.

�

Finally, in the cases (a), (b) or (c) we can approximate x1k − x12x2k. Then,
by Remark 6.6 we can approximate x12. Therefore, we can approximate all
the variables x1n, x2n+1, n ≥ 2 and the proof is completed.

31. In the opposite case (a)∩ (b)∩ (c), i.e., in the case Γ(f ′m)/Γ(g′m) ≤ C
and

‖f ′ − tg′‖2 =
∑
n

(1− c1n)[1− t(1− c1n)]2 <∞ (6.54)

for some t ∈ R \ {0} consider again the expressions Tkn − I − x2k(T2n − I)
see (6.39)

Tkn− I − x2k(T2n− I) = (x1k − x12x2k)τ1n + (x1kx2k − x12x2k)τ1nτ2n. (6.55)

Lemma 6.12. We can approximate by
∑m

n=3 tn[Tkn − I − x2k(T2n − I)] the
following expression:

(x1k − x12x2k) + β(x1kx2k − x12x2k) = x1k − (1− s)x12x2k − sx1kx2k (6.56)

where s := −β ∈ [0, 1] and β is defined as follows:

β = lim
m
β(3)
m , β(3)

m = −
( m∑
n=3

1− c1n
1 + c1n

)−1 m∑
n=3

(1− c1n)(1− c2n)

1 + c1n
. (6.57)
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Proof. First, we show that
∑m

n=3 tnτ1n → I for an appropriate t = (tn)mn=3.
Second, we show that limm→∞

∑m
n=3 tnτ1nτ2n = β. Indeed, set bn := Mτ1n1

and b
(3)
n := Mτ1nτ2n1 then we get

bn=M(T1n−I)1=(c1n−1), b(3)n =M(T1n−I)(Tα2n−I)1=(1−c1n)(1−c2n).
(6.58)

By Lemma 5.1 we conclude that
∑m

n=3 tnτ1n → I if and only if SL11(µ) =∑∞
n=2(1− c1n) =∞. Indeed, if we set t = (tn)mn=3, b = (bn)mn=3 we get

m∑
n=3

tnτ1n → I ⇔ min
t∈Rm−2

( m∑
n=3

t2n(1− c1n)2 | (t, b) = 1
)

=

( m∑
n=3

b2n
an

=
m∑
n=3

(1− c1n)2

1− c21n
=

m∑
n=3

1− c1n
1 + c1n

)−1
→ 0⇔

∞∑
n=2

(1− c1n) =∞,

where

an=‖(T1n−c1n)1‖2 = 1−c21n, tn=
bn
an

( m∑
n=3

b2n
an

)−1
=− 1

1 + c1n

( m∑
n=3

1− c1n
1 + c1n

)−1
.

(6.59)
Further, we get

‖
[ m∑
n=3

tnτ1nτ2n − β(3)
m

]
1‖2 = ‖

[ m∑
n=3

tnτ1nτ2n −
m∑
n=3

tn(1− c1n)(1− c2n)
]
1‖2 =

‖
m∑
n=3

tn[τ1nτ2n− (1−c1n)(1−c2n)]1‖2 =
m∑
n=3

t2n‖[τ1nτ2n− (1−c1n)(1−c2n)]1‖2

=
m∑
n=3

t2n[2(1− c1n)2(1− c2n)− (1− c1n)2(1− c2n)2] ∼
m∑
n=1

t2n(1− c1n)(1− c2n),

since we have 3 < 4− (1− x)(1− y) ≤ 4 for x, y ∈ (0, 1] and

‖[τ1nτ2n−(1−c1n)(1−c2n)]1‖2 = ‖(T1n−I)(Tα2n−I)1‖2−(1−c1n)2(1−c2n)2 =

2(1−c1n)2(1−c2n)−(1−c1n)2(1−c2n)2 = (1−c1n)(1−c2n)[4−(1−c1n)(1−c2n)].

We show that
∑m

n=1 t
2
n(1− c1n)(1− c2n)→ 0. Indeed, we have

m∑
n=3

t2n(1− c1n)(1− c2n) =
( m∑
n=3

1− c1n
1 + c1n

)−2 m∑
n=3

(1− c1n)(1− c2n)

1 + c1n
≤
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4
( m∑
n=3

(1− c1n)
)−2 m∑

n=3

(1− c1n) = 4
( m∑
n=3

(1− c1n)
)−1
→ 0.

Obviously, the sequence β
(3)
m defined by (6.57) is bounded β

(3)
m ∈ [−1, 0] for

all m ∈ N therefore, there exists a subsequence having the limit β ∈ [−1, 0].
�

We have to study two cases: (310), when s 6= 1 and (311), when s = 1.
310. When s 6= 1 the proof of the irreducibility is finished. Indeed, we

conclude by Lemma 6.14 (we shall prove this lemma below) that x12 ∈ A2 if

σ
(s)
12 (µ) = ∞. The divergence σ

(s)
12 (µ) = ∞ follows from Σkα

2
2k(1) = ∞ and

the estimation

αrk(0)αrk(1) ≤ 1/4, α2k(0) + (1− s)2α2k(1) ≤ 1.

The divergence Σkα
2
2k(1) = ∞ follows from Γ(F ) = Σn(1 − c1n)2 < ∞ and

Lemma 6.11.
Further, x2k ∈ A2 hence, we get using (6.56) x1k − sx1kx2k = x1k(1 −

sx2k) = x1k ⊗ ( 1 0
0 1−s ) ∈ A2. Finally, we conclude that x1k ∈ A2 since

(1− sx2k)−1 = ( 1 0
0 1−s )

−1
=
(
1 0
0 (1−s)−1

)
= (I − x2k) + (1− s)−1x2k ∈ A2.

Now we get x1k, x2k+1 ∈ A2 for k ≥ 2, this finish the proof in the case s 6= 1.
We prove Lemma 6.14 to finish the case s 6= 1 before passing to the case

s = 1. To approximate x12, we correct a little bit the expression x1k−sx1kx2k.

Lemma 6.13. For s ∈ R we have

min
(t1,t2)∈R2

‖(x1k − sx1kx2k + t1 + t2x2k)1‖2 = ‖(x1k −Mx1k1)(1− sx2k)1‖2

= α1k(0)α1k(1)[α2k(0) + (1− s)2α2k(1)].

We see that (x1k−Mx1k1)(1−sx2k) = x1k−sx1kx2k−Mx1k1+s(Mx1k1)x2k
hence, minimum we have for t1 = −Mx1k1, t2 = s(Mx1k1).

Proof. We note that the distance d(fn+1; 〈f1, ..., fn〉) of the vector fn+1

in a Hilbert space H from the hyperplane 〈f1, ..., fn〉 generated by vectors
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f1, ..., fn may be calculated in terms of the Gram determinants Γ(f1, f2, ..., fk)
corresponding to the set of vectors f1, f2, ..., fk (see [7]):

d2(fn+1; 〈f1, ..., fn〉) = min
t=(tk)∈Rn

‖fn+1 +
n∑
k=1

tkfk‖2 =
Γ(f1, f2, ..., fn+1)

Γ(f1, f2, ..., fn)
,

(6.60)
where the Gram determinant is defined by Γ(f1, f2, ..., fn) = det γ(f1, f2, ..., fn)
and γ(f1, f2, ..., fn) is the Gram matrix

γ(f1, f2, ..., fn) =


(f1, f1) (f1, f2) ... (f1, fn)
(f2, f1) (f2, f2) ... (f2, fn)

...
(fn, f1) (fn, f2) ... (fn, fn)

 .

Let us denote f0 = x1k(1− sx2k)1, f1 = 1, f2 = x2k1. We have

min
(t1,t2)∈R2

‖f0 + t1f1 + t2f2‖2 =
Γ(f0, f1, f2)

Γ(f1, f2)
.

Since we have for operators x1k and x2k (acting on the spaces H1k and H2k re-
spectively) the same expressions: ( 0 0

0 1 ) and 1−sx2k = ( 1 0
0 1 )− ( 0 0

0 s ) = ( 1 0
0 1−s )

(to be more precise we write)

x1k = ( 0 0
0 1 ) ⊗ ( 1 0

0 1 ) , 1− sx2k = ( 1 0
0 1 ) ⊗ ( 1 0

0 1−s ) ,

we get

(f0, f0) = ‖x1k1‖2‖(1− sx2k)1‖2 = α1k(1)(α2k(0) + (1− s)2α2k(1)),

(f0, f1)=(x1k(1−sx2k)1,1)=(x1k1,1)((1−sx2k)1,1)=α1k(1)(α2k(0)+(1−s)α1k(1)),

(f0, f2) = (x1k(1−sx2k)1, x2k1) = (x1k1,1)((1−sx2k)1, x2k1) = α1k(1)(1−s)α2k(1),

(f1, f1) = 1, (f1, f2) = (1, x2k1) = α2k(1), (f2, f2) = (x2k1, x2k1) = α2k(1).

Finally, we conclude that

Γ(f0, f1, f2) =

∣∣∣∣∣∣
(f0, f0) (f0, f1) (f0, f2)
(f1, f0) (f1, f1) (f1, f2)
(f2, f0) (f2, f1) (f2, f2)

∣∣∣∣∣∣ =

∣∣∣∣∣∣
α1k(1)(α2k(0)+(1−s)2α2k(1)) α1k(1)(α2k(0)+(1−s)α2k(1)) α1k(1)(1−s)α2k(1)
α1k(1)(α2k(0) + (1− s)α2k(1)) 1 α2k(1)

α1k(1)(1− s)α2k(1) α2k(1) α2k(1)

∣∣∣∣∣∣
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=α1k(1)α2k(1)

∣∣∣∣∣∣
α2k(0)+(1−s)2α2k(1) α2k(0) + (1− s)α2k(1) (1− s)

α1k(1)(α2k(0) + (1− s)α2k(1)) 1 1
α1k(1)(1− s)α2k(1) α2k(1) 1

∣∣∣∣∣∣
= α1k(1)α2k(1)

∣∣∣∣∣∣
α2k(0) + (1− s)2α1k(0)α2k(1) α2k(0) 0

α1k(1)α2k(0) α2k(0) 0
α1k(1)(1− s)α2k(0) α2k(1) 1

∣∣∣∣∣∣
= α1k(1)α2k(1)

∣∣∣∣ α2k(0) + (1− s)2α1k(0)α2k(1) α2k(0)
α1k(1)α2k(0) α2k(0)

∣∣∣∣
= α1k(1)α2k(1)α2k(0)

(
α2k(0) + (1− s)2α1k(0)α2k(1)− α1k(1)α2k(0)

)
= α1k(0)α1k(1)α2k(0)α2k(1)

(
α2k(0) + (1− s)2α2k(1)

)
.

For Γ(f1, f2) we have

Γ(f1, f2) =

∣∣∣∣ (f1, f1) (f1, f2)
(f2, f1) (f2, f2)

∣∣∣∣ =

∣∣∣∣ 1 α2k(1)
α2k(1) α2k(1)

∣∣∣∣ = α2k(0)α2k(1),

hence, Γ(f0, f1, f2)(Γ(f1, f2))
−1 = α1k(0)α1k(1) (α2k(0) + (1− s)2α2k(1)) and

‖(x1k −Mx1k1)(1− sx2k)1‖2 = ‖(x1k −Mx1k1)‖2‖(1− sx2k)1‖2

= α1k(0)α1k(1) (α2k(0) + (1− s)2α2k(1)) . �

By Lemma 6.13 we have for optimal t1 and t2

x1k−sx1kx2k−(1−s)x12x2k+t1+t2x2k = (x1k−Mx1k1)(1−sx2k)−(1−s)x12x2k.

Lemma 6.14. For s 6= 1 we have

−(1−s)x121∈〈[(x1k−Mx1k1)(1− sx2k)−(1− s)x12x2k]1 | k ≥ 3〉 ⇔ σ
(s)
12 (µ)=∞,

where σ
(s)
12 (µ) :=

∑
k

α2
2k(1)

α2k(0)α2k(1) + α1k(0)α1k(1)(α2k(0) + (1− s)2α2k(1))
.

Proof. We can procced as before. Let us denote

ξk = x2k1, ηsk = (x1k −Mx1k1)(1− sx2k)1, then Mξk = α2k(1),

‖ξk−Mξk‖2 = α2k(0)α2k(1), ‖ηsk‖2 = α1k(0)α1k(1)
(
α2k(0) + (1− s)2α2k(1)

)
.
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If we take (tk)k such that
∑N+3

k=3 tkMξk = 1 we obtain

‖
(N+3∑
k=3

tk [(x1k −Mx1k1)(1− x2k)− (1− s)x12x2k] + (1− s)x12
)
1‖2 =

‖
N+3∑
k=3

tk[η
s
k − (1− s)x12(ξk −Mξk)]‖2 =

N+2∑
k=2

t2k‖ηsk − (1− s)x12(ξk −Mξk)‖2

=
N+3∑
k=3

t2k
(
‖ηsk‖2 + ‖(1− s)x121‖2‖(ξk −Mξk)‖2

)
.

Hence,

min
t∈RN

(N+3∑
k=3

t2k
(
‖ηsk‖2 + ‖(1− s)x121‖2‖(ξk −Mξk)‖2

)
|
N+3∑
k=3

tkMξk = 1
)

=
(N+3∑
k=3

|Mξk|2

(1− s)2‖x121‖2‖ξk −Mξk‖2 + ‖ηsk‖2
)−1

=
( N∑
k=3

α2
2k(1)

(1− s)2α12(1)α2k(0)α2k(1) + α1k(0)α1k(1)(α2k(0) + (1− s)2α2k(1))

)−1
∼

( N∑
k=3

α2
2k(1)

α2k(0)α2k(1) + α1k(0)α1k(1)(α2k(0) + (1− s)2α2k(1))

)−1
, if s 6= 1.

�

311. When s = 1 we get from (6.56) x1k − x1kx2k. The condition (6.54)

‖f ′−tg′‖2 =
∑
n

(1−c1n)[1−t(1−c2n)]2 <∞, for some t ∈ R\{0}, (6.61)

splits into two cases (3110), when t 6= 1 and (3111), when t = 1. We show
that in the first and the second case we get respectively:∑

n

(1− c1n)c22n =∞ and
∑
n

(1− c1n)α2
2n(1) =∞. (6.62)
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To approximate x12, under the above conditions we use the following expres-
sion (see (6.39)) in the first case

Tkn − I − x2k(T2n − I)− (x1k − x1kx2k)(T1n − I) = (x1k − x12x2k)τ1n+

(x1kx2k − x12x2k)τ1nτ2n − (x1k − x1kx2k)τ1n = (x1kx2k − x12x2k)τ1n(I + τ2n).
(6.63)

In the second case, if we multiply the latter expression by T2n = (I +
x12τ1n)(I + τ2n) we get (see (6.66))

(x1kx2k−x12x2k)τ1n(I+τ2n)(I+x12τ1n)(I+τ2n) = (x1kx2k−x12x2k(2x1k−I))τ1n.
(6.64)

Consider the case 3110, when t 6= 1.

Lemma 6.15. Let f, g 6∈ l2 where f = (fn)n∈N, g = (gn)n∈N. If for some
t ∈ R holds tf + (1− t)g ∈ l2 then such a t is unique.

Proof. Set H(t) = tf + (1 − t)g, t ∈ R. Suppose that H(t1), H(t2) ∈ l2
for two different t1 and t2.Then we get the contradiction, since for some
s ∈ R holds f = sH(t1) + (1 − s)H(t2) and by assumption we get l2 63 f =
sH(t1) + (1− s)H(t2) ∈ l2. We note that s = (1− t2)(t1 − t2)−1. �

Remark 6.7. The condition (6.61) for t 6= 1 implies the first condition of
(6.62). Indeed, by Lemma 6.15 we get ‖f ′ − g′‖2 =

∑
n(1− c1n)c22n =∞ for

t = 1.

Lemma 6.16. We have

(x1kx2k − x12x2k)1 ∈ 〈(x1kx2k − x12x2k)τ1n(I + τ2n)1 | n > k〉

if and only if Σ
(1)
12 :=

∑
n(1− c1n)c22n =∞.

Proof. It is sufficient to show that
∑

n tn
[
(Tα1n − I) ⊗ Tα2n

]
→ 1 if and

only if Σ
(1)
12 =∞. Set ξn =

[
(Tα1n − I)⊗ Tα2n

]
1 and ξcn = ξn −Mξn, then

Mξn = (c1n − 1)c2n, ‖ξn‖2 = 2(1− c1n), ‖ξcn‖2 = ‖ξn‖2− |Mξn |2 .

Indeed, we have
‖ξn‖2 = ‖

[
(Tα1n − I)⊗ Tα2n

]
1‖2 =

‖(Tα1n − I)1‖2 = ‖Tα1n1‖2 − 2(Tα1n1,1) + 1 = 2(1− c1n).
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Take (tn)n such that
∑N

n=2 tnMξn = 1 then

‖
(N+2∑
n=2

tn
[
(Tα1n−I)⊗Tα2n

]
−I
)
1‖2 = ‖

(N+2∑
n=2

tn
[
(Tα1n−I)⊗Tα2n

]
−
N+2∑
n=2

tnMξn

)
1‖2

=
N+2∑
n=2

t2n‖
[
(Tα1n − I)⊗ Tα2n −Mξn

]
1‖2 =

N+2∑
n=2

t2n‖ξcn‖2.

Finally, we get

min
t∈RN

(N+2∑
n=2

t2n‖ξcn‖2 |
N+2∑
n=2

tnMξn = 1
)

= (Σ
(1)
12,N)−1 where

Σ
(1)
12,N :=

N+2∑
n=2

|Mξn |2

‖ξcn‖2
=

N+2∑
n=2

|Mξn |2

‖ξn‖2− |Mξn |2
∼

N+2∑
n=2

|Mξn |2

‖ξn‖2
=

N+2∑
n=2

(1− c1n)2c22n
2(1− c1n)

=
1

2

N+2∑
n=2

(1− c1n)c22n.

�

Now we get x1kx2k − x12x2k, x1k − x1kx2k ∈ A2 hence, x1k − x12x2k ∈ A2.
Using Lemma 6.14 for s = 0 we get

Lemma 6.17. We have x121 ∈ 〈(x1k − x12x2k)1 | n > k〉 if and only if

σ
(0)
12 (µ) =∞ where

σ
(0)
12 (µ) =

∑
k

α2
2k(1)

α2k(0)α2k(1) + α1k(0)α1k(1)
. (6.65)

We use the following obvious implications:

Γ(F ) <∞ (6.47)⇒
∑
n

(1−c1n)2 <∞ Lemma 6.11⇒
∑
n

α2
2n(1) =∞⇒ σ

(0)
12 (µ) =∞.

By Lemma 6.17 we conclude that x12 ∈ A2 hence, x1k, x2k+1 ∈ A2 for all
k ≥ 2. This finish the proof in this case.

Consider the case 3111, when t = 1. Since p = 2 we get (I + τ2n)2 =
T 2
2n(2) = T 2

α2n
= I and τ 21n = −2τ1n. Indeed, we get

τ 21n = (Tα1n − I)2 =T 2
α1n
− 2Tα1n + I = −2(Tα1n − I) = −2τ1n.
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Hence, we have

(x1kx2k−x12x2k)τ1n(I+τ2n)(I+x12τ1n)(I+τ2n)=(x1kx2k−x12x2k)τ1n(I+x12τ1n)

=[x1kx2k−x12x2k−2x12(x1kx2k − x12x2k)]τ1n=[x1kx2k−x12x2k(2x1k−I)]τ1n.
(6.66)

The condition SL11(µ) =∞ implies
∑m

n=1 tnτ1n → I therefore,

x1kx2k − x12x2k(2x1k − I) ∈ A2.

Since x1k−x1kx2k ∈ A2 we conclude finally, that x1k−x12x2k(2x1k−I) ∈ A2.

Remark 6.8. The condition (6.61) for t = 1 means that
∑

n(1 − c1n)c22n <
∞. This implies that

∑
n(1 − c1n)α2

2n(1) = ∞. Indeed, otherwise, if we
suppose that∑

n(1−c1n)α2
2n(1)<∞ we obtain the contradiction with the condition SL12(µ) =∑

n(1− c1n)α2n(1) =∞. In fact, since c22n = 4α2n(0)α2n(1), we get

∞ >
∑
n

(1− c1n)c22n = 4
∑
n

(1− c1n)(α2n(1)− α2
2n(1)).

By Lemma 6.18 below we conclude that x12 ∈ A2. Since x2k ∈ A2 we
conclude, by Remark 6.4 (c), that x1k ∈ A2 hence, x1k, x2k+1 ∈ A2 for k ≥ 2
and the proof is finished.

Lemma 6.18. We have x121 ∈ 〈[x1k − x12x2k(2x1k − I)]1 | k > 2〉 if and
only if

∑
n(1− c1n)α2

2n(1) =∞.

Proof. Set ηk = x1k1 and ξk = x2k(2x1k − I)1 then

Mηk = α1k(1), Mξk = α2k(1)(−α1k(0) + α1k(1)),

‖ηk‖2 = α1k(1), ‖ξk‖2 = α2k(1)(α1k(0) + α1k(1)) = α2k(1),

since
2x1k − I = ( 0 0

0 2 )− ( 1 0
0 1 ) = ( −1 0

0 1 ) .

Set hn = ηk −Mηk − x12(ξk −Mξk) then

an = ‖hn‖2 = ‖ηk −Mηk − x12(ξk −Mξk)‖2.
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We have

‖
m∑
n=1

tn[(x1k −Mx1k)− x12ξk]1− x121‖2 =

‖
m∑
n=1

tn[(x1k −Mx1k)− x12(ξk −Mξk)]1‖2 =
m∑
n=1

t2nan.

To calculate an we get

an = ‖hn‖2 = ‖[(ηk −Mηk)− x12(ξk −Mξk)]1‖2 = ‖ηk −Mηk‖2+

‖x12(ξk −Mξk)1‖2 − (x121,1)(ηk −Mηk, ξk −Mξk) =

‖x1k1‖2− |Mx1k1 |2 +
1

2
[‖ξk‖2− |Mξk |2]− (ηk −Mηk, ξk −Mξk) =

α1k(1)−α2
1k(1)+

1

2
[α2k(1)−α2

2k(1)(−α1k(0)+α1k(1))2]−(ηk−Mηk, ξk−Mξk).

Since

(ηk−Mηk, ξk−Mξk) = (ηk, ξk)−MηkMξk = (x1k1, x2k(2x1k−I)1)−MηkMξk

= (x2k1, x1k1)−MηkMξk = α1k(1)α2k(1)− α1k(1)α2k(1)(−α1k(0) + α1k(1))

= α1k(1)α2k(1)(1 + α1k(0)− α1k(1)) = 2α1k(0)α1k(1)α2k(1),

we conclude that

ak=α1k(1)−α2
1k(1)+

1

2
[α2k(1)−α2

2k(1)(α1k(0)−α1k(1))2]−2α1k(0)α1k(1)α2k(1)

∼ a′k := α1k(0)α1k(1) +
1

2
α2k(1)[1− 4α1k(0)α1k(1)] =

c21k
4

+
1

2
α2k(1)[1− c21k].

Finally, we get

min
t∈Rm

( m∑
n=1

t2nan |
m∑
n=1

tnbn = 1
)

=
( m∑
n=1

b2n
an

)−1
where bn =

1

2
Mξk and

∞∑
n=1

b2n
an
∼

∞∑
n=1

b2n
a′n

=
∞∑
k=1

1
4
α2
2k(1)(−α1k(0) + α1k(1))2

α1k(0)α1k(1) + 1
2
α2k(1)[1− 4α1k(0)α1k(1)]

=

∞∑
k=1

1
4
α2
2k(1))(1− c21k)

c21k
4

+ 1
2
α2k(1)(1− c21k)

≥ 1

3

∞∑
k=1

α2
2k(1))(1− c21k) ∼

∞∑
k=1

α2
2k(1)(1− c1k),
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since 1 ≤ 1 + c1k < 2, c21k ≤ 1 and α2k(1)[1− c21k] < 1. We use the following
relation for x = α1k(1):

(−α1k(0) + α1k(1))2 = (1− 2x)2 = 1− 4x(1− x) = 1− c21k.

�

Case 4. Let Σ12 < ∞ and Γ(F ) = Γ(G) = ∞. Condition Σ12 < ∞ implies
Γ(H2) <∞ hence, Σ2m ∼ ∆(Gm, Fm). We have two cases:

(4I), when ∆(Gm, Fm)→∞;

(4II), when Γ(Gm)/Γ(Fm) ≤ C and ‖G−tF‖2 <∞ for some t ∈ R\{0}.

In the first case (4I), we can approximate x2k and we are reduced to the case
(3) but some particular cases should be considered in addition.

In the second case (4II), we show that by linear combinations of the
expressions

Tkn − I = x1kτ1n + x2kτ2n + x1kx2kτ1nτ2n

we can approximate x1k + β
(2)
1 x2k − β(3)

1 x1kx2k or β
(1)
2 x1k + x2k − β(3)

2 x1kx2k,
see Lemma 6.76.

Case 4I. We follow step by step the case (3) with the same notations,
just replacing 3 by 4. We know that ∆(Gm, Fm) → ∞ in two cases, due to
Lemmas 6.9 and 6.10:

case (b), when Γ(Gm)/Γ(Fm)→∞,
case (c), when Γ(Gm)/Γ(Fm) ≤ C for all m > 3 and ‖C1F +C2G‖2 =∞

for all (C1, C2) ∈ R2 \ {0}.
Consider the following expression (see (6.55))

Tkn − I − x2k(T2n − I) = (x1k − x12x2k)τ1n + (x1kx2k − x12x2k)τ1nτ2n.

The case (4I) splits into two cases (40), when ∆(f ′m, g
′
m)→∞ and (41),

when

Γ(f ′m)/Γ(g′m) ≤ C and ‖f ′ − tg′‖2 =
∑
n

(1− c1n)[1− t(1− c1n)]2 <∞

for some t ∈ R \ {0} (see (6.54)), as in the case (31).
In the case 40, by Lemma 6.7, we conclude that x1k − x12x2k ∈ A2

since ∆(f ′m, g
′
m) → ∞. The case (40) splits into two cases: (400), when
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σ12(µ) =
∑

n α
2
2n(1) =∞ and the case (401), when σ12(µ) =

∑
n α

2
2n(1) <∞.

In the case (400) we can approximate x12 and the proof is finished.
In the case 401, the condition σ12(µ) =

∑
n α

2
2n(1) <∞ implies limn c2n =

0 indeed,
lim
n
c22n = lim

n
4α2n(1)(1− α2n(1)) = 0.

Since
∑

n(1 − c1n)α2
2n(1) <

∑
n α

2
2n(1) < ∞ we conclude that

∑
n(1 −

c1n)c22n =∞. Indeed, use the fact that SL12(µ) =
∑

n(1− c1n)α2n(1) =∞ and
consider the equality∑

n

(1− c1n)c22n = 4
∑
n

(1− c1n)(α2n(1)− α2
2n(1)).

Example 6.1. Let 1 − c1n = 1
nβ
, c2n = 1

nα
where α, β > 0. We show that

the conditiosn of the divergence of the following series, which gives us the
case (401),∑
n

(1−c1n)=
∑
n

(1−c2n)=
∑
n

(1−c1n)α2n(2)=
∑
n

(1−c1n)c22n = ‖F‖2=‖G‖2=∞

are as follows:

D = {(α, β) ∈ R2 | 2α + β ≤ 1, 2α + 2β > 1, 4α > 1}. (6.67)

Indeed, we have

SL11(µ) =
∑
n

(1− c1n) =
∑
n

1

nβ
=∞ for β ∈ (0, 1],

SL22(µ) =
∑
n

(1− c2n) =
∑
n

(1− 1

nα
) =∞ for α > 0.

To find x = α2n(1) we use the identity c22n = 4α2n(0)α2n(1) = 4(1− x)x (see

notation c1n before Lemma 4.1). We have x2 − x +
c22n
4

. The roots are as
follows:

x1 =
(

1−
√

1− c22n
)
/2=c22n

(
2
(
1+
√

1−c22n
))−1

, x2 =
(

1+
√

1−c22n
)
/2.

(6.68)
Only the first root is suitable since α2n(1) → 0. We have α2n(1) ∼ c22n/4.
Therefore,

SL12(µ)=
∑
n

(1−c1n)α2n(1) ∼
∑
n

(1−c1n)c22n =
∑
n

1

n2α+β
=∞ for 2α+β ≤ 1,
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Σ12=
∞∑
n=2

(1− c1n)2c22n
(1− c1n)c22n + 1− c2n

∼
∑
n

(1−c1n)2c22n=
∑
n

1

n2α+2β
<∞ for 2α+2β>1,

σ12(µ) =
∑
n

α2
2n(1) ∼

∑
n

c42n =
∑
n

1

n4α
<∞ for 4α > 1,

that proves (6.67). Further, we get

‖Fm‖2 ∼
m∑
n=1

(1− c1n)2

1− c1n + 1− c2n
∼

m∑
n=1

(1− c1n)2 =
m∑
n=1

1

n2β
∼ m1−2β

1− 2β
→∞,

‖Gm‖2 ∼
m∑
n=1

(1− c2n)2

1− c1n + 1− c2n
∼

m∑
n=1

(1− c2n)2 =
m∑
n=1

(1− 1

nα
)2 ∼ m→∞.

Therefore,

∆(Gm, Fm)→∞ since ‖Gm‖2/‖Fm‖2 ∼ (1− 2β)m2β →∞.

In addition we get for f ′m = (
√

1− c1n)mn=1 and g′m = (
√

1− c1n(1− c1n))mn=1

‖f ′m‖2/‖g′m‖2 =
m∑
n=1

(1− c1n)/
m∑
n=1

(1− c1n)(1− c2n)2 → lim
n

(1− c2n)−2 = 1.

For all t ∈ R we have ‖g′m − tf ′m‖2 =
∑m

n=1(1 − c1n)(1 − c2n − t)2 → ∞.
Indeed, for t = 1 we get ‖g′m − f ′m‖2 =

∑m
n=1(1 − c1n)c22n → ∞ hence,

‖g′m − tf ′m‖2 →∞ for all t ∈ R. Therefore, ∆(f ′m, g
′
m)→∞ by Lemma 6.10

and we are in the case (401).

Lemma 6.19. We have

x121 ∈ 〈[T2n, x1n − x12x2n]x2n1 | n ≥ 3〉 (6.69)

if and only if Σ
(2)
12 =

∑
n α1n(1)α2n(0) =∞.

Proof. Recall (see (6.4)), that

an =
√
α1n(0)/α1n(1) bn =

√
α2n(0)/α2n(1).

We show that

[T2n, x1n − x12x2n] = 2x12
((

0 a−1
n

0 0

)
⊗
(

0 0
bn 0

)
− ( 0 0

an 0 )⊗
(
0 b−1

n
0 0

))
, (6.70)
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therefore,
[T2n, x1n − x12x2n]x2n = −2x12 ( 0 0

an 0 )⊗
(
0 b−1

n
0 0

)
. (6.71)

Indeed, since

x1n = ( 0 0
0 1 ) , Tα1n =

(
0 a−1

n
an 0

)
, Tα2n =

(
0 b−1

n
bn 0

)
,

we get

[Tα1n , x1n] =
(

0 a−1
n

−an 0

)
, [Tα2n , x2n] =

(
0 b−1

n
−bn 0

)
.

Using the (2.8) and (5.5) we get

T2n = T2n(1)⊗ T2n(2) =
(
x12(Tα1n − I) + I

)
⊗ Tα2n

that implies (6.70). Indeed, we have

[T2n, x1n − x12x2n] =
[(
x12(Tα1n − I) + I

)
⊗ Tα2n , x1n − x12x2n

]
=

x12

(
[Tα1n , x1n]Tα2n − Tα1n [Tα2n , x2n]

)
=

x12

((
0 a−1

n
−an 0

)
⊗
(

0 b−1
n

bn 0

)
−
(

0 a−1
n

an 0

)
⊗
(

0 b−1
n

−bn 0

))
,

x12

((
0 0 0 a−1

n b−1
n

0 0 a−1
n bn 0

0 −anb−1
n 0 0

−anbn 0 0 0

)
−

(
0 0 0 a−1

n b−1
n

0 0 −a−1
n bn 0

0 anb
−1
n 0 0

−anbn 0 0 0

))
=

2x12

(
0 0 0 0
0 0 a−1

n bn 0

0 −anb−1
n 0 0

0 0 0 0

)
= 2x12

((
0 a−1

n
0 0

)
⊗
(

0 0
bn 0

)
− ( 0 0

an 0 )⊗
(
0 b−1

n
0 0

))
.

Now we show that
∑m

n=3 tn ( 0 0
an 0 )⊗

(
0 b−1

n
0 0

)
→ I if and only if∑

n α1n(1)α2n(0) =∞.
Indeed, set

Ξn = ( 0 0
an 0 )⊗

(
0 b−1

n
0 0

)
and ξn = ( 0 0

an 0 )⊗
(
0 b−1

n
0 0

)
1.

We get

‖
( m∑
n=3

tnΞn − I
)
1‖2 = ‖

m∑
n=3

tn(ξn −Mξn)‖2 =
m∑
n=3

t2n‖ξn −Mξn‖2 → 0
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under the condition
∑m

n=3 tnMξn = 1 if and only if
∑

n
b2n
an
∼ Σ

(2)
12 = ∞.

Indeed, we have∑
n

b2n
an

=
∑
n

c21nc
2
2n/16

α1n(0)α2n(1)−c21nc22n/16
∼
∑
n

α1n(0)α1n(1)α2n(0)α2n(1)

α1n(0)α2n(1)
=Σ

(2)
12 =∞,

where
bn = Mξn, ab = ‖ξn −Mξn‖2 = ‖ξn‖2 − |Mξn|2,

bn = Mξn =
(

( 0 0
an 0 ) 1,1

)( (
0 b−1

n
0 0

)
1,1
)

= c1nc2n/4,

‖ξn‖2 = ‖ ( 0 0
an 0 ) 1‖2‖

(
0 b−1

n
0 0

)
1‖2 = α1n(0)α2n(1).

�

The condition Σ
(2)
12 =

∑
n α1n(1)α2n(0)=∞ follows from two facts:

(a) limn α2n(0)=1 since limn c2n = 0 and
(b) limk α1nk(1) = 1/2 since limk c1nk = 1 (see (6.68)), that follows from

Σ12 ∼
∑
n

(1− c1n)2c22n <∞ and SL12 ∼
∑
n

(1− c1n)c22n =∞. (6.72)

The first equivalence follows from limn[(1−c1n)c22n+1−c2n] = 1. Indeed, the
condition 1− c1n ≥ ε > 0 contradicts (6.72) therefore, for some subsequence

(nk)k we have limk c1nk = 1 hence, Σ
(2)
12 ∼

∑
n α1n(1) >

∑
k α1nk(1) =∞.

In the case 41, when ‖f ′−tg′‖2 <∞, by Lemma 6.12, we can approximate
the following expression:

x1k − (1− s)x12x2k − sx1kx2k.

We have two cases: (410), when s 6= 1 and (411), when s = 1. The case
(410) splits into two cases (4100), when

∑
k α

2
2k(1) = ∞ and (4101), when∑

k α
2
2k(1) <∞.

In the case 4100 we can approximate x12 and the proof is finished.
In the case 4101 the condition

∑
k α

2
2k(1) <∞ implies that limn c2n = 0

and we are reduced to the case (401).
In the case 411, when s = 1, we get x1k−x1kx2k ∈ A2 and we can consider

the expression (x1kx2k−x12x2k)τ1n(I + τ2n), see (6.63). The case (411) splits
into two cases: (4110), corresponding to the cases t 6= 1 and t = 1 in (6.61),
when

∑
n(1 − c1n)c22n = ∞ and (4111), when

∑
n(1 − c1n)c22n < ∞ hence,∑

n(1− c1n)α2
2n(1) =∞ (see cases (3110), (3111) and (6.62)).
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In the case 4110 we can approximate x1kx2k − x12x2k, by Lemma 6.16.
Since x1k−x1kx2k ∈ A2 we get x1k−x12x2k ∈ A2 hence, we can approximate
x12, by Lemma 6.17, when

∑
k α

2
2k(1) =∞. This finish the proof.

When
∑

k α
2
2k(1) < ∞ we conclude that limn c2n = 0 and we are in the

case (401).
In the case 4111, as in the case (3111), we can use the expression x1k −

x12x2k(2x1k−I) (see (6.66)). By Lemma 6.18 we can approximate x12 since in
this case

∑
n(1− c1n)α2

2n(1) =∞ (see Remark 6.8)). Since x12, x2n ∈ A2, by
Remark 6.4 (c), we conclude that x1k ∈ A2. Finally, we have x1k, x2k+1 ∈ A2

for all k ≥ 2.
Case 4II. Let for some t ∈ R\{0} holds ‖G−tF‖2 <∞ and Γ(Gm)/Γ(Fm)

≤ C. This means that

‖G− tF‖2 =
∞∑
n=3

| (1− c2n)− t(1− c1n) |2

dn
,

∑m
n=3(1− c2n)2/dn∑m
n=3(1− c1n)2/dn

≤ C

where dn = 1− c1n + 1− c2n + 1− c1nc2n. Set xn = 1− c1n, yn = 1− c2n, and

d1(x, y) = 2x+ 2y − xy, d2(x, y) = x+ y, x, y ∈ [0, 1].

Lemma 6.20. We have for x, y ∈ [0, 1]

d2(x, y) ≤ d1(x, y) ≤ 2d2(x, y). (6.73)

Proof. Indeed, since x+ y − xy = 1− (1− x)(1− y) ∈ [0, 1] we get (6.73)
x+ y ≤ 2x+ 2y − xy ≤ 2(x+ y). �

Using the relations

dn = 1−c1n+1−c2n+1−c1nc2n = d1(xn, yn), 1−c2n+1−c1nc2n = d2(xn, yn)

and Lemma 6.20 we conclude that the following equivalences hold:

Σ12 =
∑
n

x2n(1− yn)2

xn(1− yn)2 + yn
, ‖F‖2 ∼

∑
n

x2n
xn + yn

, (6.74)

‖G‖2 ∼
∑
n

y2n
xn + yn

, ‖G− tF‖2 ∼
∑
n

(yn − txn)2

xn + yn
. (6.75)

We have to consider only the following three possibilities:
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(a) the case when 1 > xn ≥ ε > 0 for all n ∈ N, the set of all limit points
is [ε, 1];

(b) the case when limn xn = 0, the set of limit points is one point 0;
(c) the intermediate case, when the set of all limit points is the segment

[0, 1], in this case we have N0 and N1 two infinite subsets of N such that

xn ≥ C > 0 ∀n ∈ N0, and lim
n∈N1

xn = 0.

Consider the expression Tkn − I = x1kτ1n + x2kτ2n + x1kx2kτ1nτ2n.

Lemma 6.21. We can approximate by linear combinations
∑m

n=3 tn(Tkn−I)
the following expressions:

x1k + β
(2)
1 x2k − β(3)

1 x1kx2k, or β
(1)
2 x1k + x2k − β(3)

2 x1kx2k (6.76)

where

β
(2)
1 = lim

m

∑m
n=3

1−c2n
1+c1n∑m

n=3
1−c1n
1+c1n

, β
(3)
1 = lim

m

∑m
n=3

(1−c1n)(1−c2n)
1+c1n∑m

n=3
1−c1n
1+c1n

, (6.77)

β
(1)
2 = lim

m

∑m
n=3

1−c1n
1+c2n∑m

n=3
1−c2n
1+c2n

, β
(3)
2 = lim

m

∑m
n=3

(1−c1n)(1−c2n)
1+c2n∑m

n=3
1−c2n
1+c2n

. (6.78)

Proof. Indeed, to obtain the first expression or the second one in (6.76) we
use the fact that

∑m
n=3 tnτ1n → I or

∑m
n=3 tnτ2n → I (see Remark 4.1 and

Lemma 4.1) where tn are defined respectively by the following formulas (see
(6.59)):

tn = − 1

1 + c1n

( m∑
n=3

1− c1n
1 + c1n

)−1
, tn = − 1

1 + c2n

( m∑
n=3

1− c2n
1 + c2n

)−1
.

Further, we should proceed exactly as in the proof of Lemma 6.12. �

Example 6.2. Let xn = C ∈ (0, 1) for all n ∈ N, then Σ12 <∞ if and only
if
∑

n(1− yn)2 =
∑

n c
2
2n <∞. Indeed, we have

∞>Σ12=
∑
n

x2n(1− yn)2

xn(1− yn)2 + yn
>
∑
n

x2n(1− yn)2

xn + yn
=C2

∑
n

(1− yn)2

C + yn
∼
∑
n

(1−yn)2.

90



We show that ‖F‖2 = ‖G‖2 = ∞ and ‖G − tF‖2 < ∞ for some t 6= 0.
Indeed, we have

‖F‖2∼
∑
n

x2n
xn + yn

∼
∑
n

C2

C + 1
=∞, ‖G‖2 ∼

∑
n

y2n
xn + yn

∼
∑
n

1

C + 1
=∞,

‖G− tF‖2 ∼
∑
n

|yn − txn|2

xn + yn
∼
∑
n

|yn − tC|2

C + 1
<∞ for tC = 1.

Since 1− yn = c2n we conclude that
∑

n c
2
2n <∞ therefore, limn c2n = 0 and

finally, we conclude by Lemma 6.21 (see (6.77)) Toeplitz theorem 6.22 and

Lemma 6.23 that β
(2)
1 = 1

C
> 1 and β

(3)
1 = 1. Set β := 1

C
> 1 then we get

x1k + βx2k − x1kx2k = x1k(1− x2k) + βx2k ∈ A2.

A regular matrix summability method is a matrix transformation of a conver-
gent sequence which preserves the limit.

Theorem 6.22 (Otto Toeplitz [25]). An infinite matrix (ai,j)i,j∈N with com-
plex-valued entries defines a regular summability method, i.e.,

lim
n→∞

tn = lim
n→∞

sn where tn :=

nk∑
n=1

aknsn (6.79)

if and only if it satisfies all of the following properties:

(I) limi→∞ ai,j = 0 j ∈ N (every column sequence converges to 0),

(II) limi→∞
∑∞

j=0 ai,j = 1 (the row sums converge to 1),

(III) supi
∑∞

j=0 |ai,j| <∞ (the absolute row sums are bounded).

Lemma 6.23 (A particular case of the Toeplitz theorem). Let us have
three sequences of real numbers (an), (bn) and (αn) with (an) > 0,

∑
n∈N an =

∞,
∑m

k=1 | bk | (
∑m

k=1 ak)
−1 ≤ C, m ∈ N, for some C > 0 and limn αn =

α 6= 0. Set

βm =
m∑
k=1

bk

( m∑
k=1

ak

)−1
, βm(α] =

m∑
k=1

αkbk

( m∑
k=1

ak

)−1
, (6.80)

βm[α) =
m∑
k=1

bk

( m∑
k=1

αkak

)−1
, βm(α) =

m∑
k=1

αkbk

( m∑
k=1

αkak

)−1
.
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If the limit exists limm βm = β ∈ R, then the following limits also exist and
we have

lim
m
βm(α] = αβ, lim

m
βm[α) = α−1β, lim

m
βm(α) = β. (6.81)

To prove that I−x2k ∈ A2 we calculate [T1k, x1k]. The operators x1k and Tα1k

have the following form in H1k = L2(F2, µα1k
) (see (3.9), (2.12) and (6.4)):

x1k = ( 0 0
0 1 ) , T1k =

(
0 a−1

n
an 0

)
where an =

√
α1k(0)/α1k(1).

We show that

[T1k, x1k]
2 = −I, [T1k, x1k(I − x2k)]2 = −(I − x2k). (6.82)

Indeed, we get

[T1k, x1k] = T1kx1k − x1kT1k =
(

0 a−1
n

−an 0

)
.

This implies (6.82) since [T1k, x1k]
2 =

( −1 0
0 −1

)
, and x22k = x2k.

Finally, we get x2k ∈ A2 therefore, x1k − x1kx2k ∈ A2 and we can use the
following expression (see (6.66))

[Tkn−I−x2k(T2n−I)−(x1k−x1kx2k)(T1n−1)]T2n = [x1kx2k−x12x2k(2x1k−I)]τ1n.

Since
∑

n(1− c1n)c22n<
∑

n c
2
2n<∞ we conclude by Remark 6.8 that∑

n(1−c1n)α2
2n(1) = ∞. By Lemma 6.18 we get x12 ∈ A2. Since x12, x2n ∈

A2, by Remark 6.4 (c), we conclude that x1k ∈ A2. Finally, we have
x1k, x2k+1 ∈ A2 for all k ≥ 2 and the proof of the irreducibility of the
example is finished.

Consider now the general case (a). Since 0 < ε ≤ xn = 1− c1n < 1 for all
n ∈ N we conclude that for some subsequence we get limk(1− c1nk) = C1 ∈
[ε, 1]. As in Example 6.2 we conclude that Σ12 ∼

∑
n(1− yn)2 <∞. We can

repeat then step by step the proof of the irreducibility as it was done in the
Example 6.2.

The case (c) is similar to the case (a). In this case we conclude that

∞>Σ12=
∑
n∈N0

x2n(1− yn)2

xn(1− yn)2 + yn
>
∑
n∈N0

x2n(1− yn)2

xn + yn
≥C2

∑
n∈N0

(1−yn)2

1 + yn
∼
∑
n∈N0

(1−yn)2.
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Therefore,
∑

n∈N0
(1− yn)2 < ∞. Set Nm

0 = N0

⋂
[1, m] and define β

(2)
0 and

β
(3)
0 as follows:

β
(2)
0 = lim

m

∑
n∈Nm0

1−c2n
1+c1n∑

n∈Nm0
1−c1n
1+c1n

, β
(3)
0 = lim

m

∑
n∈Nm0

(1−c1n)(1−c2n)
1+c1n∑

n∈Nm0
1−c1n
1+c1n

. (6.83)

Since limn∈N0 c2n = 0 we conclude that

β
(2)
0 = ( lim

n∈N0

xn)−1 = C−11 ∈ [1, C−1) and β
(3)
0 = 1.

We repeat step by step the proof done in the Example 6.2 to the case (a).
We show that the case (b) can not be realized. Indeed, let limn xn = 0.

Since for some t ∈ R \ {0} holds

‖G− tF‖2 ∼
∞∑
n=3

| yn − txn |2

xn + yn
<∞, so

0 = lim
n

| yn − txn |2

xn + yn
≥ 1

2
lim
n
| yn−txn |2=

1

2
(lim
n
yn−t lim

n
xn)2 =

1

2
(lim
n
yn)2.

Therefore, limn yn = 0. This contradicts with two conditions:

Σ12 <∞ and ‖F‖2 ∼
∑
n

x2n
xn + yn

=∞.

Indeed, fix some ε > 0. For sufficiently big N ∈ N we get

∞ > Σ12 >
∑
n>N

x2n(1− yn)2

xn + yn
≥ (1− ε)2

∑
n>N

x2n
xn + yn

∼ ‖F‖2 =∞.

We give another proof of the irreducibility in the case 1.
The case Σ12 = ∞, in fact, is included in the cases (2), (3) and (4), we

shall denote them respectively by (2*), (3*) and (4*). Since Σ12 = ∞ we
have x12 ∈ A2.

Case (2*). Let Γ(G) <∞. Then Γ(H1) <∞ therefore, Σ1m →∞ hence,
x1k ∈ A2 for k ≥ 3. In addition x12 ∈ A2. Since x1k, Tα1n ∈ A2 we conclude,
by Remark 6.4(b), that x2k ∈ A2, k > 3. Finally, x1k, x2k+1 ∈ A2 for k ≥ 2.

Case (3*). Let Γ(F ) <∞. Then Γ(H2) <∞ therefore, Σ2m →∞ hence,
x2k ∈ A2 for k ≥ 3. As in the case (30) (a), (b) or (c) we get x1k − x12x2k ∈
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A2. Since x12, x2k ∈ A2 for k ≥ 3 we conclude that x1k, x2k+1 ∈ A2 for
k ≥ 2. The proof is finished.

In the opposite case, i.e., (a) ∩ (b) ∩ (c), by Lemma 6.12, we can approx-
imate the following expression: x1k − (1 − s)x12x2k − sx1kx2k. In the case
s 6= 1 since x12, x2k ∈ A2 we conclude that x1k−sx1kx2k = x1k(1−sx2k) ∈ A2

hence, x1k ∈ A2 (see the case (310)). The proof is finished.
If s = 1 we get x1k − x1kx2k ∈ A2. Since x12 ∈ A2 we conclude that

Tα2k
∈ A2 for k ≥ 3, by Remark 6.4 (a) therefore, (see (6.82))

[Tα2k
, x1k − x1kx2k]2 = (−x1k[Tα2k

, x2k])
2 = −x1k. (6.84)

At last, we have x1k, x2k+1 ∈ A2 for k ≥ 2 and the proof is finished.
Case (4*). Let Σ12 = Γ(F ) = Γ(G) = ∞, then x12 ∈ A2 and Tα2n ∈ A2

for n ≥ 3. Using Lemma 6.21, we can approximate by linear combinations∑m
n=3 tn(Tkn − I) the following expressions:

x1k + β
(2)
1 x2k − β(3)

1 x1kx2k, or β
(1)
2 x1k + x2k − β(3)

2 x1kx2k

since one of two sequence

m∑
n=3

(1− c1n)
( m∑
n=3

(1− c2n)
)−1

or
m∑
n=3

(1− c2n)
( m∑
n=3

(1− c1n)
)−1

should be bounded.
Because of the symmetry between the first and the second rows, i.e.,

between variables (x1k)k and (x2k)k, it is sufficient to consider the case when

x1k + β
(2)
1 x2k − β(3)

1 x1kx2k ∈ A2 where 0 < β
(3)
1 ≤ β

(2)
1 <∞. By (6.82) we get

[Tα1k
, x1k(I − β(3)

1 x2k) + β
(2)
1 x2k]

2 = −(I − β(3)
1 x2k),

therefore, x2k ∈ A2 for k ≥ 3 when β
(3)
1 > 0. By Remark 6.4 (c), we get that

x1k ∈ A2 for k ≥ 3 and the proof is finished.
Let β

(2)
1 > β

(3)
1 = 0, then x1k + β

(2)
1 x2k ∈ A2. We prove the following

Lemma 6.24. The von Neumann algebra Cn generated by operators Tα1n , Tα2n

and x1n + βx2n is irreducible in the space Hn := L2(F2, µα1n) ⊗ L2(F2, µα2n)
for β ∈ (0, 1].
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Proof. Using (6.5), (5.4), (2.12) and Remark 2.3 we get

Tα1n=

(
0 0 a−1

n 0

0 0 0 a−1
n

an 0 0 0
0 an 0 0

)
, Tα2n=

(
0 b−1

n 0 0
bn 0 0 0

0 0 0 b−1
n

0 0 bn 0

)
, x1n+βx2n=

(
0 0 0 0
0 β 0 0
0 0 1 0
0 0 0 1+β

)
(6.85)

where an, bn are defined by (6.4). Indeed, we have

Tα1n ⊗ I =
(

0 a−1
n

an 0

)
⊗ ( 1 0

0 1 ) =

(
0 0 a−1

n 0

0 0 0 a−1
n

an 0 0 0
0 an 0 0

)
,

I ⊗ Tα2n = ( 1 0
0 1 )⊗

(
0 b−1

n
bn 0

)
=

(
0 b−1

n 0 0
bn 0 0 0

0 0 0 b−1
n

0 0 bn 0

)
,

x1n ⊗ I + βI ⊗ x2n = ( 0 0
0 1 )⊗ ( 1 0

0 1 ) + β ( 1 0
0 1 )⊗ ( 0 0

0 1 ) =(
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

)
+ β

(
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

)
=

(
0 0 0 0
0 β 0 0
0 0 1 0
0 0 0 1+β

)
.

In the case β ∈ (0, 1) the commutant (x1n+βx2n)′ consists of all diagonal
operators D(λ) = diag(λ1, . . . , λ4) since eigenvalues of x1n+βx2n are distinct.
The commutation relation [D,Tα1n ⊗ I] = 0 implies λ1 = λ3, λ2 = λ4. The
commutation relation [D, I ⊗ Tα2n , I ⊗ Tα2n ] = 0 implies λ1 = λ2, λ3 = λ4.
Finally, we get D(λ) = λI. In the case β = 1 the commutant (x1n+βx2n)′

consists of all operators of the form

D =

( λ1 0 0 0
0 λ2 b 0
0 c λ3 0
0 0 0 λ4

)
.

The commutation relation [D,Tα1n⊗I] = 0 implies b = c = 0, λ1 = λ3, λ2 =
λ4. The commutation relation [D, I ⊗ Tα2n , I ⊗ Tα2n ] = 0 implies λ1 =
λ2, λ3 = λ4. Hence, in this case we get D = λI. �

The irreducibility of the representation in the case β
(2)
1 > β

(3)
1 = 0 follows

from the fact that von Neumann algebra A = (T12, x12)
′′⊗∞n=3Cn is irreducible

since the commutant A′ is trivial by Lemma 6.24. Indeed, we have A′ =
(T12, x12)

′ ⊗∞n=3 C
′
n.

When β
(2)
1 = β

(3)
1 = 0 we get x1n ∈ A2. By Remark 6.4 (b), we conclude

that x2k ∈ A2 for k ≥ 3 and the proof is finished.
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