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Abstract

.... , ...._ .A .modeLis ,presented,~in..which ..the_EJ .~eqllivalenceselation.. x.C y..iff L(x] ~ .L(y]
on reals does not admit areasanable form of the Glimm - Effros theorem. The
model is a kind of iterated Sacks generic extension of thc constructible model, hut
with an "ill"founded "length" of the iteration. In another model of this type, we
get an example of a llJ non-Glimm~Effros equivalence relation on reals.

As a more elementary applications of the technique of "ill"founded Sacks it­
erations, we ohtain a simple cardinal invariant which distinguishes prod uct and
iterated -Sacks extensions, and a model in which every nonconstructible real codes
a coilapse of a given cardinal /'i, ~ N2ld to N~ld. '.•
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Introduction

Theorems of the following type are quite usual in mathematics:

every object in some domain is either "regular" in some specijied sense, orJ i/ it 1S

"singular" then it includes a certain distinguished "singular" object.

For instance by an old Souslin theorem a Borel, or, more generally, ~~ ;et of reals
either is countable (= "regular") or contains a perfect subset (= thc distinguished type
of uncountable sets).

The question: how more complicated sets behave with respect to this particular
"dichotomy" , was completely solved in the early era of forcing: first, a ~~ set is either
of cardinality ::; NI or contains a perfect subset; second, nothing like this can be proved
for n~ sets unless we use special strong axioms (like the axiom of determinacy) or work
in special "regular" models (for example the Solovay model).

It is a related but more general and much more difficult problem to investigate, in

;this mann~r, th~ number ,of ,eq1.!ival.~nc~,()~s~s pi an: equiyalencc. rel~tion PD.. !e~~~: ~h~s.

problem can be traced (at least) back to the origins of descriptive set theory. I

It was in 1970'es that Silvcr [17] proved that a nl equivalence relation on reals either
has countably many equivalence c1asses or admits aperfeet set of pairwise inequivalent
reals. (The Souslin theorem is an easy corollary: indeed if X is a ~~ set of reals then
the equivalence E defined as equality on X and x E y for all x, y rt X, iso rr~ .)

Moreover, it was recently recognized that equivalence relations allow a different type
of investigatioll, related to enumeration of c1asses by sets %rdinals (e. g. reals) rather
than ordinals themselves. Harrington, Kechris, and Louveau [5] proved that each Borel
equivalence relation E on reals satisfies one and only one of the following conditions:

(1) E admits a Borel enumeration of the equivalence c1asses hy reals.

(11) E continuously embeds Eo, the Vitali equivalence. 2

Same notation. An enumeration 0/ classes for an equivalence E on reals is a function
U defined on reals and satisfying x E y iff U(x) = U(y) for all x, y. Eo is the Vitali
equivalence on the Cantor space 1) = 2w

, defined hy: x Eo y iff x(n) = y(n) for all
hut finite n E w. An embedding of Eo into E is a 1 - 1 functioTl U: TI -----7 reals
such that x Eo y t---t U(x) E U(y) for all x, y E 1) .

1 Luzin noted in [15), section 64, that, although it looks natural that the Vitali equival~nce on reals
has continuum-many equivalence classes, a concrete enumeration of the equivalence classes by reals
had not been known. (If the axiom of choice is not assumed, the Vitali equivalence can have strietly
more equivalence classes than the cardinal of continuum, see Kanovei [10].) Even earlier Sierpinski [16]
demonstrated that if the set of all Vi tali classes can be /i near/y ordered then there exists a nonmeasurable
set of reals, having approximately the same projective class as the linear order, provided it is projeetive.
We shall see that the Vitali equivalence in general plays a distinguished roIe in modern investigations.

2 Relations satisfying (I) are called smooth. Take notice that Eo is not smooth.
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The dichotomy of type (I) vs. (11) was called the Glimm - Effros dichotomy in
[5]. (We refer the reader to [5] as the basic sourse of information on the history of
this type of theorems, to Hjorth and Kechris [9] and Kechris [13] as a review of further
development, to an the three mentioned in cancern of applications and relCbted topics,
and to Kechris [14] as a broad reference in the subject.)

Theorems of this type, but with a weaker condition (1) 3 are known for :E~ equiv­
alence relations, provided either the uni verse satisfies the sharps hypothesis (Hjorth and
Kechris [9]) or each real belongs to a generic extension of L (Kanovei [12]). 4

However we prove that dasses E~ and IlJ contain counterexamples, equivalence
relations which do not admit a theorem of the Glimm-Effros type in ZFC, at least in
the domain of real--ordinal definable (R-OD, in brief) enumerations and embeddings.

Theorem 1 lt is consistent with ZFC that the EJ equivalence relation C, defined
on reals by x C y iff L[x] = L[y], has c-many equivalence classes, and:

- neither has !!' R-OD .enu1'!!eratio~ of:.th~:e.J.~i~al~~~e:~.las~~,~,.b.y sets ,01 .?:~~n.a~s!

- nor admits a R-OD pairwise C-inequivalent set 0/ cardinality c,

and in addition either 01 the lollowing two cardinal equalities can be mode/ed :n the
universe : c.= NI = Nt or c = N2 = N~ ,

Theorem 2 Jt is consistent with ZFC that some 1I~ equivalence relation on reals
has c-many equivalence classes, and:

- neither has a R-OD enumeration of the equivalence cLasses by sets %rdinals;

- nor embeds Eo, ihe Vitali equivalence, via an R-OD embedding,

and in addition either of the following two cardinal equalities can be modeled in the
unzverse: C = NI = Nr or c = N2 = N~ .

Remarks ,
The "nor" assertion of Theorem 1 implies the "nor" assertion of Theorem ..2, because
obviously there exists aperfeet set of pairwise Eo-inequivalent points. It is not dear
whether one can strengthen the "nor" assertion of Theorem 2 to the form of Theorem].

It makes no sense to look for non-R-OD enumerations, assuming we work in ZFC
(with Choice). Equally it would be silly to look for enumerations by sets 01 sets of
ordinals (the next level) because each equivalence dass is an object of this type.

3 .6.rc enumeration of the equivalence classes by countable (of any length < Wl ) binary sequences.

4 Friedman [2], Hjorth [7, 8], Kanovei [11] obtained partial results of this type for "E"l, n1, and
more complicated relatioJ:ls, and different relevant theorems on equivalence relations, which we do not
intend to discuss in detail.
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The theorems are elose to a possible optimal counterexample. Indeed Hjorth [8]
proved that every .d~ relation (more generally, a relation which i8 both wl-Souslin and
wl-co-Souslin), which satisfies the property that the equivalence of the ~~ and rr~

definitions is preserved in Cohen generic extensions, admits a Glimm - Effros theorem,
with an enumeration of elasses by wl-long binary sequences in (I).

It is a very interesting problem at the moment to figure out whether all A.~ relations
admit a reasonable Glimm - Effros dichotomy. (Since the models we construct for the
theorems are very special, it would be reasonable to expect that even elasses ~~ and
IIi admit a Glimm - Effros dichotomy under certain reasonably weak assumptions.)

The models

The models for theorems 1 and 2 we propose, are iterated Sacks extensions of the
constructible model, having a nonwellordered set as thc "length" of iteration. Therefore,
this is not a kind of iterated generic models in t~e usual setting (see Baumgartner and

,,L,a~~r,.[1 J_0.0. it~rations~of.sa.cks·fo.rsiI!g)cw'p~r~·t.h~J~.~gt.~:gfJ-,~~...~~~rali<2~:Ls,~ ~y: 9~fipi ~i.0f.l,.
an ordinal. We use "ill"ordered Sacks iterations to prove the theorems.

An idea as how to define iterated Sacks generic extensions, having inverse ordinals
as the "length" of iteration, was developed by Groszek [3]. We make different technical
arrangements to obtain "ill"ordered and even "ill"founded Sacks iterations. (The model
for Theorem 2 is an example of an "ill"founded and not linear iteration; a model for
Theorem 1 can be obtained in two ways: as a linear "ill"ordered Sacks iteration, and
as a nonlinear wellfounded Sacks iteration; the latter version is equivalent to the usual
countable support iteration of Sacks X Sacks forcing, of length Wl or wz.)

Let I be a partially ordered set in 9J1, the ground model, - the intended "length"
of the iteration. A typical forcing condition is, in 9J1, a set X ~ 'D', where (~I is
countable, of the form X = H" 'D', where H is a 1- 1 continuous function such that

x re= Y re~ 11 (x) re= H (y) re
for all x, y E 'D' and any initial segment ~ of (. Section 1 contains the definition and
several basic lemmas related to the conditions.

Section 2 shows how one splits the forcing conditions into smaller ones, and gathers
forcing conditions via a kind of fusion technique, common for the Sacks forcing.

Section 3 ends the study of the forcing notion by a theorem which describes the
behaviour of continuous functions mapping the conditions into reals.

Sections 4 and 5 define and study the extensions. We prove that the farcing nation
associated with a partially ardered set I in the ground model 9J1 produce-s a generic
model of the form ~ = 9J1[(ai : i EI)]' where each ai E 'D is Sacks generic aver the
model 9J1[(aj: j < i)], - the property which witnesses that 91 is a kind of iterated
Sacks extension of m1 despite I can be not wellordered.

We prove a cardinal preservation theorem, and a very important theorem which says
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that each real in m can be obtained applying a continuous function coded in m to
a countable sequence of generic reals. This theorem allows to convert properties of
continuous functions in the ground model to properties of reals in the extension.

In particular it occurs (Section 5) that, if every initial segment of I belongs to m
then the degrees of m-constructibility of reals in the extension are in 1 - 1 correspon­
dence with the countably cofinal initial segments of I.

Section 6 presents the proof of Theorem 1. The proof utilizes a particular property
of tbe sets I = (W1 or W2) X Z, where Z = {... ,-2, -1,0,1,2, ... } - the integers: each
copy of Z admits nontrivial order isomorphisms - shiftings. This does not allow areal
in the extension to "know" definitely the exact place, say (a, z) E W1 X Z, of its degree
of constructibility. One more possibility is I = (Wl or W2) x (unordered {O, I}), which
is equivalent to the usual iteration of the forcing Sacks x Sacks, of length W1 or W2.

We do not know whether an iteration of the Sacks forcing of an ordinallengtq can prove
Theorem 1.

A modification, I = (W1 or W2) X (Z x {O, I}), is used to prove Theorem 2. We do
" ,,-,'oe "'<.Iuot ,.knowvhowAoto.-prove .. t hisutheorem" notlOusing,,-·.~,iIVl.fou nded', Sacks~ iterat ions. ",

Two more applications

Two easier applications of the technique of Sacks iterations are obtained in ?ection 5.

Theorem 3 Let K, > ~F be a cardinal in a countable model m. There exists a
generic extension ry"t 0/ 9J1 in which NF is still a cardinalJ but every nonconstructible
real collapses K to ~F .
(Clearly the result is impossible for ~o instead of N1 since a collapse of an uncountable
cardinal to ~o provides nonconstructihle reals which do not collapse cardinals.)

Of course different forcing notions produce reals that code much more sophisticated
things, hut the model for Theorem 3 is somewhat exceptional because first'Lit is really
simple (we use inverse K, Sacks iteration and exploit the known phenomena that each
next Sacks real "knows" the previous steps, which compels every nonconstructible real
to code the collapse) and does not involve a complicated coding technique.

The second application is devoted to cardinal invariants which distinguish "long"
product and iterated Sacks extensions. Stepräns gave some invariants in a talk on this
matter at Haifa Logic Colloquium (August 1995). We present a simpler invariant.

Every collection g:- of continuous functions 1 : reals ---t reals determines a
partial order ::;3" on reals as folIows: x ~3" y iff x = 11 (12 (.. , /n (y) ... )) for some
functions I], /2, ,.. , In E 1'. Let { (the linear order cardinal) denote the least cardinality
of a family :r such that ::;T linearly orders the reals. Ohviously [::; c ,

Theorem 4 Let m be a countable transitive model 0/ ZFC. Then [= c in each
countable support product Sacks extension 0/ m but (= card crot in each countable

support iterated Sacks extension 0/ m ,
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1 The forcing

Let CPO be the dass of all countable (including finite) partially ordered sets. Greek
letters ~, 7], (, {} will denote sets in CPO. Characters i, j are used to denote elements
of sets in CPO. For any (E CPO, IS, is the collection of all initial segments of (.
For instance 0 and ( itself belong to 18,.

We shall usually have fixed a "basic" p. o. set (E CPO, so that all other p. o.
sets actually involved in the reasoning are subsets of ( and even members of 18,. In
this case, for any i E ( we shall consider special ini tial segments [< i] = {j E ( : j < i}
and [t i] = {j E ( : j t i}, and [:::; i], [f i] defined in the same way.

As usual, N = W W is the Baire space; points of N will be called reals ..

TI = 2w is the Cantor spaee. For any countable set C TIe is the product of
~-many copies of TI with the product topology. Then every 'De is a compact space,
homeomorphic to TI itself unless ~ = 0 .

Assume that 17 ~ ~. If x E TIe then let x r17 E TI71 denote the usual restriction. If
., ,.. , ,., ,,_:X,"~ /De, ,.then"let IoX,r~7J' =,,{x'Jr7J' :,XrE- X.J. ... : - , ~

But if Y ~ 'D 71 then weset yr-l~ = {x E TIe: Xr7] E Y}.

To save space, let X r<i mean X n< i], X rli mean X nt i], etc.

Definition [The forcing]
For any set ( E CPO, Perf, is the collection of all sets X ~ 'D' such that there
exists a homeomorphism H: 1>' onto X satisfying

Xo r~ = Xl r~ f-----+ 1f(xo) r~ = H(xd r~ - for all Xo, Xl E dom H and ~ EIS, .

Homeomorphisms 11 satisfying this requirement will be called projeetion-keeping. So,
sets in Perf, are images of TI' via projection-kceping homeomorphisms. 0

If H : 'D' onto X is a projection-keeping homeomorphism then we define, for any
~ EIS" an associated projection-keeping homeomorphism 1fe : TIe onto X r~ by
He(x r~) = H(x) r~ for all x E 'D'.

Proposition 5 Every set X E Perf, is closed and salisfies the /ollowing properties:

P-l. I/ iE( and ZEXr<i thentheset Dxz(i)={x(i):XEX & Z=Xr<i} isa
per/eet set in 'D.

P-2. // ~ EIS, and a set X' ~ X is open in X (in the relative topology) thcn the
projeetion X' r~ is open in X r~ . 5

P-3. I/ ~,1]EI8" xEXr~, yEXr17, and xr(~n1J)=yr(~n7]), then xUyE
Xr(~U7J).

5 In other words, it is required that the projection from X r~i to X r<i 15 an open map.
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This proposition can be taken as the base for an independent definition of tbe forcing;
however it it not true that the requirements P-l, P-2, P-3 fully characteri·~e Perf,.

Prüüf Obviously TI' satisfies the requirements. On the other hand, one easily proves
that projection-keeping homeomorphisms keep the requirements. . 0

Let us prove several simple lemmas on forcing conditions.

The following lemma shows how P-3 w~rks.

Lemma 6 Suppose that X· E Perf" ~,1] E 15" Y ~ X r1], and Z ~ X n (Y r- 1
().

Then Z r~ = (X r~) n (Y r(~ n 1]) r-l~) .

Praaf The indusion ~ is quite easy. To prove the opposite direction let x belong to
the right-hand side. Then in particular x r(~ n1]) = Y r(~ n77) for some y E Y. On t he
other hand" x E X r~ and y E X r77. Property P-3 of X (see Proposition 5) implies
xUYEXr(~U77)' Thus xUyEZr(~U77) since yEY~Xr1], so xE~r~. 0

" .
Lemma 7 If X E Perf, and ~ EIS, then X r~ E Perfe.

Proof If H witnesses that X E Peff, then He witnesses that X r~ E Perfe.

o

o

Lemma 8 Suppose that H is a prajection-keeping homeomorphismJ defined on same

X E Peff,. Then the image H" X = {H(x) : x E X} belangs to Perf, .

Proof It is easy to see that a superposition of projection-keeping homeomorphisms is
a projection-keeping homeomorphism. 0

Lemma 9 Assurne that X E Perf" X' ~ X is open in X, and Xo E X'. There
exists a dopen in X set X" E Perf" X" ~ X', containing xo.

Prüof By the previous lemma, it suffices to prove. the result provided X = TI'. We
observe that if Xo E X' ~ 'D' and X' is open in 'D' then there exists a b·~sic dopen
set C ~ X' containing xo. (By basic dopen sels we understand sets of the form

c = {x E 'D' : u1 ~ X ( i 1) & ... & Um ~ X ( im) },

where m E w, iI, ... , im E ( are pairwise different, and UI, ... , Um E 2<w.) One can
easily prove that every set C of this type actually belongs to Perf,. 0

Lemma 10 Let X, Y E Perf, and 7] E 15" X r77 = Y r1]. There exists a projection­
keeping homeomorphism H : X onto Y such that H (x) r1] = x r1] for all x EX.

Praof Let F: TI' onto X and G: TI' onto Y witness that resp. X and Y belong
to Perf,. We put H(x) = G(G~l(X r7]) U P-l(X) r(( \ 7])) for all x EX.
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Then H" X ~ Y by thc choice of C. Let us prove that H" X = Y. Let y E Y.
We put x = F(P'1J-I(y r1]) U C-1 (y) r(( \ 1])) (the dual transform). Then x r17 = y r17
while P-I(x) r(( \ 17) = C-I(y) r(( \ 17)), so that H(x) = G(G-1 (y)) = y, as required.

Take notice that H( x) r17 = G'1J (G;;l (x r1])) = x r1] by definition.

To prove that H is projection-keeping, let xo, Xl E X. Assurne that ~ EIS, and
Xo r~ = Xl r~; we have to prove that H(xo) r~ = JI(xd r~. Since G is j:)rojection­
keeping, it would be enough to prove that the points

Zt = C-1 (H(XI)) = G;I(XI r17) U P-I(xt) r(( \ 1]), 1= 0,1,

satisfy Zo r~ = ZI r~· We observe that Zt r~ = G~I(Xt re) u F-I(Xl) 1e', where e=
~ n 17 and e' = ~ \.,." so that Zo r~ = Z1 I~ because Xo I~ = Xl r~ and both Fand
Gare projection-keeping. The converse is proved similarly. 0

Lemma 11 Suppose that X E Peff" 17 E 15" Y E Perf'1J) and Y ~ X I"". Then
Z = X n (Y r- I () belongs to Perf, ..

Proof Let P: 'D' onto X and G: 'D'1J onto Y witness that resp. X E Perf, and
Y E Perf'1J' We define a projection-keeping homeomorphism H : TI' -4 Z by

for all z E TI'. We check that H maps TI' onto Z. Let z E TI'. Then H (z) E X
by the choice of F. Furtherrnare H(z) I.,., == F'1J (F'1J-I(G(Z r17))) == G(z r17) E Y, so

H(z) E Z. Let conversely z' E Z, so that Zl = F(x) for some X E TI'. We define
z E TI' by: z 1(( \.,.,) = X r(( \ 17), hut z 11] = C- I(F'1J(x r.,.,)). (To be sure that G-I

is applicable in the last equality, note that F'1J(x r17) = F(x) r17 == z' I.,., E Zr.,., = Y .)
Then by definition H(z) = F(x) == z'. .

We prove that H is projection-keeping. Let Zo, Zl E TI' ähd ~ EIS,'. Suppose
that Zo 1~ = ZI r~, and prove H(zo) r~ = H(zt} r~. Let us define Xl E TI' (I == 0, 1)
so that Xl 1((\17) = Zl r((\17), hut Xl r17 = FT/-I(G(ZI 117))· Then, first, H(zt) = F(Xl),
second, since both Fand C are projection-keeping, we have Xo I~ = Xl I~ and finally
F(xo) I~ = F(xt} I~, as required. The converse is proved in the same way. 0

Lemma 12 Assume that (~{) E CPO, X, Y E Perf" H is a projection-keeping
homeomorphism X onto Y. The"n the sets X' = X 1-1 {) and Y' = Y r-,1 {) belong

to Perf,9 and the function H', defined on X' by H'( x') r(t9 \ () = X' 1(ß \ () and
H'(x' ) r( = H(x' I(), is a projection-keeping homeomorphism X' onto V'.

Prüof If a projection-keeping homeomorphism F : TI' onto X witnesses that X E

Perf, then the homeomorphism F /, defined on TI t9 by F'(x') r(t9 \ () == X' r(t9 \ ()
and F'(x') r( = F(x' r() for all X' E TI t9

, witnesses that X' E Perft]. The rest of the
prüof is equally simple. 0
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2 Fusion technique

We shall exploit later the construction of sets in Perf, as X = nmEw UUE2 m x u , where
every X u belongs to Perf,. This section introduces the technique.

First of all we have to specify requirements which would imply an appropriate be­
haviour of the sets X u E Perf, with respect to projections. We need to determine,
for any pair of finite binary sequences u, v E 2m (m E w), the largest initial segment
<= ([u, v] of ( such that the projections X u f< and Xv f< have to be equal, to run
the construction in proper way.

Let us fix (E CPO and an arbitrary function <I> : w ~ ( .

We define, for a pair of finite sequences u, v E 2m (m E w), an initial segment

(lP[u, v] = nl<m, u(l):;ev(l) [~<I>(1)] = {j E ( : --, 31 < m [u(I) #- v(I) & j 2:: <I>(1)]} EIS,.

Definition A <I>-sp1itting system of order m in Perf, is a family (Xu : u E 2m
) of

s~ts X u ~ Perf,: ~l!ch ~,~at< ;.'·.l ~ "~I· t ,~.:\ \'l' I ", ~

S-l. X u f(4l(u, v] = Xv f(4l [u, v] for all u, v E 2m
, and

S-2. Ir i E (\ (I)[U, v), then XufSi n Xvf$i = 0 - for all u, v E 2m .

A splitting system (XUI : u' E 2m +1
) is an expansion of a splitting system (Xu : u E 2m

)

iff X u "e ~ X u for all U E 2m and e = 0, 1. 6 0

We consider two ways how an existing splitting system cau be transformed to another
splitting system. One of them treats the case when we have to change one of the sets
to a smaller set in Perf" the other one expands to the next level.

Lemma 13 Assume that (Xu : u E 2m
) is a <I>-sp1itting system in Perf" Uo E 2m

,

and X E Perf" X ~ X uo ' We re-define X u by X~ = xu n (X f(41 [u, uo] f- 1
() for

all u E 2m
. Then the re-defined 7 fami1y is again a <I>-sp1itting system.

Proof Each set X~ belongs to Perf, by lemmas 7 and 11. We have to check only
requirement 8-1. Thus let u, v E 2m

, ~ = (~[u, v]. We prove that X~ fC= X~ fc.
Let in addition (u = (l1>[u, uo] and (v = (41 [v, Uo]. Then .~

X~ fc = (Xu f<) n (Xo f(c n(u) f- 1 c) and X~ fe = (Xv fc) n (Xo f(e n (v) f- 1 e)

by Lemma 6. Thus it remains to prove that en (u = en (v (the "triangle" equality).
Assume on the contrary that i E en (u but i (f. (v' The latter means that i 2:: <I>(I) in
( for some 1 < m such that v(1) #- uo(1). But then eithcr u( 1) #- uo( 1) - so i rf. Cu,
or v(1) #- u( 1) - so i rf. e, contradiction. 0

6 Characters e, d will always denote numbers 0 and 1.

7 Notice that X~o = X .
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We are going to prove that each splitting system has an expansion. This needs to
define first a special construction of the expansion.

Let i E (, X E Perf,. A pair of sets X o, Xl E Perf, will be called an i-splitting
of X if X o u Xl ~ X, X orli = Xl rli, and X or~i n Xl r~i = 0. The splitting will
be called complete if X o U Xl = X - in this case we have X orli = Xl rli = X rli .

Assertion 14 If i E ( and X E Perf, then there exists a complete i-splitting of X .

Proof If X = TI' then we define Xe = {x EX: x(i)(O) = e}, e = 0, (" Lemma 8
extends the result on the general case. . 0

Lemma 15 Every CP-splitting system (Xu : u E 2m
) in Perf, can be expanded to a

~-splitting system (Xu': u' E 2m +l
) in Perf, so that for each u E 2m

, Xu"o, XU"1
is a complete i-splitting of Xu , where i = ~(m) .

,Pro~C ,Wy.sh-a:I.I, Y'fite ~ ..(,[u, vj. jnstead".ofrr(~,[u,.v.],_.sinG,e _.g>~.i§,,,fixed.;, rLe,t "u·s, c~nsi~er,
one by one in an arbitrary hut fixed order, all sequences u E 2m . At each step u, we
shall i-split X u in one of two different ways.

Gase A. Suppose that there does not exist w E 2m , considered earlier than u,
such that i E ([u, w]. Let Xu"o, Xu"l he an arbitrary complete i-splitting of Xu .

Gase B. Otherwise, let w be the one which was considerecl first among all sequences
w of the mentioned type. We put Xu"e = X u n (Xw"e r9 r- 1

() for e = 0, 1 .

Let us prove that Xu"o, X U "1 is a complete i-splitting of X u in this caSe. First of
all , X u r([u,w] = X w r([u,w] by 8-1; it follows that Xw"er~i ~ Xwr~i = Xur~i, so
that the sets Xu"e belong to Perf, by lemmas 7 and 11.

By the choice of w, we had Case A at step w. (Indeed, if otherwise i E ([w, w']
for some w' E 2m considered even earlier, then i E ([u, w'] - by the "triangle" equality
in the proof of Lemma 13 - contradiction with the choice of w.) Therefore for sure
Xw"o, X W "1 is a complete i-splitting of X w. In particular, Xw"e r<i = X wr<i. On the
other hand, Lemma 6 implies X u "e rli = X u rli n (Xw "e r<i r- 1 [t iD for e ="0, 1, since
[ti] n [:S;i] = [<i] - so we get Xu"Orli = X U "l rli.

8y definition, Xu"er~i = Xw"er~i for e = 0,1, so that Xu"Or~i n XU"lr~i = 0
because Xw"o, X W "1 is a splitting of Xw' Finally, since Xw"o, X W "1 is a complete
i-splitting of X w , and Xwr~i = Xur~i, we have Xu"o U X U "1 == X u , as required.

Thus Xu"o, X U "l is a complete i-splitting of X u for all u E 2m
. It remains to

prove that (Xu ': u' E 2m +1
) is a splitting system.

To prove 8-1 and S-2, let u'. = u I\d and v' = v I\e belong to 2m +1
; d,"e E {O, I};

~ = ([u, v], e= ([u',v'], and Y = X u r~ = Xtl r~. We consider three cases.

Gase 1: i f/:~. Then by definition ~ = e ~ [t i]. We have X u ' r~ = Y = X tI ' r~·

This proves 8-1 for the sets X u " X tI" while 5-2 is inherited from the pair X u , Xtl
because ~ =~' and X u' ~ X u , X tI , ~ Xtl .

10



Gase 2: i E ~ and d = e, say d = e = O. Then again ~ = ~' by definition, so
8-2 is c1ear, but i E e. To prove 5-1, let w E 2m be the first (in the order fixed at
the beginning of the proof) sequence in 2m such that i E ([u, wJ U ([v, w] (e. g. w
can be one of u, v). Then, since i E ~ = ([u, vJ, we have i E ([u, wJ n ([v, w] by the
"triangle" equality. Finally it follows from the construction (Case B) that

However X u r~ = Xv r~ = Yj this proves XUAo re = XvAQ re· (Note that e= ~ .)
Gase 3: i E ~ but d =j:. e, say d = 0, e = 1. Now e= ~ n [l iJ, a proper subset

of ~. Let w be introduced as in Case 2. We observe that en [::; i] = [< i], so

by the construction and Lemma 6. However XWAo r<i = X w A) r<i because the pair
XwAQ, XWA) is an i-splitting of X w . Furtherrnare, X u re = Xv re = Y fe because

",I -Xu.f·&~='-:Xv,.r-~.:.=.}{.d,We~conc1ude"that lXkAo1f{/" =iXt; Ao'f,e·,1:1as f ·required.

Let us prove 8-2 for some i' E ( \ e· If i' f/. ~ then already X u f5i' n Xv f5i' = 0.
If i' E ~ \ ethen i ' 2:: i, so that it suffices to prove 8-2 only for i' = i = <I>(m).
To prove 8-2 in this case, note that Xu"Of<i = XwAof<i and Xv"} f<i = XW"l f<i by
the construction. But X w"0 f5i n Xw"d 5i -= 0 becau~e the pair XWAo, Xw"} is an
i-splitting, so X u"0 f5i n Xv "1 f5i = 0 . 0

To formulate the fusion lemma we need a couple more definitions.

Definition An indexed family of sets X u E Perf" u E 2<w, is a ib-fusion sequence
in Perf, if for every m E w the subfamily (Xu : u E 2m

) is a ib-splitting system,
expanded by (Xu : u E 2m +l

) to the next level, and

8-3. For any t: > 0 there eXlsts m E w such that diam X u < t: for all u E 2m . (A
Polish metric on ']), is assumed to be fixed.) 0

Definition A function <I>: w ---t ( is (-comp/ete iff it takes each value i E ( In­
finitely many times. 0

Theorem 16 [Fusion lemma]

Let ib be a (-complele function. Suppose that (Xu : u E 2<W) is a ib-fusion sequence
in Perf,. Then the set X = nmEw UUE2 m X u belangs to Perf, .

Proof The idea of the proof IS to obtain a parallel presentation of the set D = ']), as
the "limit" of a <I>-fusion sequence, and associate the points in D and X which are
generated by one and the same branch in 2<w. So first of all we have to define a fusion

sequence of sets Du E Perf, such that '1)' = D = nmEw UUE2 m Du .
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Lemma 15 cannot be used: we would face problems with requirement 8-3. We rather
maintain a direct construction. For m E w, we put (m = {<I>(l) : .I < m}. Let i E (m,

and {I < m : <I>(l) = i} = {lb, ... , l~(i)-l} in the increasing order. If u E 2m then we

define ui·E 2&(i) by Ui(s) = u( l~) for all s < s( i), and put

Du = {y E D = 1'>' :Vi E (m (Ui C y(i))} ,

so that Du is a basic dopen set in 1'>'. (Note that y( i) E 1'> whenever y E ']J' and
i E ( .) We omit a routine verification of the fact that the sets Du form a <I>-fusion
sequence (8-3 follows from the (-completeness of ~) and UUE2 m Du = 1'>' for all m.

We observe that for each a E 2W = ']J the intersections nm X atm and~ nm Da tm
contain single points, say X a E X and da E D respectively, by 8-3, and the maps
a f------7 X a, a 1--+ da are continuous. Let us define (~[a,b] = nmEw(~[a rm,brm]. In
particular (41 [a, b] = ( iff a = b. It follows from 8-1 and 8-2 that

I (*).{ x~r(~[a,,~]~.xbr(4I~~,b]
X a r~i -# Xb r~i

and da r(~[a, b] = db r(41 [a, b]
• ..& ,Jo. '" -.. , ,'" .t., ~ • + I'

and da r~i -# db r~i
for all a, b E 2W

j , • t· ". ... ..... ".

whenever i tt ($(a, b]

This allows to define a homeomorphism H : D = ']J' onto X by F(da ) ~. X a for all
a E 2W

• To see that H is a projection-kceping homeomorphism, let ~ EIS, and, for
instance, da, db E ']J' and da r~ = db r( Then ~ ~ (~(a, b] by thc second line in (*),
so we get X a r~ = Xb r~ by thc first line, as required. 0

Corollary 17 Suppose that X E Perf" and Gm ~ 'D' "is dosed for each m E w.

There exists Y E Peff, , Y ~ X such that Gm n Y is dopen in Y JOT every m,

Proof It follows from Proposition 9 that for any m and any X' E Perf, there exists
Y ' E Perf" Y ' ~ X', such that either Y ' ~ Gm or Y ' n Gm = 0. Therefore we cao
deflne, using lemmas 13 aod 15, a fusion sequence (Xu : u E 2<W) of sets X u E Perf,
such that XI\. = X and either X u ~ Gm or X un Gm = 0 whenever u E 2m

- for all
m E w, The set Y = nmEw UUE2 m X u is as required. 0

Corollary 18 Assume that X E Perf" and B ~ 1'>' is a set 01 a finite Borellevel.
There exists Y E Perf" Y ~ X such that either Y ~ B or Y nB = 0 .

Proof 8 Let B be defined by a finite level Borel scheme (countable unions plus
countable intersections) from dosed sets Gm, m E w. The preceding corollary shows
that there exists X' E Peff" X' ~ X such that every X' n Gm is elopen in X'. Thus
the Borel level can be reduced. When one finally achieves the level of closed or open
sets, the previous corollary is applied. 0

8 In fact this is true for a11 Borel sets B but needs a more elaborate reasoning.
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3 Reducibility of continuous functions

This section studies the behaviour of continuous functions defined on sets in Perf"
( E CPO, from the point of view of a certain reducibility.

Definition For each set (, Cont, will denote the set of all continuous functions
F : '1)' ~ reals. (As usual, reals = N = wW

.) Let F E Cont(, ~ ~ (, X ~ TI' .

1. F is reducible to ~ on X iff x f~ = y f~ implies F(x) = F(y) for all ~,y EX.

2. F captures i E ( on X iff F(x) = F(y) implies x(i) = y(i) for all x, y EX. 0

Remark 19 It follows from the compactness of the spaces we consider, that if X is
closed then in item 1 there exists a function F' E Conte such that F(x) = F'(x f~)

for all x E X, while in item 2 there exists a continuous function H: N ~ '1) such
that x(i) = H(F(x)) for all x EX. 0

., . '"'IHThefollowing-theorein 'contains' Several statemeiltifrelafed to the ilation 'ofreducibil-'
ity. These statements will later be transformed to properties of constructibility of reals
in the related generic extensions.

Theorem 20 Assume that X E Perf" ~ E 18" and F E Cont,. Then

1. /f i, j E ( and i < j then there exists Y E Perf" Y ~ X, such that the
co-ordinate funciion Cj, defined on '1)' by Cj(x) = x(j), captures .i on Y .

2. 1/ i E (\ ~ and F is reducible to ~ on X then F does not capture i on X .

3. Suppose that for each X' E Perf" X' ~ X, . and each i E ~ there exists a
set X" E Perf" X" ~ X' such that F captures i on X". Then there exists

Y E Perf, , Y ~ X such that F captures every i E ~ on Y.

4. If i E (, then there exists Y E Perf" Y ~ X such that either F is reducible
to [;t i] on Y, or F captures i on Y .

5. There exists a set Y E Perf" Y ~ X satisfying one /rom the following two
requirements: (a) F is reducible to ~ on Y J or

(h) F captures some i E (\ e on Y .

Proof We hegin with a couple of technicallemmas, then come to the theorem.

Lemma 21 Let <, 1] E 15,. If F is reducible to both ~ and TJ on X E perf, then

F is reducible to {} = <n 1J on X .

Proof Let, on the contrary, x, y E X satisfy x f19 = y ft9 hut F(x) #- F(y). Then
by property P-3 of X (see Proposition 5) there exists z E X such that z f< = x fe
and z fl1 = Y fl1. We obtain F(x) = F(z) = F(y), contradiction. 0
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Lemma 22 Suppase that ~ E 18" the sets Xl and X2 belang ta Perf" and
Xl r~ = X 2 r~· Then either F' is reducible ta ~ an Xl U X 2 - and then abviausly
F" Xl = F" X 2 , - ar there exisl sets X;, X~ E Perf" X~ S; Xl and X~ ~ X 2 , such
that still X~ r~ = X~ r~, but F" Xf n F" X~ = 0. 9

Prüüf We assume that the function F is not reducible to ~ on Xl U X2,.~ and prove
the "or" alternative. By the assumption, there exist points Xl, X2 E Xl U X2 satisfying
Xl r~ = X2 r~ and F(x}) =j:. F(X2)' It may be supposed that Xl E Xl and X2 E X 2 ,

because Xl r~ = X 2 r~. By the continuity of F there exist dopen neighbourhoods Ul

and U2 of Xl and X2 respcctively such that F" UI n F" U2 =' 0. Lemma 9 provides a
set X~' E Perf, , X~' ~ X I n UI , containing Xl'

By Lemma 11 the set X~' = X 2 n (X~' r~ r- l
() belongs to Perf" and contains X2

since Xl r~ = X2 r~. By Lemma 9 again, there exists a set X~ E Perf, , X~ ~ X~ n U2 .

Now putting X~ = X~' n (X~ re r- l
(), we get thc required sets X~ and X~. 0

We are already equipped enough to handl~ diU:e~et;lt, items of Th.eqrpqt 20.
t ... _ ~ ... "~f'" • .j.. I ~I"~'" t j_~ 111"". '/" _;" ~'1.:~,~ , t 7, ~ ~, '1 _ r _.'J~t

Item 2. Suppose that F is reducible to ~ on X and, on the contrary, F does
capture some i E (\ ~ on X. Then the co-ordinate function Ci ( x) = x( i) is itself
reducible to e on X. Since i does not belong to e, and on the other hand Ci
is obviously reducible to [::; i], we conclude that Ci is reduci ble to [< i] on X by
Lemma 21. But this dearly contradicts property P-1 of X (see Proposition 5).

Hems 3 and 4 are carried out by one and the same construction.

Let us fix a (-complete function <I> and define the initial segments ([u, v] = (~[u, v]
(as in Section 2) for every pair of finite sequences u, v E 2<w of equal length. The
notions of splitting system and fusion sequence are understood in the sense of <I>.

We define a fusion sequence (Xu : u E 2<W) satisfying XII. = X and the property

(*) If m E wand u, v E 2m then either (1) F is reducible to ([u, v]'~on the set
X u U Xv, or (2) F" X u n F" Xv = 0 .

First we put X/\ = X, as indicated.

Assume thaL sets X u (u E 2m ) have been defined for some m. We use Lemma 15
to get a splitting system (Wu : u E 2m+l ) which expands the al ready obtained splitting
system (Xu : u E 2m ) to the next level m+ 1. It follows from lemmas 9 and 13 (applied
consecutively 2m +1 times) that there exists a splitting system of sets Zu ~,~Wu which
satisfies diamZu ::; m-1 for all u E 2m +1 . (We need this to provide requirement 8-3.)

We now consider consecutively all pairs u, v E 2m +l
. For every such a pair we

first apply Lemma 22, getting sets Su, Sv E Perf, such that Su ~ Zu, Sv ~ Zv,
Su r([u, v] = Sv r([u, v], and either the function F is reducible to ([u, v] on Su U Sv
or F" Su n F" Sv = 0 .

9 We recall that F" X is the image cf X VIa F.
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We set S~ = Zw n (Su r([w, u] r- 1
() for all w E 2m+1 j (S~: w E 2m+1

) is a
splitting system by Lemma 13. Note that S~ = Sv since Su r([u, v] = Sv r([u, v]. This
allows to repeat the operation: putting Z~ = S~ n (Sv r([w, v] r- 1

() for all w E 2m +t,
we obtain a new splitting system of sets Z~ ~ S~ (w E 2m+1

) such that Z~· = Su and
Z~ = Sv' This ends the consideration of the particular pair of u, v E 2m +1

, and one
comes to the next pair.

Let X u ~ Zu (u E 2m+1
) be the sets obtained after 2m+2 steps of this construction

(the number of pairs u, v to consider). One sees easily that this is a splitting system
in Perf( satisfying (*) for m + 1 .

After the construction is accomplished for all m, we obtain a fusion sequence of
sets Xu (u E 2<W) satisfying (*). The set Y = nm UUE2m Xu belongs to' Perf ( by
Theorem 16.

ltem 4. Let us assume that a set Y ' ~ X of the "either" type does not exist.
We prove that the set Y = nm UUE2 m Xu is of the "or" type, that is, F captures
i on Y. Assurne that, on the contrary, there exists a pair of points x, y E Y s~ch

·that P(x) ~:F(yr"but '·x(i) # ~y(i): Let'· x ~ 'i~a 'a~d' 'r}'~~'x;,' where ra, b- E 2W
,>1 that

is, {x} = nmEw X a tm and {y} = nmEw X b tm, see the proof of Theorem 16. Then
i <t. ([a, b] = nm ([a rm, b fm] (see assertion (*) in the proof of Theorem 16').

Let m be the least among those satisfying i <t. ~ = ([a fm, b fm]. Then ~ ~ [t i], so
that the case (1) in (*) is impossible for u = arm and v = b rm by the assumption
of the "either" nonexistence above. (Otherwise F would be reducible to [l i] on each
of X u and Xv!). Therefore F" X u n F" Xv = 0, contradiction with the choice of x
and y because x E X u and y E Xv .

Item 3. We show that the set Y = nn UUE2 m X u proves this item, too. Suppose
that x, y E Y satisfy F(x) = F(y)j we have to verify that x r~ = y r~.·· As above,
x = X a and y = Xb for same a, b E 2W

• It suffices to check that ~ ~ ([a fm, b fm] for
all m.

Assurne on the contrary that ~ ~ ([u, v], where u = arm and v = b rm for
same m. We assert that the case (1) of (*) is impossible for this pair u, v. (Indeed
otherwise in particular F is reducible to ([u, v] on a set X' = X u ~ X. Take an
arbitrary i E ~ \ ([u, v]. Then F captures i on a set X" E Perf(, X" ~ X', by the
assumption of item 3. Thus the co-ordinate function Ci is reduced to ([u·,~v] on X"
- contradiction with the already proved item 2.) Thus we have case (2) of (*), that
is, F" X u n F" Xv = 0. But this contradicts the assumption F(x) = F(y) .

[lern 1. Otherwise, by item 4 Cj would be reducible to ~ = [l i] on some Y E
Perf" Y ~ X, contradiction with the already proved item 2.

Item 5. Assume that a set Y E Perf, of type (b) of item 5 does not exist. Then by
item 4, if i E ( \ ~ then every set Y E Perf" Y ~ X contains a subset ..Z E Perf,
such that F is reducible to [l i] on Z. Arguing as above, we obtain a fusion sequence
(Xu : u E 2<W) such that XI>. ~ X and F is reducible to [l <I>(m)] on X u whenever
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u E 2mand ~(m) rt~· Then Y = nm UUE2 m X u E Perf, .

We prove that Y is a set of type (a), that is, F is reducible to ~ on Y.

Let us define, for every m E w, an initial segment (m ~ ( by

(m = nl<m, ~(l)~.dt cI> (I)] = {j E ( : .., 31 < m (j ~ cI>(1) (j. ~)}

Then obviously ~ ~ (m for all m. Furthermore (m ~ ((u, v] whenever u, v E 2m

satisfy ~ ~ ([u, v] .

Assertion For any m, F is reducible La (m on X m = UUE2 m X u .

Proof of the assertion. We argue by induction on m. The case m = 0 is trivial: we
have (0 = ( by definition. Let us carry out the step from m to m + 1. Let i = <1>( m).
If i E ~ then (m+l = (m and the statement is obvious. Therefore one can assurne
that i = cI> (m) (j. ~. Then F is reduci ble to (t i] on each set XUI (u' E 2m ) by the
construction of the fusion sequence.. '.

• ' j • ~ •• ~~ .. , t ,... ~ ,oll, ~ .. ~ l:t il.~ .......' .......... '.• ~ ........ t. ...... ~ l ~...... ... ~I .A --- .•• l, •.. ~c: ~ l ~I'" ~t.· .' j'" ~ j........ ....'

Suppose that u, v E 2m+1, and points x E X u , y E Xv satisfy x f(m+l = y f(m+l,
and prove F(x) = F(y). We put u' = u fm, v' = v fm; then u', v' E 2m

•

We have (m+l ~ ([u, v] (otherwise X u r(m+l nxv f(m+l = 0 by 8-2, but X r(m+l =
y f (m+l ), therefore ~ ~ ((u, v] because every set (n includes ~. This implies ~ ~

([u', v']. 1t follows (see above) that (m ~ ([u', v']. Therefore XU' f(m = XVi r(m by
8-1, so y f (m E XUI r(m' We choose some x' E XUI satisfying x' r(m = y r(m' Then
F(x') = F(y) by the induction hypothesis, so it remains to verify that F(x) = F(x') .

Take notice that x and x' belong to X u ' and x r(m+l = x' r(m+l by the choke
of x'. Thus it suffices to prove that F is reducible to (m+l on XU" We observe
that, since i =' <1>(m) rt~, F is reducible to [ti] on XU" see above. Moreover F
is reducible to (m on XU' by the induction hypothesis. Therefore F is reducible to
[t i] n (m on XU' by Lemma 21. Finally, we have (m+l = [t i] n (m by definition. 0

We end the proof of item 5 of Theorem 20.

lt follows from the assertion that F is reducible to every (m on Y. This allows
to conclude that F is also reducible to ~ on Y. Indeed assume on thc contrary that
x, y E Y and x r~ = y r~ but F(x) i= F(y). By the continuity of F there exist
m E wand u, v E 2m such that X E X u , Y E Xv, and F" X u n F" Xv = 0. On
the other hand, we have X u ren Xv r~ #- 0, therefore ~ ~ ([u, v] by 8-2. This implies
~ ~ (m ~ ([u, v], as above. Therefore F is reducible to ([u, v] on Y, contradiction
with the equality F" X u n F" Xv = 0, because X u f([u, v] = Xv r([u, v] by.~8-1. 0
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4 Introduction to generic models

This section gives an introduction to generic models obtained by forcing conditions in
different sets Perf,. This approach will then be detalized for particular applications.

Ground model. Let m be a countable transitive model of ZFC, I E m be a
partially ordered set (generally speaking, uncountable in m) - the intended "length"
of the planned Sacks iteration.

We let ::: = CPOIDl(I) E 001 be the collection of all finite and OO1-countable sets
~ E 001, ~ ~ I 10, therefore S ~ CPO in 001.

The forcing. For any ( E 5, let P, = (Perf, )9Jl. The set P= U'EE: P, will be the
forcing notion. To define the order, we first put IIXII = ( whenever X E P" Now we
define X ::; Y (i. e. X is stronger than Y) iff ( = IIYII ~ IIXII and X r( ~ Y .

Notice that every set in P, is then a countable subset of TI' in the universe.
However we can transform it to aperfeet set in the universe by the closure operation:

'.: th'e' fop'ological'Clbsure 'l'X'# tJof 'a"set' 'X'''E Pt1rta 'ser1i'it'p'e·rf( 'fr~o'mAthe"p~i~t bf view

of the uni verse.

The extension. Let G ~ P be a P-generic ultrafilter over 001. It easily follows
from Lemma 9 that there exists unique indexed set x - (ai: i EI), all ai being
elements of '1), such that x r~ E X# whenever X E G and IIXII = ~ E S. Then
OO1[G] = 9J1[x] = OO1[(ai : i EI)) .

In this section, we prove a cardinal preservation theorem for the extension '.rt =
OO1{G], and an important technical theorem which will allow to study reals in 91 using
continuous functions in the ground model 001. We also prove that the model '.rt IS In
fact a sort of iterated Sacks extensions of 9Jt .

The next section will contain a more detailed study of reals in the extension.

Theorem 23 NF remains a cardinal in \)1. 1/ 2No = NI in m and every proper
initial segment J E 001, J ~ I has cardinality card J :::; NF in 001 then N~ remains
a cardinal in 91. 11

Proof We prove the 1st assertion. Let J be a name of a function mapping w to wF.
We fix X o E P. The aim is to obtain a-condition X E f', stronger than X o, and a
countable in 001 set R such that X farces that the range of L is included in R.

We argue in 001.

Let ~o = IIXoll. We define the following objects:

10 In the case when aB initial segments of I with perhaps the exception of I itself are countable
in 9J1, it might be technicaBy more convenient to define ::: to be the set of aB VJ1-countable initial
segments of I in rot.

11 The behaviour of other cardinals depends on the cardinal structure in 9J1 , the cardinality of I ,
and the cardinality of chains in 1. It is not our intension here to investigate this matter.,
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1) a sequence (0 ~ (1 ~ (2 ~ ... of sets (m E::: such that ~o ~ (0 ;

2) the set (= UmEw (m E 5, and a (-complete function <I>: w ---+ (, such that
<I>(rn) E (m for alt m;

3) for any rn, a iI>-splitting system (Xu : u E 2m
) 0/ sets X u E Perf(m such that

X A ~ Xo r- t (0 and

(a) XuA e ~ X u r- t (m+t for alt u E 2m and e = 0, 1 ;

(b) every set X u (u E 2m
) has diam X u ~ rn- t

;

(c) every condition X u (u E 2m) forces [(m) = pu for a certain ordinal pu .

This solves the problem. Indeed, the family of sets Yu = X u r- 1 ( is a <I>-fusion se­
quence, 12 therefore X = nmEw UUE2mYu E Perf( by Theorem 16, and X is stronger
than Xo by the construction. Finally, X forces that the range of f is a subset of a
countable in 9J1 set R = {Pu: u E 2<W}. SO let us concentrate on the construction.

. . ~_To,.begin~with "..we"find.. a condi tion" X A,"'Stronger.. than."the \given·-..Xo,"'Which' decides '
the value [(0), and put (0 = IIXAII.

Suppose that iI> rrn, (m, and the sets X u (u E 2m) have been defined. Let
Uo E 2m

. There exists a condition ZU{J E Perf(' for some (' E 5, (' ~ (m, which is
stronger than XU{J' decides thc value f( m + 1), and has diam ZU{J ~ (m + 1)-1. (We
use Lemma 9 to provide the last inequ~lity.) Let Y~ = X u r- 1

(' for all u E 2m
; then

(Y~ : u E 2m
) is a splitting system in Perf(1 and ZU{J ~ Y~, Using Lemma 13, we

obtain a splitting system (X~ : u E 2m
) in Perf" such that X~ ~ y~ = X u r- 1

(' for
all u E 2m and the condition X~ = ZU{J decides the value [(rn + 1) .

Running this procedure 2m times, we finally get a set (m+1 E 5, (m+t.2 (m, and
an auxiliary splitting system (X~ : u E 2m

) in Perf(m+l such that X~ ~ X u r- 1 (m+1,
diamX~ ~ (m + 1)-1, and X~ decides the value [(rn + 1) for all u E 2m

•

At this moment, we define iI>( m) E (m appropriately, with the purpose to provide the
final (-completeness of iI>, and use Lemma 15 to get a splitting system (Xu ' : u' E 2m +1

)

in Perf(m+l such that XuA e ~ X~ ~ Xu r- I (m+1 for all u E 2m and e = 0, 1. This
ends the recursive step of the construction.

Thus the equality N~ = NjUl has been verified.

To prove that Nr = Nr, it suffices to show that, In 9Jt, IP does not have an
antichain of cardinality > NI .

We argue in 9J1. In particular, c = Nl .

Let A ~ IP be a maximal antichain. The set IP J = U,e3, (~J Perf( has cardinality
card IPJ :::; Nt (in fact =, of course) for any proper (i.e. other than I itself) initial
segment J ~ I by the assumptions of the theorem. Therefore there exists an initial

12 We assurne th at diarn (Z r-1 () ::5 diarn Z whenever Z ~ '1){ and ,~(. This suffices tü prüve
requirement 5-3 für the sets X u by diam Yu ::5 cl iam X u :$ m -1 für u E 2m

,
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segment J ~ I of cardinality card J ::; NI such that A' = A n IFJ is -?- maximal
antichain in IFJ. I tremains to check that A = A' .

Suppose on the contrary that X E A \ A'. Let ( = IIXII, "7 = (n J. Then
X E Perf, and Y = X r17 E Perf'7 and E IFJ . Therefore there exist sets Z' E A' and
Z E P J such that Z is stronger than both Z' and Y. We come to contradiction if
prove that Z and X are compatible in IF.

Let ~ = IIZII, so that TI ~ ~ ~ J, and {} = ~ U (. Then X' = X r-1
{} E Perf t9 by

Lemma 12. The set ~ = {)nJ is an initial segment in {} and obviously X' r(= Y r- 1 ~;

therefore Z ~ X' r( Now X" = X' n (Z r- 1 {)) E Perf t9 by Lemma 11. But X" IS

stronger than both Z and X . 0

Continuous functions

We put IF, = (Cont,)9J1 for (E E. It is a principal property of several forcing notions
(including Sacks forcing and for instance random forcing) that reals in the generic ex­

. oJ', -,~ .. <;, .. jtensions"'can'"be'Jobtained~JbY'(a:pp'litatioh'*'·bfvcontinl.föüsJfürictiöiis~(häving~ a::'cööe) ,lin· Uie
ground model, to generic sequences of reals. As we shall prove, this is also a property
of the generic models considered here.

Obviously every F E IF, is a countable subset of on' x W
W in the universe, but

since the domain of F in 9J1 is the compact set on', the topological closure F# is a
continuous function mapping 'D' into the reals in the universe.

By "reals" we understand elements of the set N = wW
, as usual.

Theorem 24 Let J E 9J1 be an initial segment of I und r a real in 9Jt[x rJ].
There exists (E E, (~J, and a function F E IF, such that r = F#(x r() .

(lt is clear that the equality is absolute for any model containing r, x r(, and F.)

Proof Let r be a name for the real r containing an explicit absolute construction of
r from x rJ and some parameter p E 9)1. Let X o E IF, ~o = IIXol1 '

We argue in 9Jl.

First of all , we observe that by lemmas 7 and 11 the forcing of statements about
r. can be reduced to J in the following sense: if X E Perf, forces r:.(m) = k then
X r(( n J) also forces r.(m) = k. (The usual "restriction" argument.)

Having this in mind and arguing as in the proof of Theorem 23, one gets a system of
objects satisfying 1),2),3), with the following corrections: in 1), additionally, (m ~ J
- therefore ( ~ J, and in 3)(c), every condition X u , u E 2m

, forces .!:.(~) = ku for
some ku E w. We set Yu = xu r- 1

( for all u E 2<w .

Let us define a continuous function F ' on the set X = nm UUEZm Yu E Perf, as
folIows. Let x E X, m E w. There exists unique u E 2m such that x E Yu ' We put
F'(x)(m) = ku . The function F' can be expanded to a function F E Cont, (that is,
defined on TI'). Then X forces r = F'#(x r() = F#(x r() . 0
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The "Sacksness"

We are going to prove that the model m is a sort of iterated Sacks generic extension of
9J1, i. e. every real ai is Sacks gencric over the model 9Jt[(aj : j < i)]. (To be more
exact, we shall not actually prove that, in the case when 1 is an ordinal in the ground
model 9Jt, the extension m is equal to a "conventional" countable support iterated
Sacks generic extension of 9J1. This more substantial characterization als~ true, but
would need much more efforts.)

Theorem 25 Every ai is Saeks generie over 9J1 [x r<i] = 9Jt [( a j : j < i)] .

Before the proof starts, we have to present one more construction of forcing conditions.
Perhaps, Section 1 would be a more appropriate place, but we decide to put it here
because it is used only to prove Theorem 25. ~

We consider trees T ~ 2<w. Let a 2<w -like tree be any (nonempty) tree T ~ 2<w
.;~s,u~~ tha~. th~ set..-ß(X:)l.=:;, {t~.E,.Tli:A .~O~E.;T:"-.&.\lt~';lnE~;Tl.}lJi,oLalLsplittingnpoints, of '" T··is

cofinal in T. Suppose T is such a tree. We define the following objects.

• [T] = {a E 2W
: V m (a rmET) }, a perfect set is TI = 2w. (Conversely if P ~ TI

is a perfect set then T = {a rm : a E P & m E w} is a 2<w-like tree satisfying
X = [T].)

• An order isomorphism ßT : 2<w onto B(T). We define ßT(u) E B(T) for every
u E 2<w by induction on dom u, putting ßT(u /\e) to be the least s E B(T) such
that ßT(u)/\e ~ s, for e = 0, 1 .

• A homeomorphism BT : 1) onto [T] by HT( a) = nmEw ßT(arm) for all a E TI .

Lemma 26 Assume that i is the largest element 0/ (E E, Tl = ( \ {i}, .Y E Perf7J ,

y 1-------+ T(y) is a continuous map Y into P(2<W), and T(y) is a 2<w -like tree fOT all
y E Y. Then the set X = {x E TI': x rTl E Y & x(i) E [T(x rTJ)]} belongs to Perf,.

Proof of the lemma. The set Z = Y 1-1 ( belangs to Perf, by Lemma 12, so it
suffices to defint: a projection-keeping homeomorphism H : Z onto X, by Lemma 8.
Let z E Z. Then y = z rTJ E Y while a = z(i) E TI is arbitrary. We define
x = H(z) E TI' so that x rTJ = y and x(i) = Hl'(y)(a). Then H maps Z onto X
because every IlT(y) maps TI onto [T(y)] = {x(i) : x E X & x rTJ = y}. H is 1 - 1
since each HT is I-I, and 11 is continuous since so is the map y 1---+ T(y). It remains
to prove that H is projection-keeping, i. e. Zo r~ = Zl f< f---+ H(zo) r< = H(Zl) r<
[or all zo, ZI E Z and < E 18,. If i tf. < then < ~ TJ and zr< = H(z) f< by definition.
If i E < then < = (, so the result is obvious as weIl. 0

Proof of Theorem 25. Suppose that S E 9J1[Xr<i] is, in 9Jt[Xr<i], a dense subset
in the collection of all perfect subsets of TI = 2W j we have to prove that ai E p# for
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some PES. Assurne on the contrary that a condition Xo E G n lP'( (( ES) forces
the opposite. Since the farced statement is relativized ta 911 [x r~i], we may assume that
( ~ [::; i]. We can also suppose that i E (, so that i is a maximal element in (. We
put 1J = (n [<i] = (\ {i}; 1J is an initial segment in (.

We argue in 9J1.

Note that the set D(y) = DXOy( i) = {x( i) : x E Xo & x r1] = y} is a perfect subset
of 'D = 2W for all y E Ya = Xa r7] by praperty P-1 of Xo (see Proposition 5).

We argue in wt[x r<i] .
Take notice that y = x r17 belongs to Yo#' Therefore D# (y) is a perfect set. Thus

there exists a set PES such that P ~ D#(y).

By the assumption, ai = x(i) rt p .

We put T = {prm: pEP & m E w}. Then T is a 2<w-like tree and P = [T].
By Theorem 24, there exist: ~ E Sand a continuous map y t----t T#(y) : 'De iuto
P(2<W), coded in 911, such that ~ ~ [< i] and r = T#(x r~). We can assume that

, "~' ,~.(. ... (other,wise..put." (~47;=" (»U;~.....and",rX~ I::::; ,Xo..r,~~~(~ .•in...,wt,~etc.).u lT:hen, , ~o; ~. '''I; l' so it, I

cau be assumed that simply ~ = 7]. Then T =T#(y), so that [T#(y)] = P ~ D#(y) .
The statement "T#(y) is a 2<w-like tree, [T#(y)] E S, and [T#(y)] ~ D#(y)"

is relativized to 911[y] = 9J1[x r"I]; therefore it is forced by a condition Yi E G stronger
than Yo and such that ~ = lIYi 11 ~ [< i]. As above, we can assume that in fact ~ = 1],

so that Yt ~ Yo .

We argue in 9J1.'

The set U = {y E Yt : T(y) is a 2<w-like tree and [T(y)J ~ D(y)} is a subset of
Yi of a finite Borel level because T is continuous. Therefore, by Corollary 18, there
exists a set Y E Perf 1] such that either Y ~ U or Y n U = 0 .

Suppose that Y n U = 0. Thcn by Shoenfield Y would force that either T#(y)
is not a 2<w-like tree or [T#(y)] Cf:. D# (y) - contradiction with the choice of y;.
Therefore in fact Y ~ U. In particular T(y) is a 2<w-like tree for all y E Y .

It follows that the set X = {x E TI' : x r1J E Y and x( i) E [T( x r1J)]} belangs
ta' Perf( by Lemma 26 and, since Y ~ U, we have [T(y)] ~ D(y) = DXOy (i) for all
y E Y, so that X ~ Xo .

Since X is also stronger than Y}, X forces everything which is forced by Xo
and/or Yi, and everything which logically follows from the mentioned.

In particular, since Xo forces that ai does not belong to a set in S while Yi
forces that [T#(y)] E S, we conclude that X forces ai rt [T#(y)]. It follows that
X forces ai rt Dx*y(i) because by definition DXy(i) = [T(y)]. This means that X
forces x r( rt X#, contradiction. 0
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5 Reals in the extension

Theorem 24 practically reduces properties of reals in IF-generic extensions to properties
of continuous functions in the ground model.

To demonstrate how Theorem 24 works we prove several lemmas on reals in a
IF-generic. model 'J1 = 9J1[G). Theorem 20 will be taken as a sourse of different proper­
ties of continuous functions in the ground model.

We keep the notation of the previous section.

Lemma 27 lf i, j E land i < j then ai E 9J1[aj] .

Proof Theorem 20 (item 1.) implics the existence of a condition X E G such that,
in 9J1, the co-ordinate function Cj captures i on X. In other words, in 9J1 there
exists a continuous function H: 1) ~ 1) such that x(i.) = H(x(j)) for all x E X.
It follows that x(i) = H#(x(j.)) for all x E X# is true in 91. (H# is the topological

_- .... ~ .... _closure .0f...H_.as .a~subset..of ...2):..).....Therefore."ai":;; Ji#...(.a j,) ,E.,.9J1 [a j). ,,'1 ,q

Lemma 28 Suppose that J E 9J1 is an initial segment in land i E I \ J. Then
ai ~ 9J1[x rJ) .

Proof Assurne on the contrary that ai E 9J1[x rJ]. Applying Theorem 24, we obtain
in 9J1 a set ~ E E, ~ ~ J, a function F E Conte, and a condition X E IF which
forces ai = F#(x r~). Let (= IIXII, so that X E Perf, in 9J1. We can ~sume that
~ EIS, and i E (. (Otherwise put (' = (U ~ U {i}, e = {j' E (' : :lj E ~ (j' ::; j)},
define F'(X') = F(x' r~) for x' E 1>", and consider X' = X r-1

('. )

We argue in 9J1.

We have x(i) = F(x r~) for all x E X, because ai = F#(x r~) is forced by
X. (Indeed otherwise there exist m E wand a condition Y ~ X, Y E Perf, such
that x(i)(m.) = 0 but F(x r~)(m) = 1, or vice versa, for all x E Y, by Lemma 9, a
contradiction with the choice of X ..) Thus the co-ordinate function Ci is r.f:ducible to
~ on X, a contradiction with Theorem 20 (item 2) because i f/. ~ . 0

Lemma 29 Suppose that ~ E::: and r is a real in 91 such that ai E 9Jl[r] for all
i E~. Then the indexed set x r~ = (ai: i E~) belongs to 9J1[r].

Prüüf Otherwise by Theorem 24 there exist: a set (E.s such that ~ ~ (, a function
F E IF" and a condition X E IF, which forces that ai E 9Jt[F#(x r()] for each i E ~,

but also forces x r~ ~ 9Jt[F#(x r(.)]. One can assume, by Lemma 27, that ~ is an
initial segment of ( .

We argue in 9J1.
We assert that if i E ~ then for any set X' E Perf" X' ~ X, F captures i on

a condition Y E Perf(, Y ~ X'. (Indeed, otherwise by Theorem 20 - item 4, there
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exists a condition Y E Perf" Y ~ X such that F is reducible to 1] = (n [~i] on Y.
Then Y forces F#( X r() E 9Jl[x r1]], hence forces ai E 9Jl[X r1]] by the choice of X,
contradiction with Lemma 28 since i ~ 1] .)

Now, using Theorem 20 (item 3), we obtain a condition Y E Perf(, Y ~ X such
that F captures each i E ~ on Y. This implies the existence of a continuous function
H : N --t 'De such that x r~ = H(F(x)) for all x E Y. We conclude that Y [orces
x r~ E 9Jl(F#(x r()], contradiction. 0

Lemma 30 Suppose that J E 9Jl is an initial segment of I, and r is a real in 91.
Then either r E 9Jl[x rJ] or there exists i ~ J such that ai E 9Jl(r] .

Proof It follows from Theorem 24 that r = F#(x r() for some ( E E and a function
F E Cont( in 9Jl. Let this be forced by some X E Perf(. We assurne on the contrary
that r does not satisfy the requirements of the lemma, and this also is forced by X .

We argue in 9Jl.

We put ~ = (n J~ 'Th~n ~ is an initial ;~gti;e~rof'c.' 'ü fs impÜ~;:(by Theo'~~~ 20
(item 5) that there exists Y E Perf(, Y ~ X, such that either F is reducible to ~

on Y or F captures some i E ( \ ~ on Y.

Consider the "either" case. There exists (see Remark 19) a function F' E Conte
such that F(x) = F'(x r~) for all x E Y. In this case Y forces that r E 9Jl(x r~],

contradiction with the choice of X and Y because ~ ~ J .

Consider the "or" case. There exists a continuous 11: N --t TI such that x( i) =
H(F(x)) for all x E Y. Then Y forces ai = x(i) = H#(P#(x r()) E 9Jt(F#(x r()],
again a contradiction with the choice of X and Y hecause i ~ J . 0

The "discrete" case and the degrees of constructibility

In this subsection we consider a special but. quite important dass of sets I which admit
a complete description of the degrees of DJ1-constructibility of reals in the extension. As
a rather simple corollaries, we shall prove theorems 3 and 4.

We keep the notation introduced above. '

Definition A (partially ordered) set I E 9Jl is called 9Jl-discrete iff all initial segments
of I belong to 9Jl. 0

For instance Z (the integers),'ordinals, and inverse ordinals are discrete. Rationals and
reals in 9Jl are not discrete. An infinite set with the empty order is not discrete.

For areal r E 91, we set Ir = {i EI: ai E 9J1[r]}, then Ir is an initial segment
of I by Lemma 27. The following theorem shows, in particular , that in the case of a
discrete set I the 9Jl-degrees of reals in 9J1 are in a 1-1 correspondence with initial
segments of I having countable cofinality in 9J1.

23



Theorem 31 Suppose that I is 911-discrete. Then

1. For each real r E 'J1, Ir belongs to 911 and has countable cofinality 13 in 911.
Conversely each initial segment J E 911, J ~ I, of countable cofinality in 911,
has the form J = Ir for areal r E 'J1 .

2. If (E E is cofinal in Ir then 911[r] = 911[x r(] .
3. for all reals r, r' E 'J1, r E 911[r'] iff Ir ~ Ir' .

4. For all reals r, r' E 'J1, if r E 911[r'] then there exists H E 911, a continuous
map reals ~ reals from the 9J1 's point 01 view, such that r = H#(r'). 14

Proof Item 1. First of all, Ir E 9J1 since I is 911-discrete. We have r E 9J1[x rIr]
by Lemma 30. Hence r E 911 [x f~] for some ~ E E, ~ ~ Ir by Theorem 24. It follows
that ai E 9J1[x r~] whenever i E Ir' Therefore ~ is cofinal in Ir by Lemma 28.

Conversely, suppose that J E 9J1 is an initial segment of I of countable cofinality in
',," .. "'."9J1.' 'Let "'f 'E' '9J1~'be"ä"coürit"ab1'fYi'if! '9J1"'cöfih'al' sU'15sef<öf":hi~O bviously" th'ere'exists· a'"real'

r E 'J1 such that 9J1[r] = 9J1[x f~]. One easily proves that J = Ir using Lemma 27.

Item 2. Let (E E be cofinal in Ir' Then X r( E 9J1[r] by Lemma 29.'" As above,
r E 9J1[x r~] for some ~ E E, e~ Ir. Let r ' E 'J1 be areal which codes x f( in
thc sense that 911 [r' ] = 9J1[x f(]. Then, since every i E e is :::; than same j E (

by thc cofinality of (, we have ai E 9J1[r'] for all i E e by Lemma 27. Therefore
x r~ E 9J1[r'] by Lemma 29. We conclude that r E 9J1[x r(L as required.

Item S. Suppose that Ir ~ Ir" As above there exists ~ E E, ~ ~ Ir, such that
r E 911 [x f~]. Then we have e~ Ir' as weil, hence x re E 9J1[r/] by Lemma 29.

Item 4. Let J = Irl. Assume on the contrary that such a function H doeS not exist.
Arguing as above, we find (E E and functions F, F' E IF, such that r = p# (x r()
and r' = F'#(x r(), and a condition X E P, which forces the assumption as a property
of (, F, F', and also forces that J = Ip(x tc) and F#(x r() E 9J1[F'#(x r()] .

We argue in 9J1.

Then X E Perf, and F, F' E Cant" Let e= (n J .

Fact 1. There exists Y E PerfC, Y ~ X such that F' captures every i E eon Y.

Indeed we observe that for all i E e and X' E Perf" X' ~ X, there exists
Y E Perf" Y ~ X' such that F' captures i on Y. (Otherwise by Theorem 20 ­
item 4 there would exist a condition Y E Perf, , Y ~ X' such that P' is reducible
to 1J = {j E ( : j "'i. i} on Y for same i E e. Such a condition Y forces that

13 We understand countable cofinality so that it includes in particular sets having the largest element.

14 This item should be true independently of the assumption that I is discrete. In fact. it should be
true that, given a pair of funetions F, F ' E Cont, and a set X E Perf, , there exists Y E Perf, l

y ~ X l such that ei ther for a cont inuous H : reals - reals we have F(x) = H(F' (x)) for all
x E Y, or I for some i E (, F captures i on Y but P' is reducible to [l i] on Y .
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F'# (x r() belongs to Vlt{x r1J], therefore that ai belongs to Vlt{x r11], cO.!ltradiction
with Lemma 28.) It remains to apply Theorem 20 (item 3).

Fact 2. There exists Z E Perf(, Z ~ Y such that F is reducible to ~ on Z.

Indeed otherwise by Theorem 20 (item 5) F would capture some i E (\~ - therefore
i rt J - on some Y' E Perf(, Y' ~ Y. Such a condition Y' forces ai E Vlt[x rJ],
contradiction because i rt J .

To end the proof of item 4, we observe that by the choice of Y and ·Z one has
F(x) = H(F'(x)) for all x E Z, for a certain continuous function H : reals ---+ reals,
one and the same for all x. Then Z forces F#(x r() = H#(F'#(x f()), contradiction
with the choice of X . 0

A model in which all nonconstructible reals collapse I\, to N1

To get a model for Theorem 3 we suppose that /'i, is an uncountable cardi.nal in Vlt.
l ....... -. - ...... f ..I ~. ., ~ • .c' 1'!t.r ... ,j....I" rr . ~ t .... ,~" ~ •. I :,. .. ~' .... J •• • t I • l'...~ t + '1..

Let I = ",. (i. e. '" with the inverse order). Obviously I is Vlt-discrete.

Take notice that every (nonempty) initial segment of I has cardinality '" in 9J1.
In this case, since by Lemma 31 Ir is nonempty for any real r rt 9J1, and all reals ai
are pairwise different by Lemma 28, 9J1[r] contains at least K, different reals. However
NF is preserved by Theorem 23. This proves Theorem 3. 0

A cardinal invariant to distinguish iterated and product Sacks forcing

We prove Theorem 4. We recall that the cardinal ( was defined in Introduction.

Proposition 32 In any countable support produet Sacks extension 01 Vlt with at

least ,9Jt -many factors, ' ( = c .

Proof In such an extension, , is equal to the number '" of factors. Indeed since the
reals an are pairwise incompatible in the sense of the Vlt-constructibility, th'ere cannot
exist (in the extension) a family 5" of less than K, functions f: reals ---t reals such
that ~3" linearly orders the reals. 0

Proposition 33 In any iterated Sacks extension 91 of Vlt, of the type we introduced
in Section 4, via a Vlt-discrete p. o. set I E 9)1, (~card ,ool .

Proof The order <3" determined by family 5" of all continuous f~nctiolls coded in
9J1 - is a linear ordering on the reals in 91 by Theorem 31 (items 1 and 4). 0

We observe that in the case of "lang" products and iterations (strictly more than
,rot factors ,or iteration steps), the invariant ( really makes a distinction between the
product and iterated models. 0
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6 Non-Glimm-Effros equivalence relations '

This section presents the proof of theorems 1 and 2. The proofs differ in some detail, hut
also have much in common, in particular are based on several facts of general nature.
Therefore we start with those general properties of the iterated Sacks models, and then
detalize the reasoning at the appropriate splitting point.

We keep the notation ( Ir, Ir, for ( E S, x etc.) of the preceding se~tions, hut
assume the following in addition:

(i) 9Jl, thc ground model, satisfies the axiom of constructihility V = L .

(ii) I is an 9Jl- discrete set, that is, all in iti al segInents of I belong to 9Ji.

Let us fix a Ir-generic over 9J1 set G ~ Ir and consider the equivalence relation C,
defined on reals by

xC y iff L[x] = L[y],

_. .}n...t.g!;.~f!l~~~~ .,P,'t -;- ....~[Ql~. ml'[~J.. ~.Pl![(~i,~: ..i.,S,~,~)]·.....1:a~~ .. !12~!.!=«: ...,~4~! .~:,ftg,~Ay~I.~~~.e
classes, degrees of constructibility of reals, and degrees of 9Jl-constructibility of reals -
is one and the same in 91 since 9J1 models V = L .

We say that a set S of reals is C-invariant if x Cy implies x E S +-----+ Y E S for
any two reals x, y. We say that a variable v is C- invariant in a formula 'P( v) if it
enters the formula only through the expression L[v].

Applications of uniformity of the forcing

In this suhsection, we exploit the uniformity of the forcing, to obtain some definability
results.

For a set I E 9Jl, J ~ I, we let x rI be the name for x rJ = (ai: i E J) in the
forcing language associated with IP, to avoid ambiguities.

Proposition 34 Suppose that eE 8, J is an initial segment 01 I, and the variable
v is C-invariant in <p( x rJ, v), a formula containing ordinals and x rJ as parameters.
Assume thai {J E 8, {J' = {} n J, and a condition Z E Ir{) forces <p( x rJ , x re). Then
the weaker condition Z' = Z r{)' forces r.p( x rJ, x r~) as weil. -- --

Note that the assertion is not merely an example of the usual "restriction" argument
because it is not excluded' that eCJ:. J. However x re enters the formulcC in quite a
specific way: in fact only the L-degree of x re rather than x rc itself participates
in the formula. This makes it possihle to use the homeomorphisms included in the
definition of forcing conditions in Section 1.

Proof Assume that this is not the case. We assert that there exist: (E 8 and a
pair of conditions X, Y E Ir, such that X r(' = y r(', where (' = ( n J, X forces
<p(x rJ, x rc), hut Y forces --, cp(x rJ, x rc).
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(Indeed, let us argue in 9Jt. There exists a condition Z" E Perft1* for some {)* 2 {),
stronger than ZI, which forces -, r.p( x rJ , x r~). We define ( = {)* U {) and Y =
Z* r- 1

(, X* = Z r-1
(; then Y, X* E Perf, by Lemma 12, X* forces r.p(x rJ, x r~)

and Y forces -, r.p( x rJ, x r~). To obtain X, let (' = (n Jj then (' = {)··n J. Then
X* f(' = z' r- 1

(' whileYT (' = Z* r('. Therefore Y r(' ~ X" r(' because Z* is
stronger than Z'. We conelude that X = X" n (Y r(' r-1

() E Perf, by Lemma 11,
and X r(' = Y' = Y fC'. Finally, X ~ X*, therefore X forces r.p( x rJ , x re) .)

In 00l, both X and Y are members of Perf,. Lemma 10 asserts that there exists
a projection-keeping homeomorphism H : X onto Y, satisfying x r(' = H(x) r(' for
all x E X, because X r(' = Y r(' .

The homeomorphism Hinduces a total order automorphism of the "part of P
stronger than X onto the part of IP stronger than Y, by lemmas 8 and 12. Take
notice that this automorphism does not change projections outside of (\ (', therefore
does not change the projection on J because (' = ( n J .

Applying the automorphism to the given generic set G, we obtain a IP-generic .
• ,.,1 ." over'"OOl set' ·~G'· ~··IP -:aii8'"'tlie cor'respdnding" x'·'E "'])·I·"s"üc}r'tha:t"'Y~·E-G', - 9Jt[G] =

OOl[G'], x rJ = x' rJ (by the "does not change projections" property above), and
finally 9Jt[x r~] = 9Jt[x' f~] for all ~ E 8 because H E 9Jt. Thus one and the same
generic extension m= OOl[G] = 9Jt[C'] is defined using two different generic sets,

We 0 bserve that the staternent cp (x rJ, x f~) is true in m= 00l [C] while the state­
ment r.p(x rJ, x' re) is false in 91 = 9Jt[G'] by the choice of X and Y, contradiction
since the variable v is (-invariant in the formula r.p( x rJ, v) . 0

Corollary 35 Suppose that ~ E 8, J is an initial segment 0/ I, and the variable
v is (-invariant in r.p(x fJ, v, Ci), a /ormula containing ordinals and x fJ "as parame­
ters, Then the set f2>. = {Ci < A : mF r.p(x rJ, x r~, Ci)} belongs to 9Jt[x rJ] for every
ordinal A E 9J1 ,

Proof We have f2>. = {o < A: :IX E G [I!XII ~ J & X forces r.p(x rJ, x f~ ,o)]} by
Proposition 34. Therefore it suffices to prove that -- --

{X E G: IIXII ~ J} = {X E IP: IIXII ~ J & x r11X11 E X#}.

The nontrivial direction is 2, so assume that {) ~ J, X E IPt1 , and x f{) E X#, and
prove that X E G. Suppose on the contrary that some Z E G forces the opposite, and
also forces that x r{) E X#. One mayassurne that {) ~ ( = 11 Z II '

Then, in 00l, X E Perf t1 and Z E Perf" Lemma 9 implies the existence of a set
Z' E Perf(, Z' ~ Z, such that either Z' f19 ~ X or (Z' r{)) n X = 0, In the first
case Z' is stronger than X, so Z' forces that X belongs to C, contradiction. In the
second case, Z' forces that x r19 rt X#, contradiction as weIl. 0
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Applications of order automorphisms

An ordinal does not admit a nontrivial order automorphism. However both nonlinear
wellfounded order relations and nonwellordered linear orders do admit. We consider the
effects available in the case when I, the intended "length" of the Sacks iteration, has a
nontrivial order automorphism.

Proposition 36 Suppose that J is an initial segment in I, h E 00l is an order
automorphism 0/ I, h rJ is the identitYJ i E I, h( i) = i' =j:. i, A E 91 ,-~is a set 0/
reals, definable in 91 by a formula containing only x rJ and ordinals as parameters.

Then, in 91, An [ai]e = 0 ijj An [ail]e = 0 .

Proof Let A = {r : 'lj;(x rJ, r)} in 91, where 'ljJ contains only x rJ and ordinals as
parameters. Let <p(x rJ, r) be the formula ::l r' (r C r' & 'lj;(x rJ, r')) .

Assurne on the contrary that e.g. A n [ai]e :f. 0 but A n [ailJe = 0 in 91. This
,means ..that,,,in, ..91, ....c.p.(.x~r~J,,r.).~js ...tr,ue..for.... any -.r:~E ~ [ai]G_.and,Jalse Jor..,any ,..,r. ,E ,[ai

'
Je.

Therefore a condition X E G forces

Vr [ r C ai ~ c.p( x r J, r) and r C ai' ~ ...., <p( x rJ, r) ] .

Let '19 = IIXII and '19 ' = '19 n J. It is implied by Proposition 34 (take ~ = {i} and
~ = {i /} independently) that even the weaker condition Y = X f19' E G forces (*).

The autornorphism h obviously generates an order automorphism Z 1----+0 Z' :
Ir onto Ir. We observe that Y' = Y because h is assumed to be the iden'lity on the
set J 2 {)' = IIYII .

We set G' = {Z' : Z E G}. Then Y E G f
, G' is Ir-generic over 9)1, and moreover,

OOl[G'] = OOl[G] because h E 9J1. Let x' = (aj : j E I) be defined from G' as x was
defined from G. Then we have a~(j) = 8j for all j; in particular (a) ai, = ai, and
(b) x' rJ = xrJ .

Since Y forces (*), (b) implies ...., <p(x fJ, r) in 91 = OOl[G' ] for any real r E 91
satisfying r C ai, in 91. On the other hand, the same property of Y direcily implies
<p(x rJ, r) in 91 = 9J1[G] provided r C 8i in 91, contradiction by (a). 0

Proof of Theorem 1

We prove Theorem 1 in this subsection. In principle, a special choice of a model where C,
the equiconstructibility on reals, neither admits a R-OD enumeration of the equivalence
clesses by sets of ordinals, nor admits a R-OD pairwise C-inequivalent set of"cardinality
c, is not necessary. It occurs that everything what we need in addition to requirements
(i) and (ii) (see the beginning of this section) is the three more requirements:

(iii) In 9J1, . I is not countably cofinal and has cardinality either NF or N~.
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(iv) Every proper (i. e. J -I I ) initial segment J ~ I (belongs to 9Jt by (ii) and)
satisfies card J < card I in 9J1.

(v) If J be a proper initial segment of I then there ~xists an order automorphism
h E 9J1 : I onto I, equal to the identity on J but not equal to the identity on I.

Surely a wellordered set I cannot satisfy (v), but we have both nonlinear wellfounded
order relations and nonwellordered linear orders I E 9J1 which do satisfy (ii) through
(v), see the examples below.

Theorem 37 Suppose that conditions (i) through (v) are satisfied. Then it is true in
'J1 that C has e-many equivalence classes and:

- neither admits a R-OD enumeration 0/ the equivalence classes by sets 0/ ordinals;

- nor admits a R-OD pairwise C-inequivalent set 0/ cardinality e .

,.In addition, ..e =-""N~..~=.J{i!", ..pr.o,vided__card.L~N~__ in_ 9J1, .~and _e = .Ngn. :=J~g! .. prpvided.-
rot _ ...•_. - ._~- .. _.•. ---'--..... - -

card I = N2 in 9J1.

This theorem obviously implies Theorem 1, provided we are able to realize requirements
(ii) through (v) on a partial order I in a countable model 9J1 F V = L .

Proof We prove 'the "additional" part 0/ the theorem. The cardinals Nt and N2 are
preserved by Theorem 23. The reals ai (i E I) are pairwise different by Lemma 27,
therefore c ~ card I in 'J1. On the other hand, e ~ card E x NF in 'J1 by Theorem 24,
therefore e ~ card I in 'J1, whichever cardinality, NF or Ngn, I has in 9J1.

This reasoning also proves that C has c-many equivalence classes in 9J1, because
different ai are C-nonequivalent, not merely different. Therefore it remains to prove
the "neitber" and "nor" statements.

We prove the "nor" part of the theorem. Let a pairwise C-inequivalent set S of rcals
be defined in 'J1 by a formula containing ordinals and areal p E 91 as parameters.
lt follows from Theorem 31 (items 1 and 2) that J = I p is an initial segment in I of
countable cofinality in 9J1; furthermore p E 9Jl[J] by Lemma 30. Then S is definable
in 'J1 by a formula containing x rJ and ordinals as parameters.

We assert that S ~ 9J1[x rJ]. Indeed, let rES. We have 9J1[r] = 9J1[x r~] for
some ~ E E by Theorem 31 (items 1 and 2). Therefore r is definable in.~ 'J1 as the
unique real rES which satisfies the equali.ty L[r] = L[x r~]. Then r E 9Jl[x rJ] by
Corollary 35, a.s required.

It remains to prove that reals in 911[x rJ] generate less than c-many 9Jl-degrees
in 'J1. It suffices to check that J has « card I)-many initial segments in 911, by
Theorem 31 (item 3).

Since J is countably cofinal in 911, it follows from (iii) that J -I I, theiefore
card J < card I in vn by (iv). We have two cases, by (iii).
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Case 1: card I = NI in 9J1. Then J is countable in 9J1. The collection ISJ of
all initial segments of J is a Borel subset of 2J , hence either IS J belongs to 9J1 and
is countable in 9J1, or ISJ ~ 9J1. However the "or" case is incompatible w}th (ii).

Case 2: card I = N2 in 9J1. Then card J :::; NI in ~, so that J has ät most NI
countable subsets in 9J1, i. e. less than card I = N2 •

We prave the "neither" part 0/ the theorem. It follows from Theorem 31 that for
each real r E 91 there exists unique initial segment Ir E IS such that 9J1[r] = 9J1[r']
iff Ir = Ir,. Thus the map r 1----+ Ir enumerates the C-dasses by initial segments of
I (all of them belong to 9J1 by (ii), therefore we can extract even an enumeration by
ordinals) in 91, but we shall see that such an enumeration cannot be R-OD in 91!

Suppose that on the contrary U is a R-OD enumeration of C-equivalence classes in
91 by sets of ordinals. Then, as in thc proof of the "nor" part, U is definable in 91
by a formula containing ordinals and some x rJ - where J E 9J1 is an initial segment
of I, J =f:. I, - as parameters.

We assert thatU(r) E 9J1[x rJ] for each real r E 91. Indeed, there exists ~ E S
such Ü~at' dRIr] ,.~ rot (~. r~']: .'Th~~ _. (;(;) '. i~~d~fi~~bl~ ~ i~" -91 ~-. th;' ~'et ~ ~i' ~rcÜn~is .

equal to the value U(r') for an arbitrary real r' such that L[r'] = L[x r~], hence
U(r) E 9J1[x rJ] by Corollary 35.

Thus each C-dass is definable in 91 by a formula containing only ordinals and x rJ
as parameters. In particular, x rJ plus ordinals is enough to distinguish all C-degrees
from each other. This leads to a contradiction.

It is provided by condition (v) that there exist {E I and an order automorphism
h E 9J1 of I such that h rJ is the identity but h(i) = i' f. i. The C-classes [ai]e and
[ai,Je are different (by Lemma 27, since. i f. i' ) in 91. Moreover, as we demonstrated
above, each of them is definable in 91 by a formula containing only x rJ aild ordinals
a.s parameters. But, this contradicts Proposition 36: for take A to be any of the two
sets, (ai]e or [ai']e. 0

Particular models

Let 9J1 be a countable transitive model satisfying the axiom of constructibility, so that
(i) is provided. The following examples of the p. o. set I, the "length" of the iteration,
demonstrate different possibilities of realization of conditions (ii) through (v).

Example 1: 11 = wF x {O., 1} (wF copies of the unordered two-element set {O, 1} ),
ordered lexicographically. "Simmetries" (a,O) +------+ (a,1) for big enough ordinals a
prove (v). In the extension, c = NF = Ni1. (In this case the extension 91 = 9J1[G] is
in fact the ordinary Sacks x Sacks countable support iteration of length wr.)

Example 2: 12 = wgn X {O, 1}. Quite similar to the previous one, however we have
c = N~ = Ngt in the extension. (One gets nothing new taking say wr, becäuse in this
case N~ collapses to NF in the extension.)
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Example 3: 13 =wF x Z (wF copies of the integers Z = {... ,-2, -1,0., 1,2, ... } ),
ordered lexicographically. This is a linearly ordered but not wellordered set, so the model
cannot be defined as an ordinary Sacks iteration. (v) is provided by shiftings inside a
far enough Z-group. We have c = ~F = ~i1 in the extension.

Example 4: 14 = w~ X Z. Similar 10 the previous example, but c = ~~ = ~i1 in
the extension.

Example 5: 15 = wfR X (Z x {O, I} ), ordered lexicographically. (As above, the two­
element set {O, I} is assumed to be unordered, i. e. ordered by the empty order).

Thus, from the point of view of 9J1, 15 is the set of all tripies i = (0', z, d), where
0' < Wt, Z E Z, and d = 0, 1, partially ordered lexicographically, but of course not
wellfounded and not linear. To avoid any ambiguity, we stress that (0', z, d) < (0", z', d')
in I iff either 0' < 0" or 0' = 0" & z < z', independentlyon the values of d, d' .

Example 6: 16 = wgn X (Z x {O, I}).

'" l. • " ,- ,rnhis~ends.,the"proof'of....'Fheorem·.l .... ,.~ •.. '4

Proof of Theorem 2

..... _.- ... ,.. ........ _ ... '-'.4. • -)r. ·0

Let I be one of the sets 15, 16 henceforth. (The difference between the two possibilities
will be essential only for the computation of c in the extension.) The requirements (ii)
through (v) are obviously satisfied.

Take notice that the pairs of the form {(a,z,O),(a,z,l)}, and only"them, are
arder-incomparable in I.

We keep the notation introduced above. Let us fix a IP-generic aver 9J1 set G ~ IP
and cansider the generic extension m= 9J1[G] = 9J1[x] = 9J1[(ai : i EI)] .

The plan is to define, in 'J1, an uncountable fli set W such that the relation of
equiconstructibility C restricted to W also belongs to flJ, prove that C rW behaves
in 'J1 similarly to the unrestricted C in the models of the preceding subsection, and
finallyexpand C rW to all reals in 'J1, putting the expanded relation to be the equality
outside W .

Theorem 38 It is true in 'Jl that there exists a flJ set 0/ reals W such that the
restricted relation C rW is fli, has c-many equivalence classesJ and:

- neither admits a R-OD enumeration 0/ the equivalence classes by sets 01 ordinals ;

- nor admits a R-OD pairwise inequivalent set of cardinality c .

In additionJ c = ~F = ~~ provided I = 15 , and c = ~gn = ~i1 provided I = 16 .
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First of all we demonstrate that this theorem implies Theorem 2. We have to expand
the relation ( rW onto all reals. Let us define the relation (' on reals in ~ as folIows:

X (' y iff (x, Y E W & x C y) V x = y .

The expanded relation is a JIJ equivalence relation on reals in ~. The ('-classes are
the old C-classes of reals in W plus the singletons {x}, x f/. W. Therefore ,. (' cannot
admit a R-OD enumeration of the equivalence classes by sets of ordinals since otherwise
such an enumeration would be available for C rw, contradiction with Theorem 38.

Finally, C' does not embed Eo via a R-OD embedding. Indeed, since Eo-classes are
countable while the newly added ('-classes are singletons, the embedding must embed
Eo in (f Wj this implies the existence of an uncountable R-OD pairwise inequivalent
subset of W simply because Eo admits pairwise inequivalent perfect sets of reals ­
again contradiction with Theorem 38.

Proof of Theorem 38. It will be technically more convenient to define W as a set
'of pairs 'of reals ~at'he~' tha~ '~eai~' "ti-;e~;el~~s,·b~t ~~~~nti~iIy~ih"i~-d~;-;~~;t make' a big
difference.

Definition In~, W is the set of all pairs of reals (x, y) such that, for some ordinal
Cl' (Cl' < wF in the case I = 15 and 0' < wgrt in the case I = 16 ) and z E; Z, either
x C aazO and y (aazl, or vice versa x (aazl and y C aazO . 0

Lemma 39 In ~, W is a JIJ set and the restrietiori C rW tS a llJ relation.

(We understand that (x, y) C (x', y') iff L[x, yJ = L[x', y'J. In particular it is always
true that (x, y) C (y, x), but (x, y) ( (x', y') does not imply x (x' or y (y' .)

Proof of the lemma. We observe that by Theorem 31, W coincides with tlie set of all
pairs of reals (x, y) such that x and y are ~L-incomparable(that is, neither x E L[yJ
nor y E L[x] ), which is IlJ, in ~.

We further assert that, given pairs (x,y) and (x',y') in W, it is true in ry"l that
(x,y) E L[x',y'] iff (x',y') f/. L[x]. Indeed, let on the contrary (x,y) E L[x',y'] and
(x', y') E L[x], so that y E L[x] - contradiction because x and y are incomparable.

For the converse, suppose that (x, y) f/. L[x' , y']. Take notice that since the pairs
belong to W, one can assume that (x,y) = (aazO, aazd and (x',y') = (a~lzlo, aafzll)
for some ordinals 0', 0" and integers z, z' E Z. Since (x, y) f/. L[x', y'], we have
(0", z') < (0', z) lexicographically, therefore (0", Zl, d') < (0', Z, d) in I for any choice
of d, d' E {O, I}. Therefore (x',y') E L[x] in ry"l by Lemma 27, as required. 0

After we have established the class IlJ of both the set Wand the relation C rw,
the remainder of the proof of Theorem 38 can be carried out similarly to thc proof of
Theorem 37 above.
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. . ~.

For instance, practically the same reasoning proves the "additional" assertion, as weIl
as the fact that C has c-many classes on W. But the "neither" and "nor" assertions
need some care.

We prove the "nor" part. Suppose on the contrary that, in m, S ~ W iso a pairwise
C-inequivalent R-OD subset of W of cardinality c. We recall that W consists of pairs
of reals. Let us consider the set S' = {x :.:3 y ((x, y) E S)}. Then, in m, S' is
a pairwise C-inequivalent R-OD set of reals of cardinality c - contradiction with
Theorem 37.

We prove the "neither" part. Suppose on the contrary that, in m, U is an enu­
meration of the collection of all (C f W)-equivalence classes by subsets of an ordinal ,.
In other words , U maps W into P(,) so that U(x,y) = U(x',y') iff (x,Y7 C (X',Y') .

It is easy to see that if both (x, y) and (x, y') belong to W then y C y', so we have
U(x, y) = V(x, y'). Thus one can define., for each real x E W'. = {x : :3 y ((x, y) E W)},
U'(x) = V(x,y) for any y satisfying (x,y) E W .

. . " ,.Take_notice~that .... He",.is Jhe~.setJ,oLall.reals ...x ..E ,~.rL sU,ch ~that _.x_C..ai< ,in,...m_(9r'L~Om~_.
(= (0', z, d) E I, in particular, 'w' is a C~invariant set. .

It is not completely true that V' enumerates C-classes of reals in W'. Of course
x C x' still implies V'(x) = U'(x'), hut now not conversely. But the following is true:
if U'(x) = U'(x') then there exist 0' (a < wF in the case I = 15 and 0' < w~ in
the case I = 16 ) and z E Z such that each of the reals x, x' is C-equivalent to one of
aazü, aazl, independently of each other.

(One may say that V' is an enumeration of the C+-equivalence dasses, where the
equivalence C+ is defined so that, in addition to C, it glues each pair aazO, aazl in
one dass. This "amalgamation" of classes makes the simmetries (a, z, 0) ~ (0:, z, 1)
useless, but fortunately we still have "the other type: shiftings inside Z-gröups. This
allows to run the reasoning in the proof of Theorem 37.)

We first notice that V' is definable in m by a formula containing ordinals and some
x fJ, where J E m is an initial segment of I not equal to I, as parameters - see the
proof of Theorem 37 above. Then V' (x) E L[x rJ] in '.J1 for all reals x E W', again
as in the proof of Theorem 37.

Since J =I I, there exists an ordinal 0' (0' < wF in the case I = 15 and 0: < wr
in the case I = 16 ) such that (0:, z, d) does not belong to J for all z "and d. In
particular both i = (a, 7,0) and i' = (a, 8,0) are not members of J .

Let us define an order automorphism h of I by h( (0', z, d)) = (0', Z + 1, d) for all
z E Z and d = 0,1, and this particular a, and h((cl,z,d)) = (a',z,d) whenever
cl f. 0'. Then h E m1, h(i) = i', but hf J is the identity.

To end the"proof of the "neither" part (and Theorem 38 as a whole), it now suffices
to reproduce the very end in the proof of Theorem 37. 0

This also ends the proof of Theorem 2.
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