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HOOK LENGTH BIASES FOR SELF-CONJUGATE PARTITIONS AND

PARTITIONS WITH DISTINCT ODD PARTS

CATHERINE H. COSSABOOM

Abstract. We establish a hook length bias between self-conjugate partitions and partitions of
distinct odd parts, demonstrating that there are more hooks of fixed length t ≥ 2 among self-
conjugate partitions of n than among partitions of distinct odd parts of n for sufficiently large n.
More precisely, we derive asymptotic formulas for the total number of hooks of fixed length t in
both classes. This resolves a conjecture of Ballantine, Burson, Craig, Folsom, and Wen.

1. Introduction

A partition λ = (λ1, λ2, . . . , λℓ) of an integer n ≥ 0 is a non-increasing sequence of positive
integers λ1 ≥ λ2 ≥ · · · ≥ λℓ, which sum to n. We say that λ has size n and denote this by |λ| = n,
and we call ℓ = ℓ(λ) the length of λ. Further, we let P(n) be the set of all partitions of n, and we
define the partition function p(n) := |P(n)| to count the number of partitions of n.

Given two sets of combinatorial objects that enjoy a bijection, one may naively suppose that their
arithmetic statistics are equal, at least asymptotically. In the theory of partitions, restricted classes
of partitions offer settings where that initial assumption is definitively false. Despite a natural
bijection between two classes of partitions, hook numbers of fixed size can be more frequently
found in one class than another.

Here, we consider hook numbers or hooks of integer partitions. Hook numbers are often studied
due to their representation-theoretic connections, determining dimensions of representations of Sn

[23]. To define the hook numbers of λ, we consider the Ferrers–Young diagram of λ, which comprises
ℓ rows of left-justified boxes, where the ith row contains λi boxes. The hook number of a box at
row i and column j is defined to be (λi − j)+ (λj − i)+ 1. In words, it is the length of the L-shape
formed by the boxes below and to the right of the box, including the box itself. See Figure 1.

7 6 4 2 1

4 3 1

2 1

Figure 1. Hook numbers for the partition (5,3,2)

Over the last decades, deep connections between q-series and hook numbers have been estab-
lished, such as the Nekrasov–Okounkov formula [19] and Han’s generalization [16]. These formulas
have spurred extensive research on hook numbers, as in [5, 8, 10, 14, 21], with special attention to
the statistic nt(λ), which counts the number of t-hooks in the partition λ, as in [15]. Recent studies
have frequently discussed nt(λ) in restricted partitions, as in [1, 6, 11, 12, 22].

In [6], Ballantine, Burson, Craig, Folsom, and Wen compare the total number of hooks of fixed
length in odd partitions of size n, denoted O(n), to distinct partitions, denoted D(n), for which
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Euler [2, Corollary 1.2] establishes a bijection. Precisely, the authors discuss the partition statistics

(1) at(n) :=
∑

λ∈O(n)

nt(λ) and bt(n) :=
∑

λ∈D(n)

nt(λ).

In [3], Andrews proved a conjecture of Beck that states that b1(n) ≥ a1(n) for all n ≥ 0, providing
the first known example of a hook length bias. Because Euler’s bijection establishes that

n|O(n)| =
∑

t≥1

at(n) =
∑

t≥1

bt(n) = n|D(n)|,

it is sensible to ask when the bias switches direction: at what point must at(n) ≥ bt(n) for t ≥ 2?
The authors of [6] pioneer this inquiry, showing that a2(n) ≥ b2(n) and a3(n) ≥ b3(n) for large n.
Further, for t ≥ 2, they conjecture there exists Nt for which at(n) ≥ bt(n) for all n > Nt. In [11],
Craig, Dawsey, and Han prove this conjecture, demonstrating that such biases exist for all t ≥ 2.

In this paper, we establish hook length biases for two other restricted classes which possess a
natural bijection: partitions with distinct odd parts, denoted DO(n), and self-conjugate partitions,
denoted SC(n). We study the following partition statistics, choosing notation defined in [6]:

(2) a∗t (n) :=
∑

λ∈SC(n)
nt(λ) and b∗t (n) :=

∑

λ∈DO(n)

nt(λ).

Heuristically, hook numbers of distinct odd parts partitions tend to be small or large, while hook
numbers of self-conjugate partitions tend to take intermediate values. Ballantine, Burson, Craig,
Folsom, and Wen made this notion precise in the following conjectures. Craig, Dawsey, and Han
strengthened the second statement.

Conjecture 1.1 (Ballantine–Burson–Craig–Folsom–Wen, Craig–Dawsey–Han). Let t ≥ 2. Then
the following are true:

(1) There exists some integer N∗
t such that a∗t (n) ≥ b∗t (n) for all n > N∗

t .
(2) There exists some constant γ∗t > 1 such that a∗t (n)/b

∗
t (n) → γ∗t as n → ∞.

We prove this conjecture. It suffices to prove Conjecture 1.1(2), as Conjecture 1.1(1) follows.

Theorem 1.2. Conjecture 1.1 is true.

Theorem 1.2 will follow from the components of Theorem 1.3.

Theorem 1.3. We demonstrate the following.

(1) For all t ≥ 1, we have

a∗t (n) ∼
4
√
3

2π 4
√
2 · n 1

4

eπ
√

n/6.

(2) For all t ≥ 1, there exists a constant β∗
t ∈ Q(log(2)) such that

b∗t (n) ∼ β∗
t

4
√
3

π 4
√
2 · n 1

4

eπ
√

n/6,

where β∗
t ∈ Q if and only if t ≡ 0 (mod 3).

(3) For all t ≥ 2, we have β∗
t < 1

2 .

Theorem 1.3(1) and (2) together imply that a∗t (n)/b
∗
t (n) → 1

2β∗

t
as t → ∞. Thus, Theorem 1.2

follows from Theorem 1.3(3). We also prove the following result about γ∗t = 1
2β∗

t
.

Theorem 1.4. As t → ∞, we have that

γ∗t → 3

2 ln (5/2)
= 1.6370350019...

Figure 2 illustrates the convergence of γ∗t for t ≥ 2 numerically. In fact, we produce an explicit
formula for γ∗t . The formula is quite involved, so its presentation is postponed until Section 5.
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t γ∗t
2 1.4426950409...
3 2.0000000000...
4 1.4426950409...
5 1.7601073000...
10 1.6259576185...
100 1.6369011056...
1000 1.6366790000...
10000 1.6370349885...

Figure 2. Values of γ∗t for various t

The paper is structured as follows. In Section 2, we construct the generating function for the
sequence b∗t (n), and we present the generating function for a∗t (n), which was previously constructed
in [1]. In Section 3 and 4, we prove Theorem 1.3(1) and (2). Section 3 is devoted to asymptotics
for the generating functions, and Section 4 builds on these results to produce asymptotics for a∗t (n)
and b∗t (n) using Wright’s Circle Method. In Section 5, we evaluate β∗

t . In Section 6, we provide a
proof of Theorem 1.3(3). Finally, in Section 7, we provide a proof of Theorem 1.4.
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2. Generating Functions for a∗t (n) and b∗t (n)

In this section, we establish generating functions for a∗t (n) and b∗t (n). Define A∗
t (q) and B∗

t (q) as

(3) A∗
t (q) :=

∑

n≥1

a∗t (n)q
n and B∗

t (q) :=
∑

n≥1

b∗t (n)q
n.

Recall the standard notation for the q-Pochhammer symbol and q-binomial coefficient:

(x; q)0 := 1,

(x; q)n := (1− x)(1− xq) · · · (1− xqn−1),

(x; q)∞ := lim
n→∞

(x; q)n,
(
n

k

)

q

:=
(q; q)n

(q; q)k(q; q)n−k
.

Recent work of Amdeberhan, Andrews, Ono, and Singh computes A∗
t (q).

Theorem 2.1 ([1, Theorem 2.1]). The following are true as formal power series.

(1) If t is even, we have that

A∗
t (q) =

tq2t

1− q2t
(−q; q2)∞.

(2) If t is odd, we have that

A∗
t (q) =

qt(1 + (t− 1)qt + tq2t)

(1− q2t)(1 + qt)
(−q; q2)∞.

It remains to produce a formula for B∗
t (q). We follow a method described in [7] to do so.
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Theorem 2.2. The following identities are true as formal power series. For t ≥ 2 even, we have

B∗
t (q) = (−q, q2)∞

⌊(t−4)/6⌋∑

k=0

qt+4k2+4k

( t−2k−2
2

2k + 1

)

q2

∑

m≥0

q2m(2k+2)

(−qm+1, q2) t−2k
2

+ (−q, q2)∞

⌊(t−2)/6⌋∑

k=0

qt+4k2+4k+1

( t−2k−2
2

2k

)

q2

∑

m≥0

q2m(2k+1)

(−qm+2, q2) t−2k
2

.

For t ≥ 1 odd, we have that

B∗
t (q) = (−q, q2)∞

⌊(t−1)/6⌋∑

k=0

qt+4k2−4k

( t−2k−1
2

2k

)

q2

∑

m≥0

q2m(2k+1)

(−qm+1, q2) t−2k+1
2

+ (−q, q2)∞

⌊(t−5)/6⌋∑

k=0

qt+4k2+6k+3

( t−2k−3
2

2k + 1

)

q2

∑

m≥0

q2m(2k+2)

(−qm+2, q2) t−2k−1
2

.

Proof. Let λ be a partition. For each box v ∈ λ, define the arm length of v to be the number of
boxes x such that x lies to the right of v. Similarly, we define the leg length (resp. coarm length,
coleg length) to be the number of boxes x below v (resp. to the left of v, above v). We denote these
quantities by arm(λ, v) := j, leg(λ, v) := ℓ, coarm(λ, v) := m, and coleg(λ, v) := g. See Figure 3.

jm

g

v

ℓ

Figure 3. Arm, coarm, leg, and coleg length of λ = (10, 9, 9, 9, 8, 5, 1, 1)

Consider the following division of the diagram into four regions, “cut out” by the arm, coarm,
and leg, labeled A, B, C, and D, as shown in Figure 4. In particular, D contains the regions
consisting of v, the arm, the coarm, and the leg, while C contains the coleg.

A

D B

C

Figure 4. Regions A, B, C, and D of λ = (10, 9, 9, 9, 8, 5, 1, 1)

Fix a triple of integers (j, ℓ,m), and let f(j, ℓ,m;n) denote the number of ordered pairs (λ, v) such
that v ∈ λ, λ ∈ DO(n), arm(λ, v) = j, leg(λ, v) = ℓ, and coarm(λ, v) = m. Consider the generating
function F (j, ℓ,m; q) =

∑
n f(j, ℓ,m;n)qn. We produce a formula for F (j, ℓ,m; q), depending on

the parity of m. Let F (R; j, ℓ,m, q) denote the generating function for the number of partitions
exhibited by the region R ∈ {A,B,C,D}. First, suppose m = 2m′ for m′ ∈ Z≥0. Since m+ j + 1
is odd, j = 2j′ is even with j′ ∈ Z≥0. Using routine q-series manipulations (see [2]), we find

F (A; 2j′, ℓ, 2m′; q) = (1 + q)(1 + q3)(1 + q5) · · · (1 + q2m
′−1) = (−q; q2)m′



HOOK LENGTH BIASES FOR SELF-CONJUGATE AND DISTINCT ODD PARTS PARTITIONS 5

F (B; 2j′, ℓ, 2m′; q) =

(
j′

ℓ

)

q2
qℓ(ℓ−1)

F (C; 2j′, ℓ, 2m′; q), = (1 + qj+m+3)(1 + qj+m+5) · · · = (−q; q2)∞
(−q; q2)j′+m′+1

,

F (D, 2j′, ℓ, 2m′; q) = q(m+1)(ℓ+1)+j = q(2m
′+1)(ℓ+1)+2j′ ,

and we obtain the formula

F (2j′, ℓ, 2m′; q) = F (A; 2j′, ℓ, 2m′; q)F (B; 2j′, ℓ, 2m′; q)F (C; 2j′, ℓ, 2m′; q)F (D; 2j′, ℓ, 2m′; q)

= q(2m
′+1)(ℓ+1)+2j′+ℓ(ℓ−1)

(
j′

ℓ

)

q2

(−q; q2)∞
(−q2m′+1; q2)j′+1

.

Similarly, suppose m = 2m′ + 1 and j = 2j′ + 1 for j′,m′ ∈ Z≥0. Analogously to above, we get

F (2j′ + 1, ℓ, 2m′ + 1; q) = q(2m
′+2)(ℓ+1)+2j′+1+ℓ2

(
j′

ℓ

)

q2

(−q; q2)∞
(−q2m′+3; q2)j′+1

.

We see that F (j, ℓ,m; q) = 0 if j′ < ℓ since then
(j′
ℓ

)
q2

= 0. Thus, if m and j are even,

t = ℓ+2j′ +1 implies that ℓ ≤ t−1
3 , where ℓ has a different parity than t. On the other hand, when

m is odd, t = ℓ + 2j′ + 2 implies that ℓ ≤ t−2
3 , where ℓ ≡ t (mod 2). Thus, when t is even, we

obtain the following. Here, we reindex by k, with ℓ = 2k and ℓ = 2k + 1, depending on ℓ (mod 2).

B∗
t (q) =

∑

ℓ≤⌈t/3⌉−1
ℓ≡1 (mod 2)

∑

m′≥0

F (t− ℓ− 1, ℓ, 2m′; q) +
∑

ℓ≤⌈(t−1)/3⌉−1
ℓ≡0 mod 2

∑

m′≥0

F (t− ℓ− 1, ℓ, 2m′ + 1; q)

= (−q; q2)∞

⌊(t−4)/6⌋∑

k=0

qt+4k2+4k

( t−2k−2
2

2k + 1

)

q2

∑

m′≥0

q2m
′(2k+2)

(−q2m′+1; q2) t−2k
2

+ (−q; q2)∞

⌊(t−2)/6⌋∑

k=0

qt+4k2+4k+1

( t−2k−2
2

2k

)

q2

∑

m′≥0

q2m
′(2k+1)

(−q2m′+3; q2) t−2k
2

.

Similarly, when t is odd, we get

B∗
t (q) = (−q; q2)∞

⌊(t−1)/6⌋∑

k=0

qt+4k2−4k

( t−2k−1
2

2k

)

q2

∑

m′≥0

q2m
′(2k+1)

(−q2m′+1; q2) t−2k+1
2

+ (−q; q2)∞

⌊(t−5)/6⌋∑

k=0

qt+4k2+6k+3

( t−2k−3
2

2k + 1

)

q2

∑

m′≥0

q2m
′(2k+2)

(−q2m′+3; q2) t−2k−1
2

. �

3. Asymptotics for A∗
t (q) and B∗

t (q)

To prove Theorem 1.3(1) and (2), we need strong asymptotic properties for A∗
t (q) and B∗

t (q)
with q = e−z, as z → 0 in certain regions. We prove the following.

Proposition 3.1. As z → 0 with Re(z) > 0, we have that

A∗
t (q) ∼

1

2

(−q; q2)∞
z

.

Proposition 3.2. As z → 0 with Re(z) > 0, we have that

B∗
t (q) ∼ β∗

t

(−q; q2)∞
z

,

where β∗
t > 0 is a constant.
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Note that β∗
t will be the constant that appears in Theorem 1.3(2).

3.1. Proof of Proposition 3.1. Theorem 2.1 indicates the Laurent series for A∗
t (q)/(−q; q2)∞ is

(4)
A∗

t (q)

(−q; q2)∞
=

{
1
2z − t

2 + t2z
6 − t4z3

90 + t6z5

945 +O(z6),
1
2z +

(
1
4 − t

2

)
+ t2z

6 − t4z3

90 + t4z4

96 + t6z5

945 +O(z6).

Regardless of the value of t, as z → 0, we have that A∗
t (q) ∼

1

2

(−q; q2)∞
z

.

3.2. Proof of Proposition 3.2. In order to understand the asymptotic behavior of B∗
t (q)/(−q; q2)∞,

we study the more general functions

Fa,b,c(q) =
∑

m≥0

qam

(−q2m+b; q2)c
.

From Theorem 2.2, we have that for even t, as z → 0,

B∗
t (q) ∼ (−q; q2)∞




⌊(t−4)/6⌋∑

k=0

( t−2k−2
2

2k + 1

)
F2(2k+2),1, t−2k

2
(q) +

⌊(t−2)/6⌋∑

k=0

( t−2k−2
2

2k

)
F2(2k+1),3, t−2k

2
(q)


 .

If t is odd, as z → 0, we have the asymptotic formula

B∗
t (q) ∼ (−q, q2)∞




⌊(t−1)/6⌋∑

k=0

( t−2k−1
2

2k

)
F2(2k+1),1, t−2k+1

2
(q) +

⌊(t−5)/6⌋∑

k=0

( t−2k−3
2

2k + 1

)
F2(2k+2),3, t−2k−1

2
(q)


 .

We use a modification of Euler-Maclaurin summation developed in [9] to produce asymptotics

for Fa,b,c(q). Let Bn(x) denote the Bernoulli polynomials, let B̃n(x) := Bn({x}), and let R∆ :=
{x+ iy| |y| ≤ ∆x}. Further, let f be a holomorphic complex-variabled function in R∆ such that f
and all of its derivatives decay at infinity sufficiently, i.e. at least as fast as |z|1−ε for some ε > 0.

Proposition 3.3. [11, Proposition 3.1] For each N ≥ 1, as z = x+ iy → 0 in R∆, we have that

∑

m≥0

f((m+ 1)z) =
1

z

∫ ∞

0
f(x)dx−

∑

k≥0

f (k)(0)zk

(k + 1)!
−

N−1∑

n=0

Bn+1(0)f
(n)(z)

(n+ 1)!
zn

− (−1)NzN−1

N !

∫ z∞

z
f (N)(w)B̃N

(w
z
− 1
)
dw,

when f and all its derivatives have sufficient decay at infinity, where the last integral is taken along
a path of fixed argument.

We apply Proposition 3.3 to Fa,b,c(q).

Proposition 3.4. As z → 0 with Re(z) > 0, we have

Fa,b,c(e
−z) ∼ 1

z

∫ ∞

0

e−ax

(1 + e−2x)c
dx.

Proof. Let ∆ > 0. Let t, z be complex numbers in R∆ as in Proposition 3.3. Define the functions

fa,b,c(t; z) :=
e−az

(e−2z−bt; e−2t)c
,

Fa,b,c(t; z) :=
∑

m≥0

fa,b,c(t;mz) = fa,b,c(t; 0) +
∑

m≥0

fa,b,c(t; (m+ 1)z),

so that Fa,b,c(z; z) = Fa,b,c(e
−z). From Proposition 3.3 with t fixed, we obtain, for any N ≥ 1,
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Fa,b,c(t; z) = fa,b,c(t; 0) +
1

z

∫ ∞

0
fa,b,c(t;x)dx −

∑

m≥0

f
(m)
a,b,c(t; 0)z

m

(m+ 1)!
−

N−1∑

n=0

Bn+1(0)f
(n)
a,b,c(t; z)

(n+ 1)!
zn

− (−1)N zN−1

N !

∫ z∞

z
f
(N)
a,b,c(t;w)B̃N

(w
z
− 1
)
dw.

fa,b,c is holomorphic at t = 0, so there are no singularities at z = 0, given the identification t = z.

The only term that contributes to the principal part as z → 0 is 1
z

∫∞
0 fa,b,c(t;x)dx, and we find

Fa,b,c(e
−z) ∼ 1

z

∫ ∞

0
fa,b,c(0;x)dx =

1

z

∫ ∞

0

e−ax

(1 + e−2x)c

since it can be shown analytically that limz→0

∫∞
0 fa,b,c(z;x)dx =

∫∞
0 fa,b,c(0;x)dx. �

To simplify notation, define I(a, c) :=
∫∞
0

e−ax

(1+e−2x)c
dx. For t even, we define

(5) β∗
t :=

⌊(t−4)/6⌋∑

k=0

( t−2k−2
2

2k + 1

)
I

(
2(2k + 2),

t− 2k

2

)
+

⌊(t−2)/6⌋∑

k=0

( t−2k−2
2

2k

)
I

(
2(2k + 1),

t− 2k

2

)
.

For t odd, we define

(6) β∗
t :=

⌊(t−1)/6⌋∑

k=0

( t−2k−1
2

2k

)
I

(
2(2k + 1),

t− 2k + 1

2

)
+

⌊(t−5)/6⌋∑

k=0

( t−2k−3
2

2k + 1

)
I

(
2(2k + 2),

t− 2k − 1

2

)
.

Given this value of β∗
t , we have the desired result.

4. Asymptotics for a∗t (n) and b∗t (n)

We use the Ngo and Rhoade’s formulation of Wright’s Circle Method [20, 24] to produce asymp-
totics for a∗t (n) and b∗t (n) from those for A∗

t (q) and B∗
t (q) and prove Theorem 1.3(1) and (2).

4.1. A Variation of Wright’s Circle Method. Here, we recall a result of Ngo and Rhoades
[20], which is a modern formulation of Wright’s circle method [24].

In 1971, Wright adapted Hardy and Ramanujan’s circle method [17] to produce asymptotics
for the coefficients of a q-series F (q) which do not necessarily have a modular transformation law.
F (q) need only have a “main” singularity at q = 1 and satisfy suitable analytic properties. Given
a circle C of radius less than 1, we define a major arc as the region where F (q) is large, which is
C ′ = C ∩R∆, and the minor arc as C \ C ′. The integral taken over C ′ constitutes the main term
for the coefficients of F (q), while the integral taken over C \ C ′ constitutes the error term.

Ngo and Rhoades [20, Proposition 1.8] proved the following, which demonstrates asymptotics
for a wide class of functions of the form Lξ where L is asymptotically “of polynomial size” and ξ
grows exponentially, with a primary exponential singularity at 1. We recall this result below.

Proposition 4.1. Let N ∈ N and ∆ ∈ R+ be fixed. Suppose that c(n) are integers defined by∑
n≥0 c(n)q

n = L(q)ξ(q) for analytic functions L, ξ within the unit disk satisfying the following

hypotheses for z = x+ iy with x > 0, 0 ≤ |y| ≤ π:

(H1) As |z| → 0 in the bounded cone R∆ as defined in Proposition 3.3, we have

L(e−z) ∼ 1

z

∑

k≥0

akz
k for ak ∈ C,

(H2) As |z| → 0 in R∆, we have ξ(e−z) = KeA/z
(
1 +Oθ(e

−B/z)
)
for K,A ≥ 0 and B > A,

(H3) As |z| → 0 outside of R∆, we have L(e−z) ≪θ |z|−C for some C > 0, and

(H4) As |z| → 0 outside of R∆, we have |ξ(e−z)| ≪∆ ξ(|e−z |)e−ε/Re(z) for some ε > 0, depending
on ∆.
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Then as n → ∞, we have that

c(n) = Ke2
√
Ann−1/4

(
N−1∑

r=0

prn
−r/2 +O

(
n−N/2

))
,

where pr :=
∑r

j=0 ajcj,r−j with aj ∈ C and cj,r :=

(
− 1

4
√
A

)r √
A

j− 1
2

2
√
π

Γ(j + 1
2 + r)

r!Γ(j + 1
2 − r)

.

In this section, we set q := e−z for z = x + iy with x > 0, 0 ≤ |y| ≤ π. Let ξ(q) := (−q; q2)∞,
Kt(q) := A∗

t (q)/(−q; q2)∞, and Lt(q) := B∗
t (q)/(−q; q2)∞, so we have A∗

t (q) = Kt(q)ξ(q) and
B∗

t (q) = Lt(q)ξ(q). In the following, we bound the major and minor arcs for ξ(q), Kt(q), and Lt(q).

4.2. Major and Minor Arc Computations for Kt(q). Proposition 3.1 implies Lemma 4.2.

Lemma 4.2. For every t and ∆ > 0, as z → 0 in R∆, we have

Kt(q) ∼
1

2z
.

Lemma 4.3 concerns the region outside of R∆.

Lemma 4.3. For every t and A > 0, as z → 0 outside R∆, we have

|Kt(q)| ≪ |z|−1.

Proof. Kt(q) has a convergent Laurent series near z → 0 for all t, as in (4). The term of minimum
degree in the Laurent series is 1

2z in both cases. The triangle inequality yields the result. �

4.3. Major and Minor Arc Computations for Lt(q). Lemma 4.4 follows from Proposition 3.2,
which demonstrates that Kt(q) is asymptotic to a rational function for every t.

Lemma 4.4. For every t and ∆ > 0 , as z → 0 in R∆, we have

Lt(q) ∼
β∗
t

z
.

We now bound |Lt(q)| outside of R∆. This follows from the fact that L∗
t (q) is nearly rational, where

we keep track of the obstruction to rationality in Proposition 4.5. We follow a method of [11].

Proposition 4.5. We prove the following.

(1) When t is a multiple of 3, L∗
t (q) is rational in q.

(2) When t is not a multiple of 3, we can express L∗
t (q) as

L∗
t (q) = L̃∗

t (q)− qK
∞∑

j=0

(−q)3j+α

1− q2j+α

where L̃∗
t (q) is rational in q, K depends only on t, and α = ⌈ t

3⌉.

Proof. Consider the sum

F ′
t,k,a,b,c(q) =

∑

m≥0

q2m(2k+a)

(−q2(m+b)+1, q2) t−2k+c
2

.

Note that a, b, and c play different roles than in Fa,b,c(q), as we require both more precision in the
powers of q and explicit dependences on t and k.
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Thus, we express L∗
t (q) as

(7)

L∗
t (q) =





⌊(t−4)/6⌋∑

k=0

qt+4k2+4k

( t−2k−2
2

2k

)

q2
F ′
t,k,2,0,0(q) +

⌊(t−2)/6⌋∑

k=0

qt+4k2+4k+1

( t−2k−2
2

2k

)

q2
F ′
t,k,1,1,0(q) for t even,

⌊(t−1)/6⌋∑

k=0

qt+4k2−4k

( t−2k−1
2

2k

)

q2
F ′
t,k,1,0,1(q) +

⌊(t−5)/6⌋∑

k=0

qt+k2+6k+3

( t−2k−2
2

2k

)

q2
F ′
t,k,2,1,−1(q) for t odd.

As in [2, Ch. 3], we have the following identity:

(8)
1

(−q2m+1, q2)n
=

n∑

j=0

(
n+ j − 1

j

)

q2
(−q2m+1)j .

By applying (8), rearranging, and using geometric series formulas, we express F ′
t,a,b,c(q) as follows:

F ′
t,k,a,b,c(q) =

∑

m≥0

q2m(2k+a)
∞∑

j=0

( t−2k+c
2 + j − 1

j

)

q2
(−1)j(q2(m+b)+1)j

=
∑

j≥0

( t−2k+c
2 + j − 1

j

)

q2

(−q2b+1)j

1− q2(j+2k+a)
=
∑

j≥0

(
1− q2(

t−2k+c
2

+j−1)
)
· · · (1− q2(j+1))

(q2; q2) t−2k+c
2

−1

(−q2b+1)j

1− q2(j+2k+a)
.

We now consider a term in the above sum for a fixed value of j. We take two cases, based on
whether the term 1− q2(j+2k+a) cancels with a corresponding term in the numerator.

Case 1: Suppose that k ≤ t−2a+c−2
6 , implying that j + 2k + a ≤ t−2k+c

2 + j − 1. For all uses of
F ′
t,k,a,b,c(q) in (7), we have that a ≥ 1, and in turn, that j + 2k + a ≥ j + 1. Thus, we have that

1− q2(j+2k+a) is cancelled out with a factor in the numerator. We find that

( t−2k+c
2 + j − 1

j

)

q2

(−q2b+1)j

1− q2(j+2k+a)
=

1

(q2; q2) t−2k+c
2

−1

b+ t−2k−c
2

−1∑

s=b

Ps(t, k, a, b, c; q
2)q(2s+1)j ,

where Ps(t, k, a, c; q) are polynomials in q2 which are independent of j. Summing over all j allows
us to write F ′

t,a,b,c as a finite sum of geometric series, producing

F ′
t,a,b,c(q) =

1

(q2; q2) t−2k+c
2

−1

b+ t−2k−c
2

−1∑

s=b

Ps(t, k, a, b, c; q
2)

1− q2s+1
.

Thus, F ′
t,k,a,b,c(q) is a finite sum of expressions which are rational in q.

Case 2: Suppose that k > t−2b+c−2
6 , so j +2k+ a > t−2k+c

2 . Here, 1− q2(j+2k+a) does not cancel
out with a term in the numerator. We consider the specific cases of F ′

t,k,a,b,c(q) that appear in (7).

Suppose first that (a, b, c) = (2, 0, 0), so we have that k > t−2a+c−2
6 = t−6

6 . As in (7), this sum

only appears at k where k ≤ t−4
6 . Since t is even, both conditions are satisfied only when k = t−4

6 .

Similarly, both conditions are satisfied only when k = t−2
6 for when (a, b, c) = (1, 1, 0), k = t−1

6 for

(a, b, c) = (1, 0, 1), and k = t−5
6 when (a, b, c) = (2, 1,−1). Each of these k values only occurs when

t is a distinct residue mod 6 that is not divisible by 3. Therefore, when 3 | t, L∗
t (q) is rational. The

relevant value of k is always equal to t−2a+c
6 . When k = t−2a+c

6 , we obtain

( t−2k+c
2 + j − 1

j

)

q2

(−q2b+1)j

1− q2(j+2k+a)
=

(
1− q2(

t+a+c
3

+j−1)
)
· · · (1− q2(j+1))

(q2; q2) t−2k+c
2

−1

(−q2b+1)j

1− q2(j+
t+a+c

3 )
.
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We define the expression Tj(b, d, x; q) := (−1)j
xbqj(1− xq2)(1 − xq4) · · · (1− xq2d)

1− xq2(d+1)
, and we get

F ′
t,k,a,b,c(q) =

1

(q2; q2) t−2k+c
2

−1

∑

j≥0

Tj

(
b,
t+ a+ c

3
− 1, q2j ; q

)
.

We define Q(x, q) and R(q) as polynomials of x so that

Tj(b, d, x; q) = (−1)j
(
Q(x, q) +

R(q)

1− xq2(d+1)

)
.

Considering x → 0, we find that R(q) = −Q(0, q). Further, we evaluate

(9) R(q) = xbqj(1− xq2)(1− xq4) · · · (1− xq2d)|x=q−2(d+1) =
qj(−1)d

q(d+2b)(d+1)
(q2; q2)d.

Letting d = t+a+c
3 − 1, we obtain

F ′
t,k,a,b,c(q) =

1

(q2; q2)d

∑

j≥0

(−1)j
(
Q(q2j , q) +R(q) +

R(q)q2j+d+1

1− q2j+d+1

)

=
1

(q2; q2)d

∑

j≥0

(−1)j
(
Q(q2j , q)−Q(0, q) +

R(q)q2j+d+1

1− q2j+d+1

)
.

Each term of the polynomial Q(q2j , q)−Q(0, q) corresponds to a geometric series in
∑

j≥0Q(q2j , q).

It then suffices to show the remaining terms corresponding to R(q) are rational. By (9), we get

R(q)

(q2; q2)d

∑

j≥0

(−1)j
(

q2j+d+1

1− q2j+d+1

)
=

−1

q(d+2b)(d+1)

∑

j≥0

(−q)3j+d+1

1− q2j+d+1
.

Suppose 3 ∤ t. In (7), the binomial coefficient corresponding to k = t−2a+c
6 is 1. Thus, we have

L∗
t (q) = L̃∗

t (q)− qK
∞∑

j=0

(−q)3j+d+1

1− q2j+d+1

where L̃∗
t (q) is rational and K is the difference of the power on the leading q-term in the expression

(a polynomial in k and t) and (d + 2b)(d + 1). Each of k, b, d is determined as a function of t:
namely, a linear expression in t determined by the residue of t mod 6. Determining the value of
t+a+c

3 for each residue of t mod 6 then returns the result. �

Lemma 4.6. For every t, as z → 0 outside R∆, we have

|Lt(q)| ≪ |z|−C

for some nonnegative constant C.

Proof. Proposition 4.5 proves that L∗
t (q) is the difference of a rational function L̃∗

t (q) and the series

qK
∞∑

j=0

(−q)3j+α

1− q2j+α
,

where K ∈ Z and α ∈ Z+. Since rational functions in q have convergent Laurent expansions near

z = 0, L̃∗
t (q) is O(|z|−C′

) for some nonnegative constant C ′.
Since |qj | < 1 for all j, we apply the triangle inequality to find that

(10)

∣∣∣∣∣

∞∑

j=0

(−q)3j+α

1− q2j+α

∣∣∣∣∣ ≤
∞∑

j=0

∣∣∣
q3j+α

1− q2j+α

∣∣∣ ≤
∞∑

j=0

∣∣∣
q2j+α

1− q2j+α

∣∣∣.
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Let the series on the right hand side of this inequality be Sα. Further, let z = x+ iy and d(n) be
the standard divisor function, i.e. d(n) =

∑
d|n 1. Using the reverse triangle inequality, we find

Sα ≤
∞∑

j=1

∣∣∣
qj

1− qj

∣∣∣ ≤
∞∑

j=1

e−jx

1− e−jx
=

∞∑

j=1

d(j)e−jx ≤
∞∑

j=1

je−jx =
ex

(ex − 1)2
.

Outside of the region R∆, we have that
1

|z|2 ≥ 1
δ2x2 . Thus, Sα is bounded above by δ2

|z|2 . Since q
K

has a Taylor series expansion for all K, we then obtain that L∗
t (q) ≪ |z|−C for C = max{2, C ′}. �

4.4. Major and Minor Arc Computations for ξ(q). We use the modular transformation law
for P(q), as given in [4] for example, to obtain the modular transformation law for ξ(q):

(11) ξ(q) =
P(q2)P(q2)

P(q)P(q4)
= exp

(
π2

24z
+

z

12

) P(ω2)2

P(ω)P(ω4)
,

where ω = e−π2/z. We now determine the behavior of ξ on the major and minor arcs.

Proposition 4.7. Let ∆ > 0.62 be a fixed constant with δ =
√
1 +∆2. Let z = x+ iy be a complex

number satisfying 0 ≤ |y| ≤ ∆x with 0 ≤ x < 2π2

δ2
. Set Ψ(z) := exp

(
π2

24z + z
12

)
. Then, we have

|ξ(e−z)−Ψ(z)| < 214|Ψ(z)e−π2/z|.
Proof. Using Euler’s Pentagonal Number Theorem, we rewrite (11) as

ξ(z) =



1 +
∑

m≥1

(−1)m
(
ω

m(3m+1)
2 + ω

m(3m−1)
2

)




·



1 +
∑

m≥1

(−1)m
(
ω2m(3m+1) + ω2m(3m−1)

)


 ·



1 +
∑

m≥1

p(m)ω2m




2

.

For notational convenience, we let X, Y , and Z denote the above expressions, as follows:

X :=
∑

m≥1

(−1)m
(
ω

m(3m+1)
2 + ω

m(3m−1)
2

)
, Y :=

∑

m≥1

(−1)m
(
ω2m(3m+1) + ω2m(3m−1)

)
, Z :=

∑

m≥1

p(m)ω2m.

We now write
ξ(z)−Ψ(z)

Ψ(z)
= X(1 + Y )2(1 + Z) + (Y 2 + 2Y )(1 + Z) + Z.

We trivially bound X and Z using geometric series to find

(12) |X | <
∑

m≥1

|ω|m = |ω|+ |ω|2
1− |ω| , |Z| < |ω|4

1− |ω| .

Let δ =
√
1 + ∆2. Inside the region R∆, we have that Re(1z ) ≥ 1

δ2x . Then, x < 2π2

δ2 implies

(13) |ω| = exp

(
−Re

(
π2

z

))
≤ exp

(
− π2

δ2x

)
< exp(−1/2) ≤ 0.61.

Since ∆ > 0.62, we find that δ > 1.175 and 4π2

2.35δ > 2π2

δ . Now, applying the proof of [18, Lemma 3.8], we

bound Y by 23.6|ω|2. Further, we bound X and Z by applying (13) to (12), obtaining
∣∣∣
ξ(z)−Ψ(z)

Ψ(z)

∣∣∣ < (|ω|+ 2.54|ω|2)(1 + 23.6|ω|2)2(1 + 2.54|ω|4)

+ (556.96|ω|4 + 47.2|ω|2)(1 + 2.54|ω|4) + 2.54|ω|4

≤ (|ω|+ 1.55|ω|) · 95.68 · 1.35 + (126.42|ω|+ 28.80|ω|) · 1.36 + 0.58|ω| ≤ 214|ω|.
�

We present an upper bound for ξ(q) outside of R∆.
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Proposition 4.8. Let k ≥ 4 be an integer, ∆ a nonnegative constant, and let δ =
√
1 + ∆2.

Assume that z = x+ iy satisfies ∆x ≤ |y| ≤ π. Then, we have that

|ξ(e−z)| ≤ Cξ(|e−z|) · e−ε/x

where ε = −π2

24

(
1− 1

δ2

)
+ 5

4k > 0 and C = k2e
5π
24δ depend only on δ and k. In particular, we have

that ξ(e−z) ≪∆ ξ(|e−z|)e−ε/x where ε can be taken to be arbitrarily close to −π2

24

(
1− 1

δ2

)
.

Proof. From (11), we have that

|ξ(e−z)| ≤ exp

(
π2

24x
+

Re(1/z)

12

) P
(
e−2π2 Re(1/z)

)2
∣∣P
(
e−π2/z

)
P
(
e−4π2/z

)∣∣ .

Outside the region R∆, we have that Re
(
1
z

)
≤ 1

δ2x
. After a second application of (11), we obtain

exp

(
π2

24z
+

Re(1/z)

12

)
≤ Ψ(x) exp

(−π2

24x

(
1− 1

δ2

))
= ξ(e−x) ·

P
(
e−π2/x

)
P
(
e−4π2/x

)

P
(
e−2π2/x

)2 e−ε/x.

Since δ > 1, we have that Re(1z ) ≤ 1
δ2x

≤ 1
x , so we find

ξ(e−z) ≤ ξ(e−x)e−ε/xP(e−π2/x)P(e−4π2/x)

P(e−2π2/x)2

P
(
e−2π2 Re(1/z)

)2
∣∣P
(
e−π2/z

)
P
(
e−4π2/z

)∣∣

≤ ξ(e−x)e−ε/x P(e−π2/x)P(e−4π2/x)∣∣P
(
e−π2/z

)
P
(
e−4π2/z

)∣∣ .

Applying Euler’s Pentagonal Number Theorem as in Proposition 4.7 for 1/|P(e−π2/z)| yields

1

|P
(
e−π2/z

)
| =

∑

m≥1

|e−π2/z|m ≤
k∑

m=1

e−mπ2 Re(1/z) +
e−kπ2 Re(1/z)

1− e−π2 Re(1/z)
≤ k + e1/kx ≤ ke1/kx

for any k ∈ N. Similarly, we have 1/|P(e−4π2/z)| ≤ ke1/4kx for any k ∈ N. Applying [18, (2.8)] and
using the fact that x ≤ π/δ, we have that

P(e−π2/x) ≤ exp

(
π2e−π2/x

6(1 − e−π2/x
)

)
≤ ex/6 ≤ e

π
6δ .

Similarly, we find P(e−4π2/x) ≤ ex/24 ≤ e
π

24δ . Combining these inequalities, we get that

ξ(e−z) ≤ k2e
5π
24δ ξ(e−x)e−ε′/x · e5/4kx = ξ(e−z) ≤ k2e

5π
24δ ξ(e−x)e−ε/x.

For k ≥ 4, we have that 5
4k ≤ π2

24 , which implies that ε > 0. �

4.5. Proof of Theorem 1.3(1) and (2). Let z = x + iy with x > 0, and fix ∆ > 0.62. We
verify the hypotheses in Proposition 4.1. Kt(q) satisfies (H1) with a0 =

1
2 and ak = 0 for k > 0 by

Lemma 4.2 and (H3) with C = 1 by Lemma 4.3. Proposition 4.7 implies that ξ(q) satisfies (H2)
with K = 1, A = π2/24, and B = π2, while ξ(q) satisfies (H4) by Proposition 4.8. We take N = 1

in Proposition 4.1, and we compute p0 = a0c0,0 = 1
2c0,0 =

4√3
2π 4√2

. In turn, we obtain the result in

Theorem 1.3(1). Similarly, Lt(q) satisfies (H1) by Lemma 4.4 with a0 = β∗
t and ak = 0 for k > 0,

and Lt(q) satisfies (H3) by Lemma 4.6. We apply Proposition 4.1 with N = 1 and produce the
asymptotic in Theorem 1.3(2).
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4.6. A Probabilistic Consequence. It is natural to consider implications of Theorem 1.3(1) and
(2) to probabilistic features of the hook numbers of SC(n) and DO(n). Here, we prove a corollary
that establishes asymptotics for the average number of hooks. Borrowing notation from [11], let
avgL(t;n) be the average of nt(λ) across partitions λ with |λ| = n in the collection L.
Corollary 4.9. We have the following asymptotics:

avgSC(t;n) ∼
2

π

√
3n

2
, avgDO(t;n) ∼

4β∗
t

π

√
3n

2
.

Proof. Let pSC(n) = |SC(n)| and pDO(n) = |DO(n)|. It is a well-known fact that

(14) pSC(n) = pDO(n) ∼
4
√
2

4 4
√
3 · n 3

4

eπ
√

n/6.

Since (−q; q2)∞ is the generating function for pSC(n) = pDO(n), this can be directly shown from
4.7 and 4.8 using Proposition 4.1. In light of Theorem 1.3(1) and (2), (14) gives us the result. �

5. Evaluating β∗
t

The object of this section is to evaluate the constant β∗
t , and our main result is the following

formula. Since γ∗t = 1
2β∗

t
, Theorem 5.1 additionally produces an explicit formula for γ∗t .

Theorem 5.1. When t is even, we have that

β∗
t =

1

2

( t

2−2∑

n≡ t

2−2 (mod 3)
n>0

1

n
−

t

2−2∑

n≡ t

2−2 (mod 3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)
+ 16|(t−4)

∫ 1

1/2

(1− x)
t+2
3 −1

x
dx

−
t

2−2∑

n≡ t

2−2 (mod 3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

)

+

t

2−1∑

n≡ t

2−1 (mod 3)
n>0

1

n
−

t

2−1∑

n≡ t

2−1 (mod 3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)
+ 16|(t−2)

∫ 1

1/2

(1− x)
t+1
3 −1

x
dx

−
t

2−4∑

n≡ t

2−1 (mod 3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

))
.

When t is odd, we have that

β∗
t =

1

2

( t−1
2∑

n≡ t−1
2 (mod 3)
n>0

1

n
−

t−1
2∑

n≡ t−1
2 (mod 3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)
+ 16|(t−1)

∫ 1

1/2

(1− x)
t+2
3 −1

x
dx

−
t−1
2 −3∑

n≡ t−1
2 (mod 3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

)

+

t−5
2∑

n≡ t−5
2 (mod 3)
n>0

1

n
−

t−5
2∑

n≡ t−5
2 (mod 3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)
+ 16|(t−5)

∫ 1

1/2

(1 − x)
t+1
3 −1

x
dx

−
t−5
2∑

n≡ t−5
2 (mod 3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

))
.
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Corollary 5.2. We have the following.

(1) β∗
t ∈ Q(log(2)) for all t,

(2) β∗
t ∈ Q if and only if t is a multiple of 3.

Proof. The only irrational terms in Theorem 5.1 come from 1
x in the expansion of the integrand of

∫ 1

1/2

(1− x)⌈
t
3
⌉−1

x
dx

and are equal to log(2). An integral of this form emerges if and only if t belongs to a residue mod
6 that is not divisible by 3. �

To compute β∗
t , we introduce the parameters r and s and evaluate the quantity

Sr,s(t) :=

⌊(t−2r+s)/6⌋∑

k=0

( t−2k−2+s
2

2k + r − 1

)
I

(
2(2k + r),

t− 2k + s

2

)
.

From (5) and (6), we have that

(15) β∗
t =

{
S2,0(t) + S1,0(t) for t even,

S1,1(t) + S2,−1(t) for t odd.

5.1. Simplifying Sr,s(t).

Proposition 5.3. Let t ≥ 2 be a positive integer. Then, we have

Sr,s(t) =
1

2

⌊ t−2r+s
6

⌋∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1− 1

2
t+s
2

−3k−r+i

)

when t− 2r + s is not a multiple of 6 and

Sr,s(t) =
1

2

(
log 2 +

t−2r+s
6

−1∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1− 1

2
t+s
2

−3k−r+i

)

+

t+r+s
3

−1∑

i=1

( t+r+s
3 − 1

i

)
(−1)i

i

(
1− 1

2i

))
.

Proof. We begin by computing the integral I
(
2(2k + r), t−2k+s

2

)
. Substituting u = e−2x + 1 yields

I

(
2(2k + r),

t− 2k + s

2

)
=

1

2

∫ 2

1

(u− 1)2k+r−1

u
t−2k+s

2

du =
2k+r−1∑

i=0

(−1)i

2

(
2k + r − 1

i

)∫ 2

1
u3k+r−1− t+s

2
−idu.

We focus on the inner integral. Since k ≤ ⌊(t − 2r + s)/6⌋ ≤ (t − 2r + s)/6, we have that
3k + r − 1 − t+s

2 − i ≤ −i with equality only if k = (t − 2r + s)/6. In particular, we have that

3k + r − 1− t+s
2 − i = 0 if and only if (k, i) = ((t− 2r + s)/6, 0). Thus, we obtain

∫ 2

1
u3k+r−1− t+s

2
−idu =

{
1

t+s
2

−3k−r+i

(
1− 1

2
t+s
2 −3k−r+i

)
if (k, i) 6=

(
t−2r+s

6 , 0
)
,

log 2 if (k, i) =
(
t−2r+s

6 , 0
)
.

Thus, if t− 2r + s is not a multiple of 6, the log(2) term does not appear and we have

Sr,s(t) =
1

2

⌊ t−2r+s
6

⌋∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1− 1

2
t+s
2

−3k−r+i

)
.
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If t− 2r + s is a multiple of 6, we isolate the term associated with
(
t−2r+s

6 , 0
)
and obtain

Sr,s(t) =
1

2

(
log 2 +

t−2r+s
6

−1∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1− 1

2
t+s
2

−3k−r+i

)

+

t+r+s
3

−1∑

i=1

( t+r+s
3 − 1

i

)
(−1)i

i

(
1− 1

2i

))
,

where the last term comes from substituting k = t−2r+s
6 . �

5.2. A Combinatorial Interlude. The following lemma will be useful in our computation of β∗
t .

Lemma 5.4. Let n > 0 and set n = 3p+ q. We have the two identities

(16)

p+⌊(q−1)/3⌋∑

i=0

1

n− 3i

(
n− i− 1

2i

)
2i =

1

n

(
2n−1 + 12|n(−1)n/2 + 13|n(−3 · 2n/3−1)

)
,

p+⌊(q−1)/3⌋∑

i=0

1

n− 3i

(
n− i

2i+ 1

)
2i =

1

n+ 3/2

(
2n + 12|n

(
1

2
· (−1)n/2

)
(17)

+ 12|(n−1)

(
1

2
· (−1)n−1/2

)
+ 13|n(−3 · 2n/3−1)

)
.

Proof. We consider the generating function for the quantity
∑n

i=0

(
n−i−1

2i

)
2i, which can be written

∑

i≥0

(2x3)i · x
∑

n≥3i+1

(
n− i− 1

2i

)
xn−3i−1 =

∑

i≥0

(2x3)i
x

(1− x)2i+1
=

x

5

(
x+ 3

1 + x2
+

2

1− 2x

)
.

Using geometric series expansions, we obtain

(18)
n∑

i=0

(
n− i− 1

2i

)
2i =

{
1
5

(
22k + (−1)k−1

)
if n = 2k,

1
5

(
22k+1 + 3(−1)k

)
if n = 2k + 1.

Similarly, we compute

(19)

n∑

i=0

(
n− i

2i+ 1

)
2i =

{
1
5

(
22k+1 + 2(−1)k−1

)
if n = 2k,

1
5

(
22k+2 + (−1)k

)
if n = 2k + 1.

Note that 2i ≤ n− i− 1 and 2i+1 ≤ n− i both imply i ≤ n−1
3 . Thus, we have the two expressions

(20)
p+⌊(q−1)/3⌋∑

i=0

(
n− i− 1

2i

)
2i =

n∑

i=0

(
n− i− 1

2i

)
2i and

p+⌊(q−1)/3⌋∑

i=0

(
n− i

2i+ 1

)
2i =

n∑

i=0

(
n− i

2i+ 1

)
2i

We now focus on (16). To introduce the fraction 1
n−3i , we write it as 1

n + 3i
n(n−3i) , and we find

p+⌊(q−1)/3⌋∑

i=0

1

n− 3i

(
n− i− 1

2i

)
2i =

1

n

p+⌊(q−1)/3⌋∑

i=0

(
n− i− 1

2i

)
2i +

3

2n

p+⌊(q−1)/3⌋∑

i=0

(
n− i− 1

2i− 1

)
2i

=
1

n

p+⌊(q−1)/3⌋∑

i=0

(
n− i− 1

2i

)
2i +

3

n

p+⌊(q−1)/3⌋−1∑

i=0

(
(n− 2)− i

2i+ 1

)
2i.

The expression 2i + 1 ≤ n − i − 2 implies that i ≤ n−3
3 . Thus, the sum

∑p+⌊(q−1)/3⌋−1
i=0

(
n−2−i
2i+1

)
2i

is equal to
∑n

i=0

(
n−2−i
2i+1

)
2i if n ≡ 1, 2 (mod 3), as then i ≤ n−3

3 with i ∈ Z implies that i ≤
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p + ⌊(q − 1)/3⌋ − 1. Otherwise, if n ≡ 0, we have that i = (n − 3)/3 is included in the sum∑n
i=0

(n−2−i
2i+1

)
2i and not the sum

∑p+⌊(q−1)/3⌋−1
i=0

(n−2−i
2i+1

)
2i. We obtain

(21)

p+⌊(q−1)/3⌋−1∑

i=0

(
n− 2− i

2i+ 1

)
2i =

{∑n
i=0

(
n−2−i
2i+1

)
2i − 2(n−3)/3 if n ≡ 0 (mod 3),∑n

i=0

(n−2−i
2i+1

)
2i if n ≡ 1, 2 (mod 3).

Substituting (18), (19), and (21) into (20) yields the following:

p+⌊(q−1)/3⌋∑

i=0

1

n− 3i

(
n− i− 1

2i

)
2i =





1
n

(
2n−1 + (−1)k − 3 · 22k−1

)
if n = 6k,

1
n

(
2n−1

)
if n = 6k + 1,

1
n

(
2n−1 + (−1)k+1

)
if n = 6k + 2,

1
n

(
2n−1 − 3 · 22k

)
if n = 6k + 3,

1
n

(
2n−1 + (−1)k+2

)
if n = 6k + 4,

1
n

(
2n−1

)
if n = 6k + 5.

This proves (16). Similarly, the expression
∑p+⌊(q−1)/3⌋

i=0

( n−i
2i+1

)
2i depends on both the parity of n

and its residue mod 3, and we obtain (17). �

5.3. Proof of Theorem 5.1.

Proposition 5.5. Let x = t+s
2 − r with t ≡ s (mod 2), and let the quantity Qr,s(t) be

Qr,s(t) :=
1

2

x∑

n≡x (mod 3)
n>0

1

n
− 1

2

x+3⌊ r−1
2

⌋∑

n≡x (mod 3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)

− 1

2

x+3⌊ r−2
2

⌋∑

n≡x (mod 3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

)
.

We prove that Sr,s(t) to Qr,s(t) are related as follows:

(1) If t− 2r + s is not a multiple of 6, Sr,s(t) = Qr,s(t).
(2) If t− 2r + s is a multiple of 6,

Sr,s(t) = Qr,s(t) +
1

2

∫ 1

1/2

(1− x)
t+r+s

3
−1

x
dx.

Proof. We begin with the case where t− 2r+ s is not a multiple of 6. By Proposition 5.3, we have

Sr,s(t) =
1

2

⌊ t−2r+s
6

⌋∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1− 1

2
t+s
2

−3k−r+i

)
.

We can simplify the sum that constitutes a portion of this expression, using Lemma 4.4.1 in [11]:

S(1)
r,s (t) :=

1

2

⌊ t−2r+s
6

⌋∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

=
1

2

⌊ t−2r+s
6

⌋∑

k=0

1
t+s
2 − 3k − r

.

Now, we consider the other portion of the sum S
(2)
r,s (t) defined so that Sr,s(t) = S

(1)
r,s (t)− S

(2)
r,s (t):

S(2)
r,s (t) :=

1

2

⌊ t−2r+s
6

⌋∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1

2
t+s
2

−3k−r+i

)
.
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Applying Lemma 4.4.1 in [11] on the inner sum and reindexing, we obtain

2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1

2
t+s
2

−3k−r+i

)

=
1

2

⌊ t−2r+s
6

⌋∑

k=0

1
t+s
2 − 3k − r

2k+r−1∑

i=0

1

2
t+s
2

−k−1−i

( t+s
2 − k − 2− i

t+s
2 − 3k − r − 1

)

=
1

2

⌊ t−2r+s
6

⌋∑

k=0

1
t+s
2 − 3k − r

2k+r−1∑

i=0

1

2
t+s
2

−3k−r+i

( t+s
2 − 3k − r − 1 + i

i

)

=
1

2

2⌊ t−2r+s
6

⌋+r−1∑

i=0

⌊ t−2r+s
6

⌋∑

k=⌈ i−r+1
2

⌉

1
t+s
2 − 3k − r

( t+s
2 − 3k − r − 1 + i

i

)
1

2
t+s
2

−3k−r+i
,

switching the order of summation in the last line. We begin transforming this expression into the
form of Lemma 5.4, letting 3a+ q = t+s

2 − r where q ∈ {0, 1, 2}, yielding

1

2

2a+r−1∑

i=0

a∑

k=⌈ i−r+1
2

⌉

1

3a+ q − 3k

(
3a− 3k + q − 1 + i

i

)
1

23a−3k+q+i
.

Further, we substitute b = a− k, and we get

1

2

2a+r−1∑

i=0

a−⌈ i−r+1
2

⌉∑

b=0

1

3b+ q

(
3b+ q − 1 + i

i

)
1

23b+q+i
.

Splitting into cases when i = 2i′ is even and i = 2i′ + 1 is odd, we rewrite the sum as follows:

1

2

a+⌊ r−1
2

⌋∑

i′=0

a−i′+⌊ r−1
2

⌋∑

b=0

1

3b+ q

(
3b+ q − 1 + 2i′

2i′

)
1

23b+q+2i′

+
1

2

a+⌊ r−2
2

⌋∑

i′=0

a−i′+⌊ r−2
2

⌋∑

b=0

1

3b+ q

(
3b+ q + 2i′

2i′ + 1

)
1

23b+q+2i′+1
.

Finally, we consider the quantity p = b+ i′ and we reindex the sum by p and i′, giving

1

2

a+⌊ r−1
2

⌋∑

p=0

p+⌊(q−1)/3⌋∑

i′=0

1

3p − 3i′ + c

(
3p− i′ + q − 1

2i′

)
1

23p−i′+q

+
1

2

a+⌊ r−2
2

⌋∑

p=0

p+⌊(q−1)/3⌋∑

i′=0

1

3p− 3i′ + q

(
3p− i′ + q

2i′ + 1

)
1

23p−i′+q+1
.

Reindexing the sums gives i′ ≤ min (⌊a/2⌋, p). The binomial coefficients are nonzero when i′ ≤
p + ⌊q − 1/3⌋, which is less than min (⌊a/2⌋, p), justifying the limits on the sums. We now apply
Lemma 5.4 to write the first summand as

3a+3⌊ r−1
2

⌋+q∑

n≡q(mod3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)
.
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Similarly, we write the second summand as

3a+3⌊ r−2
2

⌋+q∑

n≡q(mod3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

)
.

Substituting x = 3a+ q = t+s
2 − r and combining with the original first term gives the result.

In the case when t− 2r + s is a multiple of 6, we have q = 0. From Proposition 5.3, we have

Sr,s(t) =
1

2

(
log(2) +

t−2r+s
6

−1∑

k=0

( t−2k−2+s
2

2k + r − 1

) 2k+r−1∑

i=0

(
2k + r − 1

i

)
(−1)i

t+s
2 − 3k − r + i

(
1− 1

2
t+s
2

−3k−r+i

)

+

t+r+s
3

−1∑

i=1

( t+r+s
3 − 1

i

)
(−1)i

i

(
1− 1

2i

))
.

We isolate the term (i, k) = (0, t+r+s
3 ), set q = 0, and reindex the above computations to find

Sr,s(t) =
1

2

(
log(2) +

t+s
2

−r∑

n≡0 (mod 3)
n>0

1

n
−

t+s
2

−r+3⌊ r−1
2

⌋∑

n≡0(mod3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)

−
t+s
2

−r+3⌊ r−2
2

⌋∑

n≡0(mod3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

)
(22)

+

t+r+s
3

−1∑

i=1

( t+r+s
3 − 1

i

)
(−1)i

i

(
1− 1

2i

))
.

Using Lemma 4.4(2) in [11], the sum of the first and last terms becomes

log 2+

t+r+s
3

−1∑

i=1

( t+r+s
3 − 1

i

)
(−1)i

i

(
1− 1

2i

)
= log 2+

∫ 1

1/2

(1− x)
t+r+s

3
−1 − 1

x
dx =

∫ 1

1/2

(1− x)
t+r+s

3
−1

x
dx.

Substituting this into (22) gives the result. �

Together with (15), Proposition 5.5 demonstrates Theorem 5.1.

6. Proof of Theorem 1.3(3)

We demonstrate that β∗
t < 1

2 for all t. To do so, we consider the fluctuations of β∗
t for large t.

Define the auxiliary functions f1(n), f2(n), f3(n) as

f1(n) =
1

2n
− 12|n

(−1)n/2

n2n
+ 13|n

3

2n · 22n/3 ,

f2(n) = − 1

2(n+ 3/2)
− 12|n

(−1)n/2

4(n+ 3/2)2n
+ 12|n

(−1)(n−1)/2

4(n+ 3/2)2n
+ 13|n

3

4(n + 3/2) · 22n/3 ,

f3(n) =





∫ 1

1/2

(1− x)⌊n/3⌋

x
dx if n ≡ 1, 2 (mod 3),

0 if n ≡ 0 (mod 3).
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For even t, we have the recurrence

β∗
t = β∗

t−6 + f1

(
t

2
− 2

)
+ f1

(
t

2
− 1

)
+ f2

(
t

2
− 2

)
+ f2

(
t

2
− 4

)
+ f3 (t) .

For odd t, we have, similiarly, that

β∗
t = β∗

t−6 + f1

(
t− 1

2

)
+ f1

(
t− 5

2

)
+ f2

(
t− 1

2
− 3

)
+ f2

(
t− 5

2

)
+ f3 (t) .

Suppose that n ≥ 3/2. Accounting for pairs of terms in the recurrences, we bound the sums, using

f1 (n) + f2 (n) ≤
3

4n(n+ 3/2)
+

1

n2n
+

3

2n · 22n/3 +
1

4(n + 3/2)2n
+

3

4(n+ 3/2) · 22n/3

≤ 3

4n2
+

5

4n2n
+

9

4n · 22n/3 ,(23)

f1(n) + f2(n− 3) ≤ −3

4n(n− 3/2)
+

1

n2n
+

3

2n · 22n/3 +
2

(n− 3/2)2n
+

1

4(n − 3/2) · 22n/3

≤ 5

4(n − 3/2)2n
+

1

4(n− 3/2) · 22n/3 .(24)

Moreover, since (1− x)y/x is a nonnegative decreasing function of y, we have that

(25) f3(t) ≤
∫ 1

1/2

(1− x)
t
3
−1

x
dx ≤

∫ 1

1/2

(1/2)
t
3 − 1

x
dx =

2 ln 2

2
t
3

.

Fix odd t′ ∈ N. For each odd t ≥ t′ (mod 6), we crudely bound β∗
t , including all the residues

modulo 3 in the sum, using (23), (24), and (25), and find

β∗
t = β∗

t′ +
∑

t≡t′ (mod 6)
t>t′

f1(
t− 1

2
) + f1

(
t− 5

2

)
+ f2

(
t− 1

2
− 3

)
+ f2

(
t− 5

2

)
+ f3 (t)(26)

≤ β∗
t′ +

∑

t≡t′ (mod 2)
t>t′

f1

(
t− 1

2

)
+ f1

(
t− 5

2

)
+ f2

(
t− 1

2
− 3

)
+ f2

(
t− 5

2

)
+ f3 (t)

≤ β∗
t′ +

∑

n≥ t′−5
2

3

4n2
+

5

4n2n
+

9

4n · 22n/3 +
∑

n≥ t′−1
2

5

4(n− 3/2)2n
+

1

4(n− 3/2) · 22n/3 +
∑

n≥t′

2 ln 2

2
t

3

.

We now choose a suitable value of t′. Let t′ = 21. Evaluating the above series yields that
β∗
t ≤ β∗

21+0.17052684... for t > t′, where β∗
21 = 0.30472711... Thus, for all odd t > 21, we have that

β∗
t ≤ 0.47525396... < 1

2 . A finite computational check demonstrates that β∗
t < 1

2 for odd t ≤ 21.
Similarly, in the even case, we again fix t′ ∈ N and obtain that

β∗
t ≤ β∗

t′ +
∑

n≥ t′

2
−2

3

4n2
+

5

4n2n
+

9

4n · 22n/3 +
∑

n≥ t′

2
−1

5

4(n − 3/2)2n
+

1

4(n − 3/2) · 22n/3 +
∑

n≥t′

2 ln 2

2
t
3

.

In this case, we take t′ = 20. Computing the above series yields that β∗
t ≤ β∗

20 + 0.18501868... for
t > t′, where β∗

20 = 0.30607337... Thus, for all even t > 20, we have that β∗
t ≤ 0.49109205... < 1

2 .

As before, a finite computational check demonstrates that β∗
t < 1

2 for even t ≤ 20.
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7. Proof of Theorem 1.4

To find a limit for γ∗t as t → ∞, it suffices to find a limit for 2β∗
t as t → ∞. From Theorem 5.1,

we can find limits for 2β∗
t along t ≡ t′ (mod 6) for t′ ∈ N. As t → ∞ along t ≡ t′ (mod 6) with t′

even, we have that

lim
t→∞

t≡t′ (mod 6)

2β∗
t =

∞∑

n≡ t
′

2 −2 (mod 3)
n>0

1

n
−

∞∑

n≡ t
′

2 −2 (mod 3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)

−
∞∑

n≡ t
′

2 −2 (mod 3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

)
(27)

+

∞∑

n≡ t
′

2 −1 (mod 3)
n>0

1

n
−

∞∑

n≡ t
′

2 −1 (mod 3)
n>0

1

n

(
1

2
+ 12|n

(−1)n/2

2n
− 3

2
13|n

1

22n/3

)

−
∞∑

n≡ t
′

2 −1 (mod 3)
n>0

1

n+ 3/2

(
1

2
+

1

4
12|n

(−1)n/2

2n
+

1

4
12|(n−1)

(−1)(n−1)/2

2n
− 3

4
13|n

1

22n/3

)
.

Here, we use the fact that the integral terms converge to 0 as t → ∞. As t → ∞ along t ≡ t′

(mod 6) with t′ odd, a similar expression is derived from the second expression in Theorem 5.1.
Define the auxiliary functions g1(k), g2(k), g3(k), g4(k), g5(k), g6(k) as follows:

g1(k) =
∑

n≡k (mod 3)
n>0

(
1

n
− 1

2n
− 1

2(n+ 3/2)

)
=

∑

n≡k (mod 3)

3

2n(2n + 3)
,

g2(k) =
∑

n≡k (mod 3)
n>0

12|n
(−1)n/2

n · 2n =
∑

m≡k/2 (mod 3)

(−1)m

2m · 22m ,

g3(k) =





∑

n≡0 (mod 3)
n>0

3

2
13|n

1

n · 22n/3 =
∑

m>0

1

2m · 22m if k ≡ 0 (mod 3),

0 otherwise,

g4(k) =
∑

n≡k (mod 3)
n>0

1

4(n + 3/2)
12|n

(−1)n/2

2n
=

∑

m≡k/2 (mod 3)

1

2(4m+ 3)

(−1)m

22m
,

g5(k) =
∑

n≡k (mod 3)
n>0

1

4(n + 3/2)
12|(n−1)

(−1)(n−1)/2

2n
=

∑

m≡(k−1)/2 (mod 3)

1

2(4m+ 5)

(−1)m

22m+1
,

g6(k) =





∑
n≡k (mod 3)

n>0

3
413|n

1
(n+3/2)·22n/3 =

∑
m>0

1
2(2m+1)·22m if k ≡ 0 (mod 3),

0 otherwise.

Now, define a combination of the auxiliary functions by

G(k) := g1(k)− g2(k) + g3(k)− g4(k)− g5(k) + g6(k).

We can now express the limit as

lim
t→∞

t≡t′ (mod 6)

2β∗
t =

{
G
(
t
2 − 2

)
+G

(
t
2 − 1

)
if t is even,

G
(
t−1
2

)
+G

(
t−5
2

)
if t is odd.
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Note that each gi(k) is determined solely by the value of k (mod 3). Thus, it suffices to compute
gi(k) for i ∈ {0, 1, 2, . . . , 6} and k ∈ {0, 1, 2}. Below, for each fixed i, we compute gi(k) for all k.

(i) g1(k): Given the digamma function φ(s), we use the identity

φ(s) = −γ +
∞∑

n=0

(
1

n+ 1
− 1

n+ s

)

where γ is the Euler–Mascheroni constant. We find that

g1(0) =
∑

n≡0 (mod 3)

3

2n(2n+ 3)
=
∑

m>0

1

2m(6m+ 3)
=

1

6

∑

m≥0

(
1

m+ 1
− 1

m+ 3/2

)
=

1

6
(φ(3/2) + γ) =

1

3
(1−ln(2))

and similarly find that g1(1) =
1

9

(
π
√
3− 3 ln(2)

)
and g1(2) =

1

9

(
9− π

√
3− 3 ln(2)

)
.

(ii) g2(k): When k = 0, we have

g2(0) =
∑

m≡0 (mod 3)

(−1)m

2m · 22m =
∑

m′>0

(−1/4)3m
′

6m′ = −1

6
ln(1 + (1/4)3) = −1

6
ln(65/64).

When k 6= 0, we use the roots of unity. Given ω = e2πi/3, we use the identities

−1

3

(
ln (1− x) + ω2 ln(1− ωx) + ω ln(1− ω2x)

)
= x+

x4

4
+

x7

7
+ . . .

−1

3

(
ln (1− x) + ω ln(1− ωx) + ω2 ln(1− ω2x)

)
= x2 +

x5

5
+

x8

8
+ · · ·

and we get that

g2(1) = −1

6

(
ln

(
5

4

)
− ln

(√
13/4

)
−
√
3 arctan

(√
3

7

))
,

g2(2) =
1

6

(
ln

(
5

4

)
− ln

(√
13/4

)
+
√
3 arctan

(√
3

7

))
.

(iii) g3(k): We find that

g3(0) =
∑

m>0

1

2m · 22m =
1

2

∑

m>0

(1/4)m

m
= −1

2
ln(1− 1

4
) = −1

2
ln(3/4).

We have already stated g3(1) = g3(2) = 0.
(iv) g4(k): We rewrite the values as hypergeometric series:

g4(0) =

∞∑

m=1

(−1)3m

(12m + 3) · 26m+1
=

1

6
2F1

(
1

4
, 1;

5

4
;− 1

64

)
− 1

6
,

g4(1) =

∞∑

m=0

(−1)3m+2

(12m + 11)26m+5
=

1

352
2F1

(
11

12
, 1;

23

12
;− 1

64

)
,

g4(2) =
∞∑

m=0

(−1)3m+1

(12m + 7)26m+3
= − 1

56
2F1

(
7

12
, 1;

19

12
;− 1

64

)
.
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(v) g5(k): We rewrite the values as hypergeometric series:

g5(0) =

∞∑

m≥0

(−1)3m+1

(12m + 9) · 26m+4
= − 1

144
2F1

(
3

4
, 1;

7

4
;− 1

64

)
,

g5(1) =
∞∑

m≥0

(−1)3m

(12m + 5) · 26m+2
=

1

20
2F1

(
5

12
, 1;

17

12
;− 1

64

)
,

g5(2) =

∞∑

m≥0

(−1)3m+2

(12m + 13) · 26m+6
= 1− 2F1

(
1

12
, 1;

13

12
;− 1

64

)
.

(vi) g6(k): We find that

g6(0) =
∑

m>0

1

2(2m+ 1) · 22m =
1

2

∑

m>0

(1/2)2m

2m+ 1
=

(
1

2

)
ln

(
3

4

)
− ln

(
1

2

)
− 1

2
.

We have already stated g6(1) = g6(2) = 0.

We now compute G(k) for each k ∈ {0, 1, 2}. We write out the details for one case, G(0), and
remark that the other two follow analogously. We find that

G(0) = g1(0) − g2(0) + g3(0) − g4(0)− g5(0) + g6(0)(28)

=
1

3
(1− ln(2)) +

1

6
ln

(
65

64

)
− 1

2
ln

(
3

4

)
− 1

6
2F1

(
1

4
, 1;

5

4
;− 1

64

)
+

1

6

+
1

144
2F1

(
3

4
, 1;

7

4
;− 1

64

)
+

(
1

2

)
ln

(
3

4

)
− ln

(
1

2

)
− 1

2

=
1

6
ln

(
65

4

)
− 1

6
2F1

(
1

4
, 1;

5

4
;− 1

64

)
+

1

144
2F1

(
3

4
, 1;

7

4
;− 1

64

)
.

We use the integral representation [13, 15.6.1]

2F1(a, b, c; z) =
Γ(c)

Γ(b)Γ(c− b)

∫ 1

0
tb−1(1− t)c−b−1(1− tz)−adt,

which holds when Re(c) > Re(b) > Re(0) and arg(1− z) < π, to find

2F1

(
1

4
, 1;

5

4
;
−1

64

)
=

Γ(5/4)

Γ(1/4)

∫ 1

0

1

(1− t)3/4(1 + t
64 )

1/4
dt =

1

4
(4+4i)(cot−1(2+2i)+coth−1(2+2i)),

2F1

(
3

4
, 1;

7

4
;
−1

64

)
=

Γ(7/4)

Γ(3/4)

∫ 1

0

1

(1− t)1/4(1 + t
64 )

3/4
dt =

3

4
(32−32i)(cot−1(2+2i)−coth−1(2+2i)).

Therefore, the two hypergeometric terms in (28) become

−1

62
F1

(
1

4
, 1;

5

4
;
−1

64

)
+

1

1442
F1

(
3

4
, 1;

7

4
;
−1

64

)
= (2i) cot−1(2+2i)+2 coth−1(2+2i) = −1

6
ln

(
13

5

)
.

Combining terms in (28) yields G(0) = 1
3 ln

(
5
2

)
. We analogously show G(1) = G(2) = 1

3 ln
(
5
2

)
.

In (7), for all t′, we are summing two values of F corresponding to two distinct residues mod 3.
Thus, since we have that G(0) +G(1) = G(0) +G(2) = G(1) +G(2) = 2

3 ln
(
5
2

)
, we obtain that

lim
t→∞

t≡t′ (mod 6)

2β∗
t = lim

t→∞
t≡t′′ (mod 6)

2β∗
t

for any t′, t′′. Therefore, we conclude that limt→∞ 2β∗
t = 2

3 ln
(
5
2

)
. This proves Theorem 1.4.
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