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SMALL EIGENVALUES OF SCHRÖDINGER OPERATORS

OVER GEOMETRICALLY FINITE MANIFOLDS

WERNER BALLMANN AND PANAGIOTIS POLYMERAKIS

Abstract. We estimate the number of small eigenvalues of Schrödinger
operators on Riemannian vector bundles over geometrically finite man-
ifolds.
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Introduction

Estimating the number of small eigenvalues of complete Riemannian man-
ifolds is a traditional subject of study in differential geometry. The origins
lie in the theory of hyperbolic surfaces, where eigenvalues of the Laplacian
on functions are called small, if they are below 1/4, the bottom of the spec-
trum of the hyperbolic plane. Similarly, an eigenvalue of the Laplacian on
functions on real hyperbolic manifolds is called small if it is below (m−1)2/4,
where m denotes the dimension of the manifold. Small eigenvalues of hy-
perbolic manifolds are connected to other geometric invariants, for example
the length spectrum; see [10] for more information.

Let M be a geometrically finite manifold of dimension m and sectional
curvature bounded by −1 ≤ K ≤ −a2 < 0, where 0 < a < 1. Recall that
one of the four equivalent definitions of geometrically finite of Bowditch re-
quires that the volume of the set Ur(C) of points of distance less than r to
the convex core C of M is finite for some or any r > 0 [8, Section 5]. By
[7, Corollary 1.4], M is diffeomorphic to the interior of a compact manifold
with boundary (possibly empty). Conversely, complete and connected Rie-
mannian surfaces of pinched negative curvature are geometrically finite if
they are diffeomorphic to the interior of a compact surface with boundary
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2 WERNER BALLMANN AND PANAGIOTIS POLYMERAKIS

(possibly empty). Complete and connected Riemannian manifolds of finite
volume and pinched negative sectional curvature are geometrically finite and
among the geometrically finite manifolds characterized by the property that
C =M or, equivalently, that Ur(C) =M .

Let H be the universal covering space ofM , endowed with the lifted met-
ric, and denote by λ0 = λ0(H) the bottom of the spectrum of the Laplacian
on functions on H. We have the sharp bounds

(m− 1)2a2

4
≤ λ0 ≤

(m− 1)2

4
.(1.1)

The left inequality is due to McKean [23]. The right inequality is an immedi-
ate consequence of Cheng’s [12, Theorem 1.1] (as observed in [16, Theorem
3.1]). In this article, we say that an eigenvalue λ of (the Laplacian ∆0 on
functions on) M is small if λ ≤ λ0. We are interested in estimating the
number of small eigenvalues of M , where we count eigenvalues always with
multiplicity.

For any λ ≥ 0, denote by N(λ) the dimension of the image of the spectral
projection of ∆0 with respect to [0, λ]. Then N(λ) is equal to the finite
number of eigenvalues of M in [0, λ] for λ < λess(M) and N(λ) = ∞ for
λ > λess(M), where λess(M) denotes the bottom of the essential spectrum
of ∆0.

Theorem A. For any 0 < ε ≤ λ0,

N(λ0 − ε)

vol(U1(C))
≤ C(m, a, ε) <∞.

In particular, λess(M) ≥ λ0.

The main point of Theorem A is of course that the constant C(m, a, ε)
does not depend on the specific H or its quotient M , but only on m, a, and
ε, as indicated by the notation. By what we said above, U1(C) is to be read
as M in the case where the volume of M is finite.

A complete Riemannian metric on a surface S of finite type and negative
Euler characteristic χ(S) has at most −χ(S) eigenvalues in [0, λ0], see [24,
Théorèmes 1 and 2] and, for the result in the stated generality, [4, Theorem
1.5]. Together with the Gauß-Bonnet formula and the lower curvature bound
−1, it gives that N(λ0) area(S)

−1 ≤ 1/2π in the case where area(S) < ∞.
This is a sharp estimate. In the general case of Theorem A, sharp estimates
are not known.

In the case where M is compact or, more generally, of finite volume,
Buser, Colbois, and Dodziuk showed that the number of eigenvalues of M
in [0, (m − 1)a2/4] is at most C(m, a) vol(M) [11, Theorem 3.6]. It would
be interesting, in that case, to get their kind of bound, but for the number
of eigenvalues of M in [0, λ0]. The main–and only–issue here is an extension
of their estimate of the second Neumann eigenvalue of domains which they
call pieces of cheese [11, (3.11)] (see also [9, pp. 61–64]).

Hamenstädt considered the case of geometrically finite manifolds of infi-
nite volume. She obtained that N((m− 1)a2/4− ε)e− vol(U1(C)) is bounded
by a constant C(m, a, ε) [17, Theorem.2]. In the hyperbolic case, that is,
in the case where M is a quotient of one of the hyperbolic spaces H = Hℓ

F,
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she obtained the same kind of bound, but with λ0 in place of (m − 1)a2/4
[17, Corollary.2]. In contrast to her estimates, our estimate is linear in the
volume of U1(C).

In her recent article [18], Hamenstädt considered small eigenvalues also
for geometrically finite manifolds of finite volume, but her estimates are of a
somewhat different nature. Namely, she obtains lower estimates in terms of
Neumann eigenvalues of specific large domains in M . Corollaries 3.16 and
3.17 are versions of her result for both cases, M of finite or infinite volume,
but for Dirichlet eigenvalues of sufficiently large domains in M .

For geometrically finite hyperbolic manifolds M , Li shows that N(λ0)
is finite, that is, that the number of eigenvalues of M in [0, λ0] is finite
[21, Theorem 1.1]. (He only asserts this for the half-open interval [0, λ0).)
However, his arguments do not seem to give an estimate on the number of
all small eigenvalues.

With some care, our arguments also work in the case of Schrödinger op-
erators on vector bundles E over M , whose pull-back to H is a bundle as-
sociated to a geometric structure, with structure group G a covering group
of SO(m), via an orthogonal representation θ of G on a Euclidean space E0.
Such bundles inherit a Riemannian metric and a metric connection ∇. Ex-
amples are twisted versions of tensor bundles, spinor bundles, flat bundles,
and bundles obtained from them by natural operations.

Let E be as above and A = ∆+ V be a formally self-adjoint Schrödinger
operator on E, where ∆ = ∇∗∇ denotes the connection Laplacian. The pull-
backs of E and A to the universal covering space H of M will be denoted
by EH and AH . Assume that the potential V is bounded from below. Then
both, A and AH , are bounded from below and, in particular, essentially
self-adjoint [5, Theorem A.24].

Denote by λ0 = λ0(AH) = λ0(A,H) the bottom of the spectrum of AH .
We say that an eigenvalue λ of A is small if λ ≤ λ0. For any λ ∈ R, denote
by NA(λ) the dimension of the image of the spectral projection of A with
respect to (−∞, λ]. Then NA(λ) is equal to the finite number of eigenvalues
of A in (−∞, λ] for λ < λess(A) and NA(λ) = ∞ for λ > λess(A), where
λess(A) denotes the bottom of the essential spectrum of A.

Theorem B. For any ε > 0,

NA(λ0 − ε)

vol(U1(C))
≤ C(m, a, |θ∗|, ε) rk(E).

In particular, λess(A) ≥ λ0.

Theorem A is an instance of the case θ∗ = 0 of Theorem B. The second
assertion of Theorem B is a special case of [6, Theorem B].

1.1. Applications to differential forms. The most interesting situation
of Theorem B is when there is a natural lower bound for A which is strictly
smaller than λ0. For example, if

A = ∆k = (d+ d∗)2

is the Hodge-Laplacian on differential k-forms, then zero is a natural lower
bound. On the other hand, if δk = (m− 1− k)a− k > 0 for some 0 ≤ k <
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(m− 1)/2, then

λ0(∆k, H) = λ0(∆m−k, H) ≥ δ2k/4 > 0,(1.2)

by [20, Theorem 2] (or by the later [2, Corollary 5.4]), and this estimate
is sharp [2, Example 5.5]. For the real hyperbolic space with sectional
curvature −1, that is, a = 1, (1.2) is an equality. In fact, for all the
hyperbolic spaces H = Hℓ

F, except possibly for the octonionic hyperbolic
plane, λ0(∆k, H) has been determined explicitly [15, 25, 26]. If we normal-
ize their metric so that the minimum of their sectional curvature is −1 and
if k < m/2, then

λ0(∆k, H) = λ0(∆m−k, H) =

{
(m− 1− 2k)2/4 if H = Hm

R ,

(ℓ− k)2/4 if H = Hℓ
C.

(1.3)

Moreover, for all hyperbolic spaces, λ0(∆k, H
ℓ
F) > 0 unless |k −m/2| < 1,

and then λ0(∆k, H
ℓ
F) = 0. In the latter case, our estimate does not apply.

For 0 ≤ k ≤ m, denote by Hk(M) the space of square-integrable harmonic
k-forms on M , that is, the eigenspace of ∆k for the eigenvalue zero. In the
context of Theorem B, it is interesting to recall that, if M is a geometrically
finite real hyperbolic manifold of even dimension m = 2k, Hk(M) is infinite
dimensional if the volume of M is infinite, by [22, Theorem 1.5] of Mazzeo
and Phillips. Since λ0(∆k, H

2k
R ) = 0, this is an example for the possibility

that NA(λ0) = ∞, contrasting the finiteness result of Li in the case of ∆0,
which we cited above.

In [13], Di Cerbo and Stern obtain upper bounds for the dimensions of
the spaces Hk(M) on compact or finite volume real and complex hyperbolic
manifolds M . For example, in the case of compact complex hyperbolic
manifolds M = Γ\Hℓ

C and k < ℓ = m/2, they obtain that

dimHk(M)

volM
≤ C(m, k)

volB(r)1−k/m
,

where r = inj(M) is the injectivity radius ofM and B(r) ⊆ Hℓ
C is a geodesic

ball of radius r [13, Theorem 2]. In comparison, Theorem B implies that

dimHk(M)

volM
≤ C(m, 1/2, k, (ℓ− k)2/8)

(
m

k

)
= C ′(m, k).

Their estimate is better if inj(M) is close to infinity. Di Cerbo and Stern
have similar estimates in other cases, but we refer to their article for further
comparison, discussion, and references.

1.2. Some remarks before we start. The proofs of Theorems A and B
were inspired by the articles [11] of Buser, Colbois, and Dodziuk and [17]
by Hamenstädt. Our way of estimating the number of small eigenvalues is
via Neumann eigenvalues with respect to coverings of certain domains in M
by small geodesic balls, and to that end we need that non-zero Neumann
eigenvalues of A on sufficiently small geodesic balls inM are arbitrary large.
It is not difficult to see this in the case of the Laplacian on functions. In the
general case, where we need control on the connection of E, this holds true
in the case where the pull-back of E to the universal covering of M is an
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associated bundle as above. We will see this in the last section of the text,
where we discuss both cases separately.

The assertion in Theorem B is stable under adding a constant to the
potential V of A. For that reason, we assume throughout the body of the
text that V ≥ 0. In particular, we then have that A ≥ 0.

2. Preparations

Throughout the article, we let H be a simply connected and complete
Riemannian manifold with negative sectional curvature −1 ≤ K ≤ −a2.
We let Γ be a group acting properly discontinuously and isometrically on H
such that any element of Γ, that fixes some point of H, acts by the identity
on H. Then the quotient M = Γ\H is a manifold and H → M is the
universal covering projection.

2.1. Estimating covering multiplicities. Given σ > 0, we say that Z ⊆
M is σ-separated if d(z, z′) ≥ σ for all z, z′ ∈ Z.

Lemma 2.1. Let B ⊆ M and assume that inj(x) ≥ σ > 0 for all x ∈ B.
Let Z ⊆ B be a maximal 2σ-separated subset. Then the balls Bσ(z), z ∈ Z,
are pairwise disjoint, and the balls B2σ(z) cover B. Moreover, if s ≥ 2 and
0 < (2s+ 1)σ ≤ ln 2, then any x ∈M is contained in at most ℓs of the balls
Bsσ(z), where

ℓs = ℓs(m) = (2s+ 1)m5m−1/4m−1.

Proof. The first assertions are clear. As for the last, if y ∈ Bsσ(z) ∩Bsσ(z
′)

with z, z′ ∈ Z, then d(z, z′) < 2sσ. Hence, for any such z, z′, we have
Bσ(z

′) ⊆ B(2s+1)σ(z). Since balls of radius σ about points in Z are pairwise
disjoint, volume comparison gives that

ℓ = am−1

∫ (2s+1)σ

0
sinh(t)m−1 dt

/∫ σ

0
sinh(at)m−1 dt

is an upper bound for the number of such z′ (including z). Note here that
the Bishop-Gromov volume bound applies to the balls B(2s+1)σ(z), although
the radius might be beyond inj(z). The rough estimate

t ≤ sinh(t) ≤ 5t/4

for 0 ≤ t ≤ ln 2 gives ℓ ≤ ℓs. □

2.2. Margulis lemma and thick–thin decomposition. We recall and
refine the setup in [6, Section 4]. For any subgroup Γ′ of Γ, ρ > 0, and
x ∈ H, let Γ′

ρ(x) be the subgroup of Γ′ generated by the elements g ∈ Γ′

with d(x, gx) < ρ. We call

Tρ(Γ′) = {x ∈ H | Γ′
ρ(x) is non-trivial} and H \ Tρ(Γ′)(2.2)

the ρ-thin and ρ-thick part of H with respect to Γ′ and

Tρ(M ′) = Γ′\Tρ(Γ′) and M ′ \ Tρ(M ′)(2.3)

the ρ-thin and ρ-thick part of M ′ = Γ′\H, respectively. Clearly, the ρ-thick
part of M ′ is the set of x ∈M ′ with injectivity radius inj(x) ≥ ρ/2.

By the Margulis lemma, there is an explicit constant ρ0 = ρ0(m) > 0
such that Γ′

ρ(x) is virtually nilpotent if 0 < ρ ≤ ρ0(m) [3, § 9.5]. Recall that
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ρ0(m) is a very small positive number so that, by far, 10ρ0(m) < ln 2. For
0 < ρ ≤ ρ0, there are two sources for the components of Tρ(M), parabolic
ends and short closed geodesics; compare with [3, §10].

Let P ⊆ Hι be the set of parabolic points of Γ. For any p ∈ P , the ρ-thin
part Up = Tρ(Γp) of H with respect to the isotropy group Γp of p in Γ is
a component of Tρ(Γ). Note that Up ∩ Uq = ∅ for all p ̸= q in P . Clearly,
Ugp = gUp for all g ∈ Γ, and therefore the image Vp of Up inM only depends
on the orbit of p under Γ. The components of the ρ-thin part of M due to
parabolic ends is the union

Vpar = ∪Vp,

which is disjoint up to passing to Γ-orbits.
Next, let Qρ be the set of geodesics [x, y] with x ̸= y in Hι such that [x, y]

is the axis of a hyperbolic isometry h ∈ Γ which shifts [x, y] by less than ρ.
Then the isotropy group Γ[x,y] of [x, y] (as a set) in Γ is infinite cyclic. For
any geodesic [x, y] in Qρ, the ρ-thin part U[x,y] = Tρ(H,Γ[x,y]) of H with
respect to Γ[x,y] is a component of Tρ(Γ). Note that the different U[x,y] are
pairwise disjoint and that they are also disjoint from the Up above. Clearly,
U[gx,gy] = gU[x,y] for all g ∈ Γ, and therefore the image V[x,y] of U[x,y] in M
only depends on the orbit of [x, y] under Γ. The components of the ρ-thin
part of M due to short closed geodesics is the union

Vscc = ∪V[x,y],

which is disjoint up to passing to Γ-orbits.
Note that the above Vp and V[x,y] depend on the choice of ρ, hence also

Vpar and Vscc.

2.3. Harmonic coordinates. Using harmonic coordinate gives us the fol-
lowing; see [19, Section 5] (or also [1, Main Lemma 2.2]).

Lemma 2.4. Given δ, there is a σ = σ(m, δ) > 0 such that, for each x ∈ H,
there is a coordinate system

Ux → Bm
σ (0) ⊆ Rm

about x mapping x to 0, such that

g0 ≤ g ≤ (1 + δ)2g0 and |dg| ≤ δ,

where g0 denotes the Euclidean metric on Bm
σ (0).

Note that the injectivity radius does not interfere here since it is infinite
for all points in H. Note also that, with respect to coordinates about x as
above,

Bρ(x) ⊆ Bm
ρ ⊆ B(1+δ)ρ(x)(2.5)

for all 0 < ρ ≤ σ(m, δ), where the ball in the middle is the Euclidean ball
with center at the origin. For each x ∈ H, we fix such coordinates and let
Uρ(x) be the neighborhood of x which corresponds to Bm

ρ .
Note that the Christoffel symbols associated to the coordinates are bounded

in terms of δ. Apply the Gram-Schmidt orthonormalization process to the
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coordinate frame (∂/∂xi) to get an orthonormal frame X = (Xi) on Ux.
Since the Gram-Schmidt process only involves the Riemannian metric g,

|Xi − ∂/∂xi| ≤ c0(m)δ and |∇XiXj | ≤ c0(m)δ.(2.6)

2.4. Associated bundles. View an orthonormal frame of H at x ∈ H in
two ways, namely as a basis of TxH or as an isomorphism Rm → TxH, and
similarly for a Riemannian vector bundle E over H. A frame of H or E over
an open subset U of H is a family of frames of H or E which is defined and
smooth on U .

Fix an orientation of H and let SO(H) be the principal bundle of oriented
orthonormal frames of H with structure group SO(m). Let G→ SO(m) be
a covering of connected groups and P → M be a principal bundle with
structure group G together with a commutative triangle

(2.7)

P SO(H)

H

such that the horizontal arrow is compatible with the right actions of G on
P and SO(m) on SO(H), respectively. The main examples are the identity
of SO(H) and spin structures, but, in dimension two, there are further
possiblilities.

Let θ be an orthogonal representation of G on a Euclidean vector space E0

and let E → H be the bundle over H associated to θ. Recall that E consists
of equivalence classes [p, u] with p ∈ P and u ∈ E0, where [pg, u] = [p, gu]
for all p ∈ G. We also write pθu = [p, u] and consider pθ as a frame of E.
Fix an orthonormal basis (f1, . . . , fk) of E0.

The scalar product of E0 induces a Riemannian metric on E. Further-
more, the Levi-Civita connection induces a metric connection on E (as does
any other metric connection on M) by the rule

∇X(pθu) = pθ(du(X) + θ∗(γ(X))u),(2.8)

where we write a smooth section of E locally in the form pθu for some local
frame pθ of E and a smooth map u to E0 and where γ is the (2, 1)-tensor
field of Christoffel symbols of the frame of H associated to p.

2.5. An upper bound for λ0. An immediate consequence of [12, Theorem
1.1] is that, for A = ∆0, the Laplacian on functions, we have

λ0(∆0,H) ≤ λess(∆0,H) ≤ (m− 1)2

4
.(2.9)

Namely, Cheng shows that the eigenfunctions for the smallest Dirichlet
eigenvalue on balls in the model space, when transferred to balls in H of the
same radius, have Rayleigh quotient at most the one in the model space.

Whereas (2.9) is an optimal upper bound, we do not know an optimal
upper bound for λ0 in the general case.

Proposition 2.10. For EH an associated bundle as in Section 2.4 and ∆H

its connection Laplacian, we have

λ0(∆H) ≤ λess(∆H) ≤ c1(m, |θ∗|).
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Proof. Let σ = σ(m, 1/2) in Lemma 2.4 and x ∈ H. Fix harmonic coordi-
nates on Ux about x and consider the orthonormal frame (Xi) on Ux as in
Section 2.3. Let p be a lift of the frame to P over Ux. Then sections of E
over Ux can be written as [p, u] = pθu, where u is a map from Ux to E0.
Choose a unit vector u0 ∈ E0 and let u(y) = φ(|y|/σ)u0, where φ(t) = 1− t
on [0, 1] and Ux is viewed as the Euclidean ball Bm

σ (0). Then

∥∇Xi(pθu)∥2 = ∥pθ(dφ(Xi)u0 + φθ∗(γ(Xi))u0)∥2
≤ (1 + |θ∗|c0(m, 1/2)) volUx ≤ c1(m, |θ∗|)∥u∥2.

Since x ∈ H is arbitrary, this yields the right inequality. □

2.6. Amenable coverings. In the proof of our main results we will use
[27, Proposition 4.13], which we summarize as follows:

Proposition 2.11. Let p : M2 →M1 be an amenable Riemannian covering
of Riemannian manifolds. Let A1 be a formally self-adjoint differential op-
erator on a vector bundle E1 over M1 and A2 be the lift of A1 to the lift E2

of E1. Then, for any non-zero u1 ∈ C∞
c (M1, E1), λ ∈ R, and ε > 0, there

exists a non-zero u2 ∈ C∞
c (M2, E2) with ∥u2∥2 = ∥u1∥2 such that

RayA2
(u2) ≤ RayA1

(u1) + ε

The proof consists of a sophisticated choice of cutoff functions to turn
the lift of u1 to M2 into a section with the asserted properties. Amenability
makes such choices possible.

3. On Dirichlet eigenvalues

We refine the setup in [6, Section 4]. Let C be the convex core of M and
πC : M → C be the projection. Let ρ0 = ρ0(m, b) be the Margulis constant
as in Section 2.2 and

K0 = C \ Tρ0(M)(3.1)

be the ρ0-thick part of C, that is, the set of points x ∈ C with inj(x) ≥ ρ0/2.
By the definition of geometrically finite, K0 is compact.

Lemma 3.2. If |M | <∞ and u ∈ C∞
c (M \K0, E), then

⟨Au, u⟩2 ≥ λ0∥u∥22.

Proof. Since |M | < ∞, we have C = M and therefore M \ K0 = Tρ0(M).
Hence we can assume that the support of u is contained in one of the Vp
or V[x,y] as described in Section 2.2. Now the fundamental group of any of
the Vp or V[x,y] is infinite and amenable and its universal covering is an open
subset of H. Hence the assertion follows from Proposition 2.11. □

Our next aim is to get a similar statement in the case |M | = ∞. To that
end, we let, in this section,

ρ = ρ0(m)/2.(3.3)

Let R be a maximal 2ρ-separated set of points in K0. Then the balls Bρ(x)
about points x ∈ R are pairwise disjoint, and the balls B2ρ(x) cover K0. We
obtain an open covering V of C by open sets Vx, where x ∈ S = P ∪Q ∪R
and Vx = B3ρ(x) for x ∈ R.
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Lemma 3.4. Each y ∈ M is contained in at most ℓ3(m) + 1 open sets Vx
from V.

Proof. Since the sets Vx with x ∈ P ∪Q are pairwise disjoint, y is contained
in at most one of these Vx (up to passing to Γ-orbits). On the other hand,
since inj(x) ≥ ρ for all x ∈ K0, y is contained in at most ℓ3(m) of the balls
B3ρ(x) with x ∈ R, by Lemma 2.1. □

For any x ∈ S, let τx be the continuous function on C that is equal to
one on points of C ∩ Vx which are away from C \ Vx by at least ρ, vanishes
on C \ Vx, and is linear in the distance to C \ Vx in between. Each τx is
Lipschitz continuous with Lipschitz constant 1/ρ.

Lemma 3.5. For any y ∈ C,∑
x∈S

τx(y)
2 ≥ 1/2.

Proof. This is clear for y ∈ K0 since the balls B2ρ(x) with x ∈ R already
cover K0. It is also clear for y ∈ Vx, where x ∈ P ∪ Q, if y has distance
at least ρ to C \ Vx, since then τx(y) = 1. In the remaining case, if y has
distance at most ρ to C \Vx, consider a shortest geodesic connection γ from
y to C \ Vx. The endpoint y′ of γ belongs to K0, by the definition of K0

and since the various Vz with z ∈ P ∪ Q are pairwise disjoint. But then
y′ ∈ B2ρ(z) for some z ∈ R, and hence τx(y) + τz(y) ≥ 1. □

Define functions ψx, x ∈ S, by

ψx =
τx(∑

z∈S τ
2
z

)1/2 .(3.6)

Then the ψx are a family of functions, whose squares form a partition of
unity on C. They admit Lipschitz constant

Lip(m, ρ) = 25/2(ℓ3(m) + 1)/ρ(3.7)

by Lemmas 3.4 and 3.5 and the quotient rule for Lipschitz functions.
For any x ∈ S, let φx = ψx ◦πC . Now the Vx with x ∈ R are contractible,

and therefore we are in the situation considered in [6, Section 5]. Hence we
can conclude from [6, (5.7)] that, for any non-zero u ∈ C∞

c (M,E), there is
an x ∈ S such that φxu is non-zero and

RayA(φxu) ≤ RayA(u) +
∑
x∈S

∥∇φx∥2suppu,∞.(3.8)

This is a keystone of our discussion.
Denote by r the distance to K0 = {r = 0} and recall that λ0 = λ0(AH).

Our analogue of Lemma 3.2 in the general case is as follows.

Lemma 3.9. For any ε > 0, there is an rε = rε(m, a) ≥ 1 such that

⟨Au, u⟩2 ≥ (λ0 − ε)∥u∥22
for all u ∈ C∞

c ({r ≥ rε}, E). In particular, λess(A) ≥ λ0.

We have to be a bit more careful than in [6] since we need to estimate
the error term in (3.8), that is, the Lipschitz constants of the φx.
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Proof. By Lemma 3.2, we may assume that |M | = ∞. This is only for
convenience, since the following discussion would be a little bit clumsier if
the finite volume case would be included.

Since |M | = ∞, we have C ̸= M . Since C is convex, the projection πC
onto C has Lipschitz constant ≤ 1/ cosh(as) on the set {dC ≥ s}, where
dC denotes the distance to C. Therefore Lipφx ≤ Lip(m, ρ)/ cosh(as) on
{dC ≥ s}. By Lemma 3.4, at any point of M , at most ℓ3(m) + 1 points
contribute to the error term in (3.8). Therefore the error term at any point
of {dC ≥ s} is bounded by

25(ℓ3(m) + 1)3/ρ2 cosh(as)2.(3.10)

Now there are the following three kinds of points y in {dC ≥ s}:
1) If πC(y) ∈ K0, then r(y) = dC(y), and we have (3.10) as an upper
estimate for the error term.
2) If πC(y) ∈ C ∩ Vx for some x ∈ P ∪Q and πC(y) is away from C \ Vx by
at most distance 3ρ, then dC(y) ≥ r(y)− 3ρ.
3) If πC(y) ∈ C ∩ Vx for some x ∈ P ∪Q and πC(y) is away from C \ Vx by
at least distance 3ρ, then ψz(πC(y)) = 0 for all z ̸= x in S and ψx = 1 in a
neighborhood of πC(y). But then the error term in (3.8) vanishes.

Recall now that ρ = ρ0/2 and let rε = rε(m, a, b) > 0 be the solution of

cosh(a(rε − 3ρ0/2))
2 = 25(ℓ3(m) + 1)3/ρ20ε.(3.11)

We claim that rε satisfies the assertion of Lemma 3.9. To that end, let
u ∈ C∞

c ({r ≥ rε}, E) be non-zero. If the asserted inequality would not hold
for u, then there would be an x ∈ S such that RayA(φxu) < λ0, by (3.8)
and the definition of rε. But the support of φxu is contained in Vx, hence
φxu can be lifted to H for x ∈ R, and then RayA(φxu) ≥ λ0. Or else the
support of φxu belongs to Vx for some x ∈ P ∪ Q. Now the fundamental
group of Vx is amenable and its universal covering is an open subset of H.
Then again RayA(φxu) ≥ λ0, by Proposition 2.11. Hence both cases, x ∈ R
or x ∈ P ∪Q, lead to a contradiction. □

Given ε > 0, let rε = 0 if |M | < ∞ and as in Lemma 3.9 otherwise.
Suppose that u ∈ C∞

c (M,E) has Rayleigh quotient < λ0 − ε. Let

sε = rε + π/
√
2ε(3.12)

and φ be the function such that

φ(x) =


1 on {r ≤ rε},
cos(

√
ε(r − rε)/

√
2) on {rε ≤ r ≤ sε},

0 on {r ≥ sε}.
(3.13)

Theorem 3.14. Let ε > 0, 0 ≤ λ < λ0 − 2ε, and W ⊆ C∞
c (M,E) be a

subspace such that RayA(u) ≤ λ for all non-zero u ∈W . Then multiplication
with φ defines a linear injection of W into Lipc({r ≤ sε}, E) such that

RayA(φu) ≤ λ+ ε < λ0 − ε

for all non-zero u ∈ W . In particular, A over {r ≤ sε} has at least dimW
Dirichlet eigenvalues in [0, λ+ ε].
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Proof. Set ψ =
√
1− φ2. Then the pair (φ2, ψ2) is a partition of unity on

M . By Lemma 3.2 respectively Lemma 3.9, we have

⟨A(ψu), ψu⟩2 ≥ (λ0 − ε)∥ψu∥22
for any u ∈W . Therefore we must have, by (3.8), that φu is non-zero with

RayA(φu) ≤ RayA(u) + ∥∇φ∥2∞ + ∥∇ψ∥2∞ ≤ λ+ ε < λ0 − ε.

Hence multiplication by φ is an injective linear map from W to a subspace
of Lipschitz sections with compact support of E contained in {r ≤ sε} and
with Rayleigh quotient ≤ λ+ ε. □

Let 0 < 2ε < λ0, and enumerate the eigenvalues of A below λ0 − 2ε as

0 ≤ λ0(A,M) ≤ · · · ≤ λk(A,M) < λ0 − 2ε.

Similarly, enumerate the Dirichlet eigenvalues of A over {r ≤ sε} as

0 ≤ λD0 (A, {r ≤ sε}) ≤ λD1 (A, {r ≤ sε}) ≤ . . .

where, in each case, multiplicities are taken into account.

Corollary 3.15. For all 0 < 2ε < λ0 and 1 ≤ i ≤ k, we have

λi(A,M) ≥ λDi (A, {r ≤ sε})− ε.

In the case of the Laplacian ∆0 on functions, we use the shorthand λi(M)
instead of λi(∆0,M), and similarly for the Dirichlet eigenvalues of {r ≤ sε}.

Corollary 3.16. If the volume of M is finite and m ≥ 3, then

λDi ({r ≤ sε}) ≤
(
1 +

ε|M |2

C(m)a2
)
λi(M)

for all 1 ≤ i ≤ k.

Proof. Since m ≥ 3 and the volume ofM is finite, the bottom of the positive
part of the spectrum of M satisfies

λ1(M) ≥ C(m)a2/|M |2,

by Dodziuk’s [14, Theorem]. Therefore, if i ≥ 1, then

λDi ({r ≤ sε}) ≤ λi(M) + ε ≤
(
1 +

ε|M |2

C(m)a2
)
λi(M)

where we use Corollary 3.15 and that λi(M) ≥ λ1(M). □

Corollary 3.16 is a version of Hamenstädt’s [18, Theorem 1], where she ob-
tains that λi(M) ≥ λNi (Tρ(M))/3 for all eigenvalues λi(M) ≤ (m−2)2a2/12,
where ρ > 0 is sufficiently small and the superindex N indicates Neumann
eigenvalues. (She also assumes that M is orientable.)

Corollary 3.17. If the volume of M is infinite and m ≥ 3, then

λDi ({r ≤ sε}) ≤
(
1 +

ε|U1(M)|2

C(m, a)

)
λi(M)

for all 0 ≤ i ≤ k.
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Proof. By Hamenstädt’s [17, Theorem.1], we have

λ0(M) ≥ C(m, a)/|U1(M)|2

for the smallest eigenvalue λ0(M) of M . The assertion follows now as in the
previous case. □

4. Counting small eigenvalues

Recall that we normalized A = ∆ + V so that V ≥ 0 and that we use
the shorthand λ0 = λ0(AH). Recall also that r denotes the distance to the
ρ0-thick part K0 of the convex core C as in (3.1).

In this section, we estimate the number of small eigenvalues under

Assumption 4.1. There is a 0 < ρ2 = ρ2(m, a, |θ∗|) ≤ ρ0/2 such that, for
all x ∈ H and 0 < ρ ≤ ρ2, there is an open neighborhood Uρ(x) with

Bρ(x) ⊆ Uρ(x) ⊆ B3ρ/2(x)

such that the (rkE + 1)st Neumann eigenvalue of ∆ = ∇∗∇ on Uρ(x) is at
least ℓ3(m)λ0.

In Section 5, we will provide conditions under which Assumption 4.1 holds.

Lemma 4.2. For any x ∈M , inj(x) ≥ e−r(x)ρ0/2.

Proof. Since C is convex, the projection πC onto C has Lipschitz constant
one. Hence inj(x) ≥ inj(πC(x)), for any x ∈M .

On the other hand, since ∠πC(x)(x, y) ≥ π/2 for any y ∈ K0, we have
r(x) ≥ r(πC(x)). Hence, by the first step, it suffices to estimate inj(z) for
any z ∈ C \ K0 ⊆ C. But then z belongs to the ρ0-thin part of C. More
precisely, there is a parabolic point p ∈ Hι such that x ∈ Vp or a geodesic
[x, y] in H, which is shifted by an h ∈ Γ by less than ρ0, such that x ∈ V[x,y].
Then ∂U ∩K0 ̸= ∅, where U = Vp or U = V[x,y], respectively, and hence

2 inj(x) ≥ e−d(x,∂V )ρ0 ≥ e−d(x,K0)ρ0 = e−r(x)ρ0

as asserted. □

Let ω(m, a, r) be the volume of the ball of radius r in the real hyperbolic
space of dimension m and constant sectional curvature −a2. Recall that
ω(m, a, r) grows like exp((m− 1)ar) as r tends to infinity.

Lemma 4.3. For any s ≥ 1 and 0 < ρ ≤ e−sρ0/2, the cardinality of any
2ρ-separated set Z in {r ≤ s} is bounded by

|{r ≤ s+ 1}|
ω(m, a, ρ)

.

Proof. For any 2ρ-separated set Z in {r ≤ s}, the balls of radius ρ about
the points of Z are pairwise disjoint and contained in {r ≤ s + 1}, where
we use the crude estimate ρ0 ≤ 2es for the latter assertion. Moreover, since
inj(z) ≥ e−sρ0/2 ≥ ρ for any z ∈ Z, the volumes of these balls is at least
ω(m, a, ρ). □



SMALL EIGENVALUES 13

Theorem 4.4. For any ε > 0, A over {r ≤ sε} has at most

|{r ≤ sε + 1}|
ω(m, a, e−sερ2/3)

rkE

Dirichlet eigenvalues in [−∞, λ0).

Proof. Let 3ρ/2 = e−sερ2 ≤ e−sερ0/2. Let Z be a maximal ρ-separated
subset of {r ≤ sε}. Then the balls Bρ(z), with z ∈ Z, cover {r ≤ sε} and
inj(z) ≥ 3ρ/2 at each z ∈ Z, by Lemma 4.2. Hence the sets Uρ(z) are well
defined as images of the leaves in H above them. They cover {r ≤ sε} and
any x ∈M is contained in at most ℓ3(m) of them.

Suppose that W ⊆ C∞({r ≤ s}, E) is a subspace with

dimW =
|{r ≤ sε + 1}|

ω(m, a, e−sερ2/3)
rkE + 1.

Then there is a u ∈W such that u is perpendicular to the first rkE Neumann
eigensections on each of the sets U = Uρ(z). But then RayA(u|U ) ≥ ℓ3(m)λ0
on each of these sets. In conclusion,

⟨Au, u⟩2 ≥ ℓ3(m)−1
∑
U

⟨Au, u⟩U,2 ≥
∑
U

λ0∥u∥2U,2 ≥ λ0∥u∥22.

Now the upper bound for the number of Dirichlet eigenvalues below λ0
follows from the variational characterization of eigenvalues. □

To finish the proof of Theorems A and B, we need to compare the volume
of U1(C) to that of {r ≤ sε + 1}. In fact, we have

Lemma 4.5. For all s ≥ 1,

|{r ≤ s}| ≤ |Us(C)| ≤
ω(m, 1, s+ 2)

ω(m, 1, 1)
|U1(C)|.

Proof. Choose a maximal 2-separated subset Z of C. It is evident that the
balls B(z, 1) ⊂ U1(C), z ∈ Z, are pairwise disjoint, and the balls B(z, s+2),
z ∈ Z, cover Us(C) for any s ≥ 1. We derive from the Bishop-Gromov
comparison theorem that

|{r ≤ s} ≤ |Us(C)| ≤
∑
z∈Z

|B(z, s+ 2)|

≤ ω(m, 1, s+ 2)

ω(m, 1, 1)

∑
z∈Z

|B(z, 1)| ≤ ω(m, 1, s+ 2)

ω(m, 1, 1)
|U1(C)|,

as we wished. □

Proof of Theorems A and B under Assumption 4.1. Given ε > 0, we get
from Theorems 3.14 and 4.4 and Lemma 4.5 that the number NA(λ0− ε) of
eigenvalues of A below λ0 − ε is at most

|{r ≤ sε + 1}|
ω(m, a, e−sερ2/3)

rkE ≤ ω(m, 1, sε + 3)

ω(m, 1, 1)ω(m, a, e−sερ2/3)
rkE|U1(C)|

Since sε = rε + π/
√
2ε and rε only depends on m and a, the assertions of

Theorems A and B follow. □
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5. On Neumann eigenvalues

We discuss two cases, in which Assumption 4.1 holds. The discussion
is based on approximating ∆ on geodesic ballls or approximate geodesic
balls in H by the Euclidean Laplacian on Euclidean balls. To that end,
let λN (m) > 0 be the first non-zero Neumann eigenvalue of the Euclidean
Laplacian on functions on the Euclidean unit ball Bm

1 ⊆ Rm. Then the first
non-zero Neumann eigenvalue of the Euclidean Laplacian on functions on
the Euclidean ball Bm

ρ ⊆ Rm of radius ρ is

λN (m, ρ) = λN (m)ρ−2(5.1)

since the Laplacian behaves like length−2 and Bm
ρ = ρBm

1 .

5.1. Laplacian on functions. We use Riemannian normal coordinates to
view the ball Bρ(x) as Bm

ρ endowed with a Riemannian metric g and to
compare the latter with the Euclidean metric on Bm

ρ . Indicating Euclidean
objects by an index 0, we have

g0 ≤ g ≤ sinh(σ)2

σ2
g0,

by the Rauch comparison theorem. Hence, if sinh(ρ)2/ρ2 ≤ 1 + δ, then

(1 + δ)−1|df |20 ≤ |df |2 ≤ |df |20
for the differential of f ∈ C∞(Bρ(x)) and

vol0 ≤ vol ≤ (1 + δ)m/2 vol0

for the volume elements. For the Rayleigh quotient of a non-zero f ∈
C∞(Bρ(x)), we obtain

(1 + δ)−m/2−1Ray0 f ≤ Ray f ≤ (1 + δ)m/2Ray0 f.(5.2)

Together with (5.1), this shows that Assumption 4.1 holds for the Laplacian
on functions. More precisely, we get that any two-dimensional subspace of
C∞(Bρ(x)) contains a non-zero function f such that

Ray f ≥ (1 + δ)−(m+2)/2λN (m)ρ−2

so that Assumption 4.1 holds for Uρ(x) = Bρ(x) and 0 < ρ ≤ ρ1 as long as

ℓ3(m)λ0ρ
2 ≤ (1 + δ)−(m+2)/2λN (m).

Since the latter condition only depends on m, we get that ρ2 = ρ2(m, a),
where we observe that θ∗ = 0 in this case anyway.

Clearly, the case where E is flat is analogous and with the same result,
except that the subspace of sections of E over Bρ(x) should be of dimension
rkE + 1 instead of two.

5.2. Connection Laplacian on sections. In Section 5.1, the connection
does not enter the discussion. This changes in the case of general E, where
we need control over the connection. This is the reason why we consider
associated bundles. Assume therefore that EH is associated to a G-structure
P → H via an orthogonal representation θ of G on a Euclidean space E0;
compare with Section 2.4. Let δ > 0 and Uσ(x) be the neighborhood of x
with harmonic coordinates as in Lemma 2.4.
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Lemma 5.3. In the above situation, there is a constant C0 = C0(m) such
that the Rayleigh quotients of u on Uρ(x) with respect to the Euclidean metric
and the Riemannian metric satisfy

Ray(u) ≥ (1− δ)m+3Ray0 u−mδ(1− δ)C2
0 |θ|2∗.

Proof. Consider the orthonormal frame (Xi) as in Section 2.3. If A = (aji )

is an orthogonal matrix and (Yi) is the orthonormal frame with Yi = ajiXj ,
then also

|∇YiYj | ≤ c0(m)δ.

Let now y ∈ Ux. Then there is an orthogonal matrix A such that the vectors
(Yi(y)) are pairwise orthogonal with respect to the Euclidean metric on Ux.
Their Euclidean norm is between 1− δ and 1. Let (Fµ) be the orthonormal
frame of E over Ux associated to (Yi) and write sections of E over Ux as
linear combinations u = uµFµ. Then we get, at the point y,

|∇u|2 ≥
∑
i

|{Yi(u) + θ∗(γ(Yi))u|2

≥
∑
i

{|Yi(u)|2 − 2|Yi(u)||θ∗(γ(Yi))u|+ |θ∗(γ(Yi))u|2}

≥
∑
i

{(1− δ)|Yi(u)|2 −
1− δ

δ
|θ∗(γ(Yi))u|2}

≥
∑
i

{(1− δ)3|∂iu|2 −
1− δ

δ
|θ∗|2c0(m)2δ2|u|2}

≥ (1− δ)3|∇0u|2 −mδ(1− δ)c0(m)2|θ|2∗|u|2,

where γ is the tensor field of type (2, 1) defined by γ(Yi)Yj = γkijYk. In
conclusion, we obtain

Ray u =

∫
|∇u|2 dx∫
|u|2 dx

≥ (1− δ)3
∫
|∇0u|2 dx∫
|u|2 dx

−mδ(1− δ)c0(m)2|θ|2∗

≥ (1− δ)3

(1 + δ)m

∫
|∇0u|2 dx0∫
|u|2 dx0

−mδ(1− δ)c0(m)2|θ|2∗

≥ (1− δ)m+3Ray0 u−mδ(1− δ)c0(m)2|θ|2∗.

for the Rayleigh quotients of any non-zero section u of E over Ux. □

With Uρ(x) = Bm
ρ , we obtain that any subspace of C∞(Bm

ρ , E) of dimen-
sion rkE + 1 contains a non-zero section u such that

Ray u ≥ (1− δ)m+3λN (m)ρ−2 −mδ(1− δ)c0(m)2|θ|2∗
so that Assumption 4.1 holds for all 0 < ρ ≤ ρ1 = ρ1(m, a) as long as

(ℓ6(m)λ0 +mδ(1− δ)c0(m)2|θ|2∗)ρ2 ≤ (1− δ)m+3λN (m).

Choosing δ = 1/2, the latter condition only depends on m and |θ∗| and
yields a ρ2 = ρ2(m, a, |θ∗|) as required in Assumption 4.1.
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