MODULI SPACES OF DIRAC OPERATORS FOR FINITE
SPECTRAL TRIPLES
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ABSTRACT. The structure theory of finite real spectral triples developed by
Krajewski and by Paschke and Sitarz is generalised to allow for arbitrary KO-
dimension and the failure of orientability and Poincaré duality, and moduli
spaces of Dirac operators for such spectral triples are defined and studied. This
theory is then applied to recent work by Chamseddine and Connes towards
deriving the finite spectral triple of the noncommutative-geometric Standard
Model.

1. INTRODUCTION

From the time of Connes’s 1995 paper [6], spectral triples with finite-dimensional
x-algebra and Hilbert space, or finite spectral triples, have been central to the
noncommutative-geometric (NCG) approach to the Standard Model of elementary
particle physics, where they are used to encode the fermionic physics. As a result,
they have been the focus of considerable research activity.

The study of finite spectral triples began in earnest with papers by Paschke
and Sitarz [20] and Krajewski [18], first released in 1996 and 1997, respectively,
which gave detailed accounts of the structure of finite spin geometries, i.e. of finite
real spectral triples of K O-dimension 0 mod 8 satisfying orientability and Poincaré
duality. In their approach, the study of finite spectral triples is reduced, for the most
part, to the study of multiplicity matrices, integer-valued matrices that explicitly
encode the underlying representation-theoretic structure. Krajewski, in particular,
defined what are now called Krajewski diagrams to facilitate the classification of
such spectral triples. Iochum, Jureit, Schiicker, and Stephan have since undertaken
a programme of classifying Krajewski diagrams for finite spectral triples satisfying
certain additional physically desirable assumptions [12-14}[22] using combinatorial
computations [17], with the aim of fixing the finite spectral triple of the Standard
Model amongst all other such triples.

However, there were certain issues with the then-current version of the NCG
Standard Model, including difficulty with accomodating massive neutrinos and the
so-called fermion doubling problem, that were only to be resolved in the 2006
papers by Connes [7] and by Chamseddine, Connes and Marcolli [4], which use
the Euclidean signature of earlier papers, and by Barrett [1], which instead uses
Lorentzian signature; we restrict our attention to the Euclidean signature approach
of |7] and [4], which has more recently been set forth in the monograph [8] of
Connes and Marcolli. The finite spectral triple of the current version has KO-
dimension 6 mod 8 instead of 0 mod 8, fails to be orientable, and only satisfies a
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certain modified version of Poincaré duality. It also no longer satisfies SY-reality,
another condition that holds for the earlier finite geometry of [6], though only
because of the Dirac operator. Jureit, and Stephan [15{16] have since adopted the
new value for the KO-dimension, but further assume orientability and Poincaré
duality. As well, Stephan [25] has proposed an alternative finite spectral triple for
the current NCG Standard Model with the same physical content but satisfying
Poincaré duality; it also just fails to be S°-real in the same manner as the finite
geometry of |4]; in the same paper, Stephan also discusses non-orientable finite
spectral triples.

More recently, Chamseddine and Connes [2,|3] have sought a purely algebraic
method of isolating the finite spectral triple of the NCG Standard Model, by which
they have obtained the correct x-algebra, Hilbert space, grading and real structure
using a small number of fairly elementary assumptions. In light of these successes,
it would seem reasonable to try to view this new approach of Chamseddine and
Connes through the lens of the structure theory of Krajewski and of Paschke—
Sitarz, at least in order to understand better their method and the assumptions
involved. This, however, would require adapting that structure theory to handle
the failure of orientability and Poincaré duality, yielding the initial motivation of
this work.

To that end, we provide, for the first time, a comprehensive account of the
structure theory of Krajewski and of Paschke—Sitarz for finite real spectral triples
of arbitrary K O-dimension, without the assumptions of orientability or Poincaré
duality; this consists primarily of straightforward generalisations of the results and
techniques of |20] and [1§]. In this light, the main features of the approach presented
here are the following:

(1) A finite real spectral triple with algebra A is to be viewed as an .A-bimodule
with some additional structure, together with a choice of Dirac operator
compatible with that structure.

(2) For fixed algebra A, an A-bimodule is entirely characterised by its multiplic-
ity matrix (ungraded case) or matrices (graded case), which also completely
determine(s) what sort of additional structure the bimodule can admit; this
additional structure is then unique up to unitary equivalence.

(3) The form of suitable Dirac operators for an .A-bimodule with real structure
is likewise determined completely by the multiplicity matrix or matrices of
the bimodule and the choice of additional structure.

However, we do not discuss Krajewski diagrams, though suitable generalisation
thereof should follow readily from the generalised structure theory for Dirac oper-
ators.

Once we view a real spectral triple as a certain type of bimodule together with a
choice of suitable Dirac operator, it then becomes natural to consider moduli spaces
of suitable Dirac operators, up to unitary equivalence, for a bimodule with fixed
additional structure, yielding finite real spectral triples of the appropriate KO-
dimension. The construction and study of such moduli spaces of Dirac operators
first appear in [4], though the focus there is on the sub-moduli space of Dirac
operators commuting with a certain fixed subalgebra of the relevant x-algebra.
Our last point above almost immediately leads us to relatively concrete expressions
for general moduli spaces of Dirac operators, which also appear here for the first
time. Multiplicity matrices and moduli spaces of Dirac operators are then worked
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out for the bimodules appearing in the Chamseddine-Connes—Marcolli formulation
of the NCG Standard Model [4,8] as examples.

Finally, we apply these methods to the work of Chamseddine and Connes [2}[3],
offering concrete proofs and some generalisations of their results. In particular, the
choices determining the finite geometry of the current NCG Standard Model within
their framework are made explicit.

This work, a revision of the author’s qualifying year project (master’s thesis
equivalent) at the Bonn International Graduate School in Mathematics (BIGS)
at the University of Bonn, is intended as a first step towards a larger project of
investigating in generality the underlying noncommutative-geometric formalism for
field theories found in the NCG Standard Model, with the aim of both better
understanding current versions of the NCG Standard Model and facilitating the
further development of the formalism itself.

The author would like to thank his supervisor, Matilde Marcolli, for her exten-
sive comments and for her advice, support, and patience, Tobias Fritz for useful
comments and corrections, and George Elliott for helpful conversations. The author
also gratefully acknowledges the financial and administrative support of BIGS and
of the Max Planck Institute for Mathematics, as well as the hospitality and support
of the Department of Mathematics at the California Institute of Technology and of
the Fields Institute.

2. PRELIMINARIES AND DEFINITIONS

2.1. Real C*-algebras. In light of their relative unfamiliarity compared to their
complex counterparts, we begin with some basic facts concerning real C*-algebras.

First, recall that a real x-algebra is a real associative algebra A together with
an involution on A, namely an antihomomorphism # satisfying %2 = id, and that
the wnitalisation of a real %-algebra A is the unital real x-algebra A defined to
be A ® R as a real vector space, together with the multiplication (a,a)(b, ) :=
(ab+ ab+ fBa,af) for a, b € A, a, § € R and the involution x @ idg. Note that if
A is already unital, then Ais simply A @ R.

Definition 2.1. A real C*-algebra is a real x-algebra A endowed with a norm |||
making A into a real Banach algebra, such that the following two conditions hold:
(1) Va € A, |la*al| = ||al|* (C*-identity);
(2) Va € A, 1+ a*a is invertible in A (symmetry).

The symmetry condition is redundant for complex C*-algebras, but not for real
C*-algebras. Indeed, consider C as a real algebra together with the trivial invo-
lution * = id and the usual norm ||¢|| = |¢|, ¢ € C. Then C with this choice of
involution and norm yields a real Banach *-algebra satisfying the C*-identity but
not symmetry, for 1 +i*i = 0 is certainly not invertible in C = C & R.

Now, in the finite-dimensional case, one can give a complete description of real
C*-algebras, which we shall use extensively in the sequel:

Theorem 2.2 (Wedderburn’s theorem for real C*-algebras [11]). Let A be a finite-
dimensional real C*-algebra. Then

N

(2.1) A= P M, (F),

i=1



4 BRANIMIR CACIC

where F; =R, C, or H, and n; € N. Moreover, this decomposition is unique up to
permutation of the direct summands.

Note, in particular, that a finite-dimensional real C*-algebra is necessarily unital.

Given a finite-dimensional real C*-algebra A with fixed Wedderburn decomposi-
tion ®N | M, (F;) we can associate to A a finite dimensional complex C*-algebra
Ac, the complex form of A, by setting

(2.2) Ac = @Mmi (©),

where m; = 2n,; if F; = H, and m; = n; otherwise. Then A can be viewed as a real
x-subalgebra of A¢ such that Ac = A+ @A, that is, as a real form of Ac. Here, H
is considered as embedded in M>(C) by

, G G
G+iGr— (_@ Cl) )
for (1, (s € C.

In what follows, we will consider only finite-dimensional real C*-algebras with
fixed Wedderburn decomposition.

2.2. Representation theory. In keeping with the conventions of noncommutative
differential geometry, we shall consider x-representations of real C*-algebras on
complex Hilbert spaces. Recall that such a (left) representation of a real C*-algebra
A consists of a complex Hilbert space H together with a x-homomorphism A : A —
L(H) of real C*-algebras. Similarly, a right representation of A is defined to be
a complex Hilbert space H together with a *-antihomomorphism p : A — L(H)
of real C*-algebras. For our purposes, then, an A-bimodule consists of a complex
Hilbert space H together with left x-representation A and a right x-representation
p that commute, i.e. such that [A(a), p(b)] = 0 for all a, b € A. In the sequel, we
will consider only finite-dimensional representations, and hence, finite-dimensional
bimodules; since finite-dimensional C*-algebras are always unital, we shall require
all representations to be unital as well.

Now, given a left [right] representation o = (H,7) of an algebra A, one can
define its transpose to be the right [left] representation o’ = (H*,77) , where
77(a) := w(a)? for all @ € A. Note that for any left or right representation c,
(@™)T can naturally be identified with « itself. In the case that H = CV, we
will identify H* with H by identifying the standard ordered basis on H with the
corresponding dual basis on H*. The notion of the transpose of a representation
allows us to reduce discussion of right representation to that of left representations.

Since real C*-algebras are semisimple, any left representation can be written as
a direct sum of irreducible representations, unique up to permutations, and hence
any right representation can be written as a direct sum of transposes of irreducible
representations, unique up to permutations.

Definition 2.3. The spectrum A of a real C*-algebra A is the set of unitary
equivalence classes of irreducible representations of A.
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Now, let A be a real C*-algebra with Wedderburn decomposition &2 ; My, (F;).
Then

. N
(2.3) A= | | My, (F:),

where the embedding of Mm) in A is given by composing the representation
maps with the projection of A onto the direct summand My, (F;). The building
blocks for/.AEre as follows:

(1) M, (B) = {[(C", M)},

() 31,(©) = {[(C”, ], [ N},

(3) M, (H) = {[(C*", M)]}, B
where A(a) denotes left multiplication by a and A(a) denotes left multiplication by
a.

Definition 2.4. Let A be a real C*-algebra, and let o € A. Then « is said to
be conjugate-linear if it arises from the conjugate-linear irreducible representation
(a — @, C") of a direct summand of A of the form M, (C); otherwise it is said to
be complex-linear.

Thus, a representation « of the real C*-algebra A extends to a C-linear -
representation of Ac if and only if « is the sum of complex-linear irreducible rep-
resentations of A.

Finally, for an individual direct summand My, (IF;) of A, let e; denote its unit, n;
the dimension of its irreducible representations (which is therefore equal to 2k; if
F; = H, and to k; itself otherwise), n; its complex-linear irreducible representation,
and, if F; = C, n; its conjugate-linear irreducible re;ﬁeﬁntation. \Eeieﬁne a strict
ordering < on A by setting o < 3 whenever a € M, (F;), 8 € My, (F;) for i < j,
and by setting n; < m; in the case that F; = C. Note that the ordering depends
on the choice of Wedderburn decomposition, i.e. on the choice of ordering of the
direct summands. Let S denote the cardinality of A. We shall identify Mg(R) with
the real algebra of functions A2 — R, and hence index the standard basis {Eap}
of Mg(R) by A2.

2.3. Bimodules and spectral triples. Let us now turn to spectral triples. Recall
that we are considering only finite-dimensional algebras and representations (i.e.
Hilbert spaces), so that we are dealing only with what are termed finite or discrete
spectral triples.

Let H and H' be A-bimodules. Then LY (H,H’), LX(H, H'), and L5} (H, H')
will denote the subspaces of L(H,H’) consisting of left A-linear, right A-linear, and
left and right A-linear operators, respectively. In the case that H' = H, we will
write simply £4%(H), £%(H) and £5%(H). Finally, if N is a subalgebra or linear
subspace of a real or complex C*-algebra, we will denote by Ny, the real linear
subspace of N consisting of the self-adjoint elements of N, and we shall denote by
U(N) set of unitary elements of N.

2.3.1. Conwventional definitions. We begin by recalling the standard definitions for
spectral triples of various forms. Since we are working with the finite case, all an-
alytical requirements become redundant, leaving behind only the algebraic aspects
of the definitions.
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The following definition first appeared in a 1995 paper [5] by Connes:

Definition 2.5. A spectral triple is a triple (A, H, D), where:
e A is a unital real or complex *-algebra;
e 'H is a complex Hilbert space on which A has a left representation A : A —
L(H);
e D, the Dirac operator, is a self-adjoint operator on H.

Moreover, if there exists a Z/2Z-grading v on ‘H (i.e. a self-adjoint unitary on
H) such that:

(1) [v,A(a)] =0 for all a € A,
(2) {7, D}=0;
then the spectral triple is said to be even. Otherwise, it is said to be odd.

In the context of the general definition for spectral triples, a finite spectral triple
necessarily has metric dimension 0.

In a slightly later paper [6], Connes defines the additional structure on spectral
triples necessary for defining the noncommutative spacetime of the NCG Standard
Model; indeed, the same paper also contains the first version of the NCG Standard
Model to use the language of spectral triples, in the form of a reformulation of the
so-called Connes-Lott model.

Definition 2.6. A spectral triple (A, H, D) is called a real spectral triple of KO-
dimension n mod 8 if, in the case of n even, it is an even spectral triple, and if there
exists an antiunitary J : H — H such that:
(1) J satisfies J?2 = &, JD = ¢’DJ and Jvy = ¢"vJ (in the case of even n),
where €, €', ¢” € {—1,1} depend on n mod 8 as follows:

n 0 1 2 3 4 ) 6 7
1 1 -1 -1 -1 -1 11
e 1 -1 1 1 1 -1 1 1
e” 1 -1 1 -1
(2) The order zero condition is satisfied, namely [A(a), JA(b)J*] = 0 for all a,
be A,
(3) The order one condition is satisfied, namely [[D, A(a)], JA(b)J*] = 0 for all
a, be A.

Moreover, if there exists a self-adjoint unitary € on H such that:
(1) [e,A(a)] =0 for all a € A,;
(2) [e, D] = 0;
(3) {e, J} =0;
(4) [e,7] =0 (even case);
then the real spectral triple is said to be S°-real.

Remark 2.7 (Krajewski [18] §2.2], Paschke—Sitarz |20, Obs. 1]). If (A, H, D) is a real
spectral triple, then the order zero condition is equivalent to the statement that H
is an A-bimodule for the usual left action A\ and the right action p : a — JA(a*)J*.

It was commonly assumed until fairly recently that the finite geometry of the
NCG Standard Model should be S°-real. Though the current version of the NCG
Standard Model no longer makes such an assumption [4|7] we shall later see that
SO-reality still holds, albeit in a weaker sense.
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2.3.2. Structures on bimodules. In light of the above remark, the order one condi-
tion, the strongest algebraic condition placed on Dirac operators for real spectral
triples, should be viewed more generally as a condition applicable to operators on
bimodules 18] §2.4]. This then motivates our point of view that a finite real spec-
tral triple (A, H, D) should be viewed rather as an A-bimodule with additional
structure, together with a Dirac operator satisfying the order one condition that
is compatible with that additional structure. We therefore begin by defining a
suitable notion of “additional structure” for bimodules.

Definition 2.8. A bimodule structure P consists of the following data:

o Aset P ="P,UP;UP., where each set Px is either empty or the singleton
{X}, and where P, is non-empty only if P; is non-empty;
e If P; is non-empty, a choice of KO-dimension n mod 8, where n is even if
and only if P, is non-empty.
In particular, a structure P is called:

e odd if P is empty;

even it P =P, = {v};

real if P; is non-empty and P, is empty
SO-real if P, is non-empty.

Finally, if P is a graded structure, we call v the grading, and if P is real or
SO-real, we call J the charge conjugation.

Since this notion of K O-dimension is meant to correspond with the usual KO-
dimension of a real spectral triple, we assign to each real or S%-real structure P of
KO-dimension n mod 8 constants €, ¢’ and, in the case of even n, ", as follows:

n 0 1 2 3 4 5 6 7

e 1 1 -1 -1 -1 -1 11

g 1 -1 1 1 1 -1 11

e’ 1 -1 1 -1
We now define the structure algebra of a structure P to be the real associative
algebra with generators P and relations, as applicable,

'72:17 J? =&, e? :1;’71]:5”’]’77 [’776] =0, {67 J}:O

Definition 2.9. An A-bimodule H is said to have structure P whenever it admits
a faithful representation of the structure algebra of P such that, when applicable, v
and e are represented by self-adjoint unitaries in L*R[A](H), and J is represented
by an antiunitary on H such that

(2.4) Vae A, pla) = J\a")J.

Note that a S%-real bimodule can always be considered as a real bimodule, and
a real bimodule of even [odd] K O-dimension can always be considered as an even
[odd] bimodule. Note also that an even bimodule is simply a graded bimodule
such that the algebra acts from both left and right by degree 0 operators, with
the grading itself respects the Hilbert space structure; an odd bimodule is then
simply an ungraded bimodule. We use the terms “even” and “odd” so as to keep
the terminology consistent with that for spectral triples.

Note also that for a real or S%-real structure P, the structure algebra of P is
independent of the value of ¢/. Thus the notions of real [S%-real] A-bimodule with
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KO-dimension 1 mod 8 and 7 mod 8 are identical, as are the notions of [S%-real] A-
bimodule with K O-dimension 3 mod 8 and 5 mod 8; again, we make the distinction
with an eye to the discussion of Dirac operators (and hence of spectral triples) later
on.

Now, a unitary equivalence of A-bimodules H and H' with structure P is a
unitary equivalence of A-bimodules (i.e. a unitary element of L4} (H,H’)) that
effects unitary equivalence of the representations of the structure algebra of P.
We denote the set of all such unitary equivalences H — H’ by UL (H, H';P).
In particular, U (H, H;P), which we denote by ULR(H;P), is a subgroup of
UL (H) := U(LYE(H)). In all such notation, we suppress the argument P whenever
P is empty.

Definition 2.10. Let A be a real C*-algebra, and let P be a bimodule structure.
The abelian monoid (Bimod(A, P),+) of A-bimodules with structure P is defined
as follows:
e Bimod(A, P) is the set of unitary equivalence classes of A-bimodules with
structure P;

e For [H], [H'] € Bimod(A, P), [H] + [H'] := [H & H'].

For convenience, we will denote Bimod(.A, P) by:

Bimod(A) if P is the odd structure;

Bimod®"*"(A) if P is the even structure;

Bimod (A, n) if P is the real structure of KO-dimension n mod 8;
Bimod"(A, n) if P is the S°-real structure of K O-dimension 7 mod 8.
These monoids will be studied in depth in the next section. In light of our earlier
comment, we therefore have that

Bimod(A,1) = Bimod(A4,7), Bimod(A,3) = Bimod(A4,5).

and
Bimod’(A, 1) = Bimod’(A4,7), Bimod’(A4,3) = Bimod’(A4,5).

Finally, for the sake of completeness, we now define the notions of orientabilty
and Poincaré duality in this more general context; in the case of a real spectral
triple (A, H, D,~,J) of even KO-dimension, where the right action is given by
pla) := JA(a*)J*, these definitions yield precisely the usual ones (cf. |18] §§2.2,
2.3]).

Definition 2.11. An even A-bimodule (H, ) is orientable if there exist a1, ..., ak,
bi,...,b; € A such that

k

(2.5) v=_ Mai)p(bi).

i=1

Definition 2.12. Let A be a real C*-algebra, and let (H, ) be an even A-bimodule.
Then the intersection form (-,-) : KOy(A) x KOy(A) — Z associated with (H,~)
is defined by setting

(2.6) (el [f]) = tr(vA(e)n(f))

for projections e, f € A.
In the case that the intersection form is non-degenerate, (H,~) is said to satisfy
Poincaré duality.
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The orientability assumption was used extensively in [20] and [1§], as it leads
to considerable algebraic simplifactions; we shall later define a weakened version of
orientability that will yield precisely those simplifications.

2.3.3. Bilateral spectral triples. We now turn to Dirac operators on bimodules sat-
isfying a generalised order one condition, and define the appropriate notion of com-
patibility with additional structure on the bimodule.

Definition 2.13. A Dirac operator for an A-bimodule H with structure P is a
self-adjoint operator D on H satisfying the order one condition
(2.7) Va,be A, [[D,X(a)],p(d)] =0,
together with the following relations, as applicable,
{D,v} =0, DJ=¢JD, [D,e=0.

Here, {A, B} denotes the anticommutator AB + BA of operators A and B.
We denote the finite-dimensional real vector space of Dirac operators for an an
A-bimodule H with structure P by Dy (A, H, P).

Definition 2.14. A bilateral spectral triple with structure P is a triple (A, H, D),
where A is a real C*-algebra, H is an A-bimodule with structure P, and D is a
Dirac operator for H.

We shall generally denote such a spectral triple by (A, H, D, P), where P is the
set of generators of the structure algebra; in cases where the presence or absence of
a grading ~ is immaterial, we will suppress the generator v in this notation.

Remark 2.15. In the case that P is a real [S%-real] structure of KO-dimension
n mod 8, a bilateral spectral triple with structure P is precisely a real [S°-real|
spectral triple of K O-dimension n mod 8.

More generally, an odd [even] bilateral spectral triple (A, H, D) is equivalent to
an odd [even] spectral triple (A® A°P,’H, D) such that [[D, A®1],1® .A°P] = {0},
an object which first appears in connection with S%real spectral triples [6]

A wunitary equivalence of spectral triples (A, H,D) and (A, H',D’) is then a
unitary U € UZR(H,H’) such that D’ = UDU*. This concept leads us to the
following definition:

Definition 2.16. Let A be a real C*-algebra, and let H be an A-bimodule with
structure P. The moduli space of Dirac operators for H is defined by

(2.8) D(A,H,P) :=Do(A, H,P)/ UL (H,P),
where UL (H, P) acts on Dy(A, H, P) by conjugation.
If C is a central subalgebra of A, we can form the subspace
(2.9) Do(A, H,P;C) :={D € Do(A, H,P) | [D,\C)] = [D,p(C)] ={0}}.
and hence the sub-moduli space
(2.10) D(A, H,P;C) := Do(A,H,P;C)/ UL (H, P),

of Do(A, H,P); the moduli space of Dirac operators studied by Chamseddine,
Connes and Marcolli [4, §2.7],|8, §13.4] is, in fact, a sub-moduli space of this form.

Since D(A, H, P) [D(A, H, P;C)] is the orbit space of a smooth finite-dimensional
representation of a compact Lie group, it is, a priori, locally compact Hausdorff,
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and is homeomorphic to a semialgebraic subset of R? for some d |24]. The dimen-
sion of D(A, H,P) [D(A, H,P;C)] can then be defined as the dimension of this
semialgebraic set. Such moduli spaces will be discussed in some detail.

2.3.4. S%-reality. Following Connes [6], we now describe how to reduce the study of
S9-real bimodules of even [odd] K O-dimension to the study of even [odd] bimodules.

Let (H,J,€) be an SYreal A-bimodule of even [odd] KO-dimension. Define
mutually orthogonal projections P;, P_; in ,CI;‘R(H) by Py, = %(1 +¢€). Then, at
the level of even [odd] bimodules, H = H; & H_;, for Hy; := Py;H, defining left
and right actions on Hy; by

Axi(a) := PyiMa)Pyi,  pxi(a) := Prip(a) Py,
for a € A, and, in the case of even KO-dimension, a grading on H4; by v4; :=

Py;,vPy;. Moreoever,
0 eJ*
J=1=
(%)

where J := P_,JP; is an antiunitary H; — H_;, so that for a € A,
Ai(a) = Jpi(a*)J*,  p_i(a) = JXi(a®)J",

and in the case of even KO-dimension, y_; = &”J~J*. Finally, note that J can
also be viewed as a unitary H; — H_;, where H; denotes the conjugate space of
H. Hence, for fixed KO-dimension, an S°-real A-bimodule H is determined, up to
unitary equivalence, by the bimodule H;.

On the other hand, if V is an even [odd] .A-bimodule, we can construct an S%-real
A-bimodule H for any even [odd] KO-dimension n mod 8 such that H; = V, by
setting H = H; ® H_; for H; := V, H_; := V, defining J :H; — H_; as the
identity map on V viewed as an antiunitary V — V), then using the above formulas
to define J, v (as necessary), A, p, and finally setting € = 1y, @ (—15;). In the case
that V is already H; for some S°-real bimodule H, this procedure reproduces H up
to unitary equivalence. We have therefore proved the following:

Proposition 2.17. Let A be a real C*-algebra, and let n € Z/8Z. Then the map
Bimod(A), if n is odd,

Bimod®*"(A), if n is even,

Bimod" (A4, n) — {

defined by [H] — [H;] is an isomorphism of monoids.

Now, let H is an S%-real A-bimodule, and suppose that D is a Dirac operator
for H. We can define Dirac operators D; and D_; on ‘H; and H_;, respectively by
Dy, := Py;DPy;; then D = D; ® D_; and, in fact, D_; = ¢/JD;J*. Thus, a Dirac
operator D on H is completely determined by D;; indeed, the map D +— D; defines
an isomorphism Dy (A, H, J, €) = Do(A, H).

Along similar lines, one can show that U (H, J) = ULR(H,) by the map U —
U; := P,;U P;; this isomorphism is compatible with the isomorphism Dy (A, H, J, €) =
Do(A,H). Hence, the functional equivalence between H and H; holds at the level
of moduli spaces of Dirac operators:

Proposition 2.18. Let H be an S°-real A-bimodule. Then
(2.11) D(A,H, J,e) =2 D(A,H,;).
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One can similarly show that for a central subalgebra C of A,
D(A,H, J,e;C) 2 D(A, Hy;C).

Let us conclude by considering the relation between orientability and Poincaré
duality for an S°-real bimodule H of even KO-dimension and orientability and
Poincaré duality, respectively, for the associated even bimodule H;.

Proposition 2.19. Let H be an S°-real A-bimodule of even KO-dimension. Then
H is orientable if and only if there exist ay,...,a,by,..., by € A such that

k

k
(2.12) =D Nilag)pilby) =" 3 A pila).

Proof. Let ay,...,a, b1,...,by € A, and set T = Zle Maj)p(bj). Then

k
T;:= PTP, = Ai(aj)pi(by),
j=1
while
k sk -
T ;=P TP ;= Z A=i(aj)p-i(bj) = J<Z Ai(b;)pi(a;)) T
=1 =t

Hence, T_; = ¢’ JT;J* if and only if
k k
" Z Ai(b])pi(a}) =T, = Z Ai(a;)pi(by).
j=1 j=1

Applying the result to a; and b; such that v = 2521 A(a;)p(bj), in the case that H
is orientable, and then to a; and b; such that v; = 2521 Ai(aj)pi(b;), in the case
that H; is orientable, yields the result. ([

Thus, orientability of an S°-real bimodule H is equivalent to a stronger version
of orientability on the bimodule H;.
Turning to Poincaré duality, we can obtain the following result:

Proposition 2.20. Let H be an S°-real A-bimodule of even KO-dimension with
intersection form (-,-), and let (-,-), be the intersection form for H;. Then for any

b, q S KOO(A);
(pq) = (0, q@); +€"(a:p); -

Proof. Let e, f € A be projections. Then
(le], [f]) = tr(vAle)p(f))
pi

= tr(viAi(e)pi(f)) + tr(y—ir_i(e)p—i([))
= tr(yidi(e)ps(f)) + " tr(Jvihi (f)pi(e)J*)
= tr(vi\i(e)p ())+ "er(vii(fpi(e))
B

3
= (le], [f1); + " [f1, [e]); »

where we have used the fact that intersection forms are integer-valued. [
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Thus, Poincaré duality on an S%-real bimodule H is equivalent to nondegeneracy
of either the symmetrisation or antisymmetrisation of the intersection form on H,;,
as the case may be.

3. BIMODULES AND MULTIPLICITY MATRICES

We now turn to the study of bimodules, and in particular, to their characterisa-
tion by multiplicity matrices. We shall find that a bimodule admits, up to unitary
equivalence, at most one real structure of any given KO-dimension, and that the
multiplicity matrix or matrices of a bimodule will determine entirely what real
structures it does admit.

In what follows, A will always be a fixed real C*-algebra.

3.1. Odd bimodules. Let us begin with the study of odd bimodules.
For m € Ms(Z>o), we define an A-bimodule H,, by setting

Hm = P C'*@C™» C",

a,BeA

Am(a) = @ Aal@) @1y, @1y, ac€A,
a,BeA

pm(a) = @ 1,, ® lmaﬁ ® /\5(&)T, a € A.
a,BeA

Here we use the convention that 1,, is the identity on C*, with C® := {0} and hence
].0 =0.

Proposition 3.1 (Paschke and Sitarz [20, Lemmas 1, 2], Krajewski [18, §3.1]).
The map bimod : Mg(Z>o) — Bimod(A) given by m +— [H,,] is an isomorphism
of monoids.

Proof. By construction, bimod is an injective morphism of monoids. It therefore
suffices to show that bimod® is also surjective.
Now, let H be an A-bimodule. For a € A, define projections PZ and P by

Ale;) if a =n; for F; # C,
PL =< L (X\e) —iM(ie;)) ifa=mn; for F; =C,

2 (M(e) +iA(ie;)) if a=m; for F; =C,

and

p(e;) if @ =n; for F; #£ C,
PR .= 1 (p(e;) —iplie;)) if a=m,; for F; =C,

2 (p(e;) +iplie;)) if a=m; for F; =C,
respectively; by construction, PL € A(A) + iA(A) and PE € p(A) + ip(A), so
that for a, B € A, PL and Pé"j” commute. We can therefore define projections
Pus = PO{‘Pé% for each o, 3 € A; it is then easy to see that each Hap = PapgH is
a sub-A-bimodule of H, and that H = &, ;. 7Hag.

Let a, 0 € A. As noted before, the left action of A on H,s must decompose
as a direct sum of irreducible representations, but by construction of H,g, those
irreducible representations must all be a.. Similarly, the right action on ‘H,g must
be a direct sum of copies of 3. Since the left action and right action commute,
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we must therefore have that Hop = Hy, s, for some mag € Z>o. Taking the
direct sum of the H.g, we therefore see that H is unitarily equivalent to H,, for
m = (mag) € Ms(Z>o), that is, [H] = bimod(m). O

We denote the inverse map bimod ™" : Bimod(A) — Mg(Zxq) by mult.

Definition 3.2. Let H be an A-bimodule. Then the multiplicity matriz of A is
the matrix mult[H] € Mg(Z>o).

From now on, without any loss of generality, we will assume that an A-bimodule
‘H with multiplicity matrix m is M., itself.

Remark 3.3. Multiplicity matrices readily admit a K-theoretic interpretation [10].
For simplicity, suppose that A is a complex C*-algebra and consider only complex-
linear representations. Then for H an A-bimodule, mult[H] is essentially the Brat-
teli matriz of the inclusion A(A) — p(A) C L(H) (cf. [9) §2]), and can thus
be interpreted as representing the induced map Ky(A(A)) — Ko(p(A)') in com-
plex K-theory. Likewise, mult[H]” can be interpreted as representing the map
Ko(p(A)) — Ko(A(A)) induced by the inclusion p(A) — A(A) C L(H). Similar
interpretations can be made in the more general context of real C*-algebras and
KO-theory.

We shall now characterise left, right, and left and right A-linear maps between
A-bimodules. Let H and H’ be A-bimodules with multiplicity matrices m and m/,
respectively, let P,3 be the projections on H defined as in the proof of Proposi-
tion and let P, 5 be the analogous projections on H'. Then any linear map
T : H — H' is characterised by the components

(3.1) T7) = PlsTPag,
which we view as maps ng : CMe @ CMes @ C™ — C™ @ C™ ® C™s, or equiv-
alently, as elements T;’g € My xn, (C)® Mm;(;Xmaﬁ ® Mp;xns(C). Thus we have
an isomorphism

comp : ‘C(Hv H/) - @ an XNy (C) ® Mmfwsxnmg Y Mns Xng (C)

a,8,7,0€A

given by comp(T) := (TW) gy oei Note thiit when H = H', T is self-adjoint if
and only if Tf;‘f = (T;g) for all a, 8, 7, 0 € A.

Proposition 3.4 (Krajewski |18, §3.4]). Let H and H' be A-bimodules with mul-
tiplicity matrices m and m’, respectively. Then

(3.2) comp(LY (H, H')) = EB Lny ® Myt smas (C) © Mg,y (C),
«a,3, =

(3.3) comp(LE(H,H) = @D M, xn.(C) @ My sy (C) @ L,
a,ﬂ,'yEA

(3.4) comp(LIF(H,H) = P 1n, ® My s (C) © Ly
a,,@EA\

Proof. Observe that T € L(H,H') is left, right, or left and right A-linear if and
only if each T(zg is left, right, or left and right A. Thus, let «, 3, v and § € A be
fixed, and let T € M,,_xn,(C) ® Mmgéxvnag ® Mpsxn;(C).
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First, write T' = Zle A; @ B; for A; € My, xn, (C) and for linearly independent

B; € Mmfy{;xmaﬁ ® Mpsxn,;(C). Then, for a € A,
k
(Av(a) ® lm’m; ® 1na)T —T(Aala) ® 1ma/f ® 177«[-}) = Z()‘V(G)Ai — Aida(a)) @ B,
i=1

so that by linear independence of the B;, T is left A-linear if and only if each A;
intertwines the irreducible representations « and -y, and hence, by Schur’s lemma,
if and only if & = v and each A; is a constant multiple of 1,, or each A; = 0. Thus,

EI_A((C?LQ ® CMes (c7lg7(c'r1w ® (Cmi{(; ® (Cna)

_ Lng ® M/ xmas (C) ® Mypsxns(C) if =17,
{0} otherwise.

Analogously, one can show that
[’ﬁ((cna ® C™Mas ® cne , Cn ® (Cmi{(; ® (Cna)

Y M xn (€)@ My s (C) @ 1y 1 5 =0,
{0} otherwise,

and then these first two results together imply that
LER}(Cre @ €™ @ C™,C™ @ C™s @ C™)
— {lna ® Mml [,Xmaﬁ ((C) ® 17Lﬁ lf (Oé, ﬁ) = (’Yv 5)’

a4

{0} otherwise,
as was claimed. ]
We can now give a detailed description of the group US™(H):
Corollary 3.5. Let H be an A-bimodule. Then

comp(U(H)) = €D 1n. © U(map) @ 1, =[] Ulmag),
a,feA a,6e A
with the convention that U(0) = {0} is the trivial group.

3.2. Even bimodules. We now turn to the study of even bimodules; let us begin
by considering the decomposition of an even bimodule into its even and odd sub-
bimodules.

Let (H,~) be an even A-bimodule. Define mutually orthogonal projections Peve"
and P°4d by

peven — %(1 +'}/)7 Podd _ %(1 77).
We can then define sub-bimodules H®V® and H° of H by HeEVe" = PeVeny,
Hedd = Podd: one has that H = HV® @ H°d4 at the level of bimodules.

On the other hand, given A-bimodules H; and Hs, we can construct an even
A-bimodule (H, ) such that He*" = H; and H°I4 = H, by setting H = H; @ Ha
and v = 1y, @ (—1p,). If H; and Hy are already HeV*" and H° for some (H,7),
then this procedure precisely reconstructs (H,~). Since this procedure manifestly
respects direct summation and unitary equivalence at either end, we have therefore
proved the following:
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Proposition 3.6. Let A be a real C*-algebra. The map
C : Bimod®"*"(A) — Bimod(.A) x Bimod(.A)
given by
O([H]) = ([Heve"], [H4))

is an isomorphism of monoids.

One readily obtains a similar decomposition at the level of unitary groups:
Corollary 3.7. Let (H,v) be an even A-bimodule. Then

U4 (H,7) = UL (R @ U (o),

Another immediate consequence is the following analogue of Proposition |3.1

Proposition 3.8. Let A be a real C*-algebra. The map
bimod®*" : Mg(Z>¢) x Ms(Z>o) — Bimod®"(A)

defined by bimod®¥*™ := C~! o (bimod x bimod) is an isomorphism of monoids.

Just as in the odd case, we will find it convenient to denote (bimod®'*")~1 :
Bimod®*(A) — Mg(Z>o) x Mg(Z>o) by mult®". It follows then that

mult®*" = (mult X mult) o C.

Definition 3.9. Let (H,~) be an even A-bimodule. Then the multiplicity matrices
of (H,~) are the pair of matrices

(mult[H°¥"], mult[H°]) = mult™*[(H,~)] € Ms(Zso) x Ms(Zs>o).
Let us now consider orientability of even bimodules.

Lemma 3.10 (Krajewski [18, §3.4]). Let (H,v) be an even A-bimodule. Then
(H,~) is orientable only if LER(Hever Hodd) = {0}.

Proof. Suppose that (H,~y) is orientable, so that there exist aq,...,ak, b1,...,bx €
A such that v = Ele Aa;)p(b;). Now, let T € LLE(Heven H°dd) and define

T € LR (H) by
- (0 T*
T(T O).

Then, on the one hand, since v = 1peven & (—1pg0da), T anticommutes with ~, and
on the other, since v = Zle Ma;)p(b;), T commutes with v, so that T = 0. Hence,
T=0. (]

This last result motivates the following weaker notion of orientability:
Definition 3.11. An even A-bimodule (H,~) is said to be quasi-orientable when-
ever LLR(Heven Hodd) = {0},

The subset of Bimod® " (A) consisting of the unitary equivalence classes of the
quasi-orientable even A-bimodules will be denoted by Bimod;""(A).
We define the support of a real p X ¢ matrix A to be the set

supp(A) :={(i,4) € {1,...,p} x {L,....q} [ Ay # 0}.
For A € Mg(R), we will view supp(A) as a subset of A2 by means of the iden-

tification of {1,...,S} with A as ordered sets. We can now offer the following
characterisation of quasi-orientable bimodules:



16 BRANIMIR CACIC

Proposition 3.12 (Paschke-Sitarz |20, Lemma 3], Krajewski 18| §3.3]). Let A be
a real C*-algebra. Then
(3.5)  mult®™" (Bimod;""(A))

— {(mcvcn’ modd) c MS(ZZO)2 I Supp(mcvcn) 0 Supp(modd) _ @}

Proof. Let (H,~) be an even A-bimodule with multiplicity matrices (m®Ve", m°dd).
Then by Proposition

‘CaR(Heven, HOdd) ~ @ Mmgdgd xmesn (C),
a,BeA
whence the result follows immediately. O

We therefore define the signed multiplicity matriz of a quasi-orientable even A-
bimodule (H,~), or rather, the unitary equivalence class thereof, to be the matrix

mult, [(H,7)] := mult[H**"] — mult[H°] € Ms(Z).
The map Bimod;""(A) — Mg(Z) defined by
[(H, ) = multy[(H, 7)]

is then bijective, and mult®*"[(H, )] is readily recovered from mult,[(H,~)]. In-
deed, if (H, ) is a quasi-orientable even .A-bimodule with signed multiplicity matrix
i, then (cf. [20, Lemma 3],[18, 3.3])

(3.6) v = @ HaplH,s-
a,ﬁej

These algebraic consequences of quasi-orientability, which were derived from the
stronger condition of orientability in the original papers [20] and [18], are key to
the formalism developed by Krajewski and Paschke-Sitarz, and hence to the later
work by Tochum, Jureit, Schiicker, and Stephan [12H14}[22].

We can now characterise orientable bimodules amongst quasi-orientable bimod-
ules:

Proposition 3.13 (Krajewski |18, §3.3]). Let (H,v) be a quasi-orientable A-
bimodule with signed multiplicity matriz p. Then (H,~) is orientable if and only if
the following conditions all hold:

(1) For eachi € {1,...,N} such that F; = C and all 8 € A,
a2 0
(2) For all « € A and each j € {1,...,N} such that F; = C,
Han, pom; = 0;
(3) Foralli, je{l,...,N} such that F; =F; = C,
Hna, Bagn,; 2> 0.
In particular, if (H,~) is orientable, then

N
(3.7) v =Y Asgn(fiij)es)p(e;)-

i,j=1
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Proof. First, suppose that (H,~) is indeed orientable, so that there exist a1, ..., ay,
bi,...,b, € Asuch that v = >";" AMa;)p(b); in particular, then, for each o, 3 € A,

580(Hap) Lna @ Lijuas| @ Lng = Yag = D Aal@r) @ Ly @ Ag(b) "
=1

Now, let i € {1,..., N} be such that F; = C, and let § € le\, and suppose that
tn;3 and pim,3 are both non-zero. It then follows that

n n

se0(tin,8) In, @ 1oy = > (@)i®@Ag(b)",  sgn(pmp)ln, @1n, = Y (a)i@As(br)”,
=1 =1

where (a;); denotes the component of ¢; in the direct summand My, (C) of A. If X
denotes complex conjugation on C™ | it then follows from this that

sgn(fin,5)1n, ® ln, = (X® 1n5)(5gn(uniﬁ)1m ®1n5)(X®1ma) = sgn(pm,p) 1n, ®1Lng,

so that sgn(pn,;s) = sgn(um,g), or equivalently pn,sum,3 > 0. One can similarly
show that the other two conditions hold.
Now, suppose instead that the three conditions on g hold. Then for all i, 5 €

o —

{1,..., N}, all non-zero entries g for a € Mm), B € My, (F;), have the same
sign, so set 7;; equal to this common value of non-zero sgn(uqg) if at least one
such pqg is non-zero, and set «;; = 0 otherwise. One can then easily check that
v = Zgj:l A(7vijei)p(e;), so that (H,v) is indeed orientable. Moreover, using the
same three conditions, one can easily check that v;; = sgn(fi;;), which yields the
last part of the claim. |

Let us now turn to intersection forms and Poincaré duality. In particular, we
are now able to provide explicit expressions for intersection forms in terms of mul-
tiplicity matrices.

We will find it convenient to associate to each matrix m € Mg(Z) a matrix
m € My(Z) by

(38) ’Fﬁij = Z Z Mags-

aeMnp, (Fi) BeMn; (F;)

One can check the map Mg(Z) — My (Z) defined by m — m is linear and respects
transposes.

Recall that for F = R, C or H, KO (M (FF)) is the infinite cyclic group generated
by [p] for p € My(F) a minimal projection, so that for A a real C*-algebra with
Wedderburn decomposition & | M, (F;),

N
KOo(A) = [[ KOo(M,, (F:)) = ZV,
i=1
which can be viewed as the infinite abelian group generated by ([p;])XY, for p; a

minimal projection in M, (F;). Since

2 ifF, =H,

1 otherwise,

Ti = tr(pi) = {



18 BRANIMIR CACIC

it follows that for a € .Z,

-

7 fae Mni F;),
(3.9) tr(Aa(pi)) = . (F5)
0 otherwise.

Now, if (H,~y) is an even .A-bimodule with intersection form (-, -), we can define
a matrix N € My (Z) by

(3.10) Nij == ([ps], [ps]) -

The intersection form (-,-) is completely determined by the matrix N, and in par-
ticular, (-,-) is non-degenerate (i.e. (H,~y) satisfies Poincaré duality) if and only if
N is non-degenerate.

Proposition 3.14 (Paschke-Sitarz [20] §2.4], Krajewski |18| §3.3]). Let (H,v) be
an even A-bimodule with pair of multiplicity matrices (m®'®, m°44d). Then

(3.11) Nij = 77 (M5 — medd, ),

—

so that (H,~y) satisfies Poincaré duality if and only if the matriz meven _ podd g
non-degenerate.

Proof. First, since H = H®V® @ H°44 we can write

’)/: @ 1ﬂa®’y(1[3®]‘nﬁ?
a,ﬁeﬁ

where Yo = Lyeven @ (—1mg%d). Then,

Nij = ([pd], [p5])
= tr(yA(pi)p(py))

=tr @ Xa(Pi) @ Yap @ Ag(p;)

(LBEE
= D tr(alp) tr(As(p)) (ms" — mog)
a,ﬁeﬁ
N —_—
= Z TiTj(mij — m“ddij).
1,j=1

—

This calculation implies, in particular, that N can be obtained from meven — podd
by a finite sequence of elementary row or column operations, so that N is indeed

—

. . — = dd .
non-degenerate if and only if mever — modd g, O

Corollary 3.15. Let (H,~) be a quasi-orientable A-bimodule with signed multi-
plicity matriz p. Then (H,v) satisfies Poincaré duality if and only if @i is non-
degenerate.

In particular, if we restrict ourselves to complex C*-algebras and complex-linear
representations, a quasi-orientable bimodule is completely characterised by the K-
theoretic datum of its intersection form.
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3.3. Real bimodules of odd KO-dimension. Let us now consider real bimod-
ules of odd KO-dimension. Before continuing, recall that

Bimod(A, 1) = Bimod(A4,7), Bimod(A,3) = Bimod(A,5).

For m € Symg(Z>g), define an antilinear operator X, on H,, by defining
(X)L : € ®C™es @ C™ — C™ ® C™ © C7 by

(3.12) (Xm)ig RV EREGOL,
and by setting (Xm)l% = 0 whenever (v,0) # (8, a).

3.3.1. KO-dimension 1 or 7 mod 8. We begin by determining the form of the mul-
tiplicity matrix for a real bimodule of K O-dimension 1 or 7 mod 8.

Lemma 3.16 (Paschke-Sitarz |20, Lemma 4]). Let (H,J) be a real A-bimodule of
KO-dimension 1 or 7 mod 8 with multiplicity matriz m.. Then m is symmetric,
and the only non-zero components of J are of the form J(fg for a, B € A, which

are anti-unitaries Hog — Hga satisfing the relations J;?f = (Jfg)*

Proof. Let the projections Pl PﬁR and P,g be defined as in the proof of Propo-
sition and recall that P,3 = PaLPﬁR. By equation it follows that for

all a € .Z,JPOf = PEJ and JPE = PLJ, and hence that for all a, 3 € .Z,
JP.3 = JPofPBR = P§PBLJ = PgoJ. Thus, the only non-zero components of J
are the anti-unitaries Jfg : Hap — Hpa which satisfy Jgf = (Jfg)*, this, in turn,
implies that m is indeed symmetric. O

Next, we show that for every m € Symg(Z>o), not only does H,, admit a
real structure of KO-dimension 1 or 7 mod 8, but it is also unique up to unitary
equivalence.

Lemma 3.17 (Paschke-Sitarz |20, Lemma 5], Krajewski |18, §3.3]). Let m €
Symg(Z>¢). Then, up to unitary equivalence, Jp, := X, is the unique real structure
on Hy, of KO-dimension 1 or 7 mod 8.

Proof. First, X,, is indeed by construction a real structure on H,,, of KO-dimension
1 or 7 mod 8.

Now, let J be another real structure on H,, of KO-dimension 1 or 7 mod 8.
Define a unitary K on H by K = JX,,; thus, J = KX,,. Since the intertwining
condition of Equation applies to both J and X,,, we have, in fact, that K €
UL (H,n), and hence

K= P 1, @ Kap @ 1n,,
a,ﬁéﬁ
for Ko € U(mag). In particular, since K* = X,,,J = X,,, KX,,, we have that
Kgo = Kgﬁ.

Let (a, ) € supp(m), and suppose that a < (. Let K,3 = Vagf(aﬁvgﬁ
be a unitary diagonalisation of K., and let L,3 be a diagonal square root of
Kaﬁ. ThenKag = VagLagLaﬁ ;ﬁ = (VagLag)(VagLag)T, and hence Kﬁa =
(VapLap) VapLag)T. If, instead, o = 3, then K, is unitary and complex sym-
metric, so that there exists a unitary Wy, such that K., = Waana. We can now
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define a unitary U € USY(H,,) by

U= P 1o, ®Uap ® 1y,
a.ﬂGA\

where U,g = 0 if mqog = 0, and for («, ) € supp(m),

VagLa@, if a < 6,
Ua,g = %Lﬂa’ if > ﬂ,
Woa,  ifa=0.

Then, by construction, K = UX,,U*X,,, and hence, J = UX,,U*, so that U is
the required unitary equivalence between (H,,, X,,) and (H,, J). O

We can now give our characterisation of real bimodules of K O-dimension 1 or
7 mod 8:

Proposition 3.18 (Krajewski [18, §3.3]). Let n = 1 or 7mod 8. Then the map
tn, : Bimod(A, n) — Bimod(A) defined by ¢y, : [((H, J)] — [H] is injective, and

(3.13) (mult oz, ) (Bimod(A, n)) = Symg(Z>o).

Proof. First, since a unitary equivalence of real A-bimodules of KO-dimension
n mod 8 is, in particular, a unitary equivalence of odd A-bimodules, the map ¢,, is
well defined.

Next, let (H,J) and (H’, J') be real A-bimodules of K O-dimension n mod 8, and
suppose that H and H’ are unitarily equivalent as bimodules; let U € UI;‘R(H' ,H).
Now, if m is the multiplicity matrix of H, then H and H,, are unitarily equivalent,
so let V € U (M, H,,). Then VJV* and VUJ'U*V* are both real structures of
KO-dimension n mod 8, so by Lemma they are both unitarily equivalent to
Jm. This implies that J and UJ'U* are unitarily equivalent as real structures on
H, and hence that (H, J) and (H’, J’) are unitarily equivalent. Thus, ¢, is injective.

Finally, Lemma [3.16]implies that (mult ot,,)(Bimod(.A, n)) C Symg(Z>), whilst
Lemma [3.17] implies the reverse inclusion. [

Thus, without any loss of generality, a real bimodule H of K O-dimension 1 or
7 mod 8 with multiplicity matrix m can be assumed to be simply (H,,, Jim).
One following characterisation of UI;‘R(H, J) now follows by direct calculation:

Proposition 3.19. Let (H,J) be a real A-bimodule of KO-dimension 1 or 7 mod 8
with multiplicity matriz m. Then

(3.14)

comp(UaR('H, J)) ={(ln, ®Uap ® 1n5)a,5eﬁ € comp(UIAR(H)) | Usa = Uag}

(3.15) =] <0(mm) < 1] U(maﬁ))

acA BeA
B>a

3.3.2. KO-dimension 3 or 5 mod 8. Let us now turn to real bimodules of KO-
dimension 3 or 5 mod 8. We begin with the relevant analogue of Lemma [3.16

Lemma 3.20. Let (H,J) be a real A-bimodule of KO-dimension 3 or 5mod 8
with multiplicity matrix m. Then m is symmetric with even diagonal entries, and
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the only non-zero components of J are of the form Jgg for a, g € ﬁ, which are

anti-unitaries Hopg — Haa satisfying the relations Jgf = —(Jfg)*

Proof. The proof follows just as for Lemma except that the equation J? = —
forces the relations Jg(’f =—(J 5;‘)*, which imply, in particular, that for each a € A,
(J29)2 = —1, so that m,, must be even. O

Let us denote by Sym%(Zsg) the set of all matrices in Symg(Zso) with even
diagonal entries. For n = 2k, let

(0 =1
o= (0 1Y,

Lemma 3.21. Let m € Sym%(Zso). Define an antiunitary Jp, on H, b

(Xom)af if (v,0) = (B,a) and a < 3,
oyt = ) Xadag i (0,0 = < o) and o > B,
m)ap Qe (Xm)gg ifao=B=~v=46,
0 otherwise.

Then, up to unitary equivalence, Jy,, is the unique real structure on H,, of KO-
dimension 3 or 5 mod 8.

Proof. The proof follows that of Lemma except we now have that KI =
QmwKaanlw instead of KX, = Kaa; each KuoQm,. is therefore unitary and
complex skew-symmetric, so that we choose W, unitary such that

Kaanaa = WaanauWT

[e7e 2]

or equivalently, Koo = WaaSm, WL, QL . One can then construct the unitary
equivalence U between (H,,,J) and (H, Jm) as before. O

Much as in the analogous case of KO-dimension 1 or 7 mod 8, Lemmas [3:20]
and together imply the following characterisation of real bimodules of KO-
dimension 3 or 5 mod 8:

Proposition 3.22. Let n = 3 or 5mod 8. Then the map i, : Bimod(A,n) —
Bimod(.A) defined by vy, : [(H,J)] — [H] is injective, and

(3.16) (mult ot,, ) (Bimod(A, n)) = Sym%(Zxo).
Finally, these results immediately imply the following description of UIAR(H, J):

Proposition 3.23. Let (H,J) be a real A-bimodule of KO-dimension 3 or 5 mod 8
with multiplicity matriz m. Then

(3.17)
comp(ULE(H, J)) = {(1 © Uap ® Ln,) o geq € comp(USR(H)) | oo E5ptmee),
N apf ng)a,BeA PlVA Usa=Uap, a0

(3.18) ~ I <Sp(maa) <11 U(mag)).

acA BEA
B>a
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3.4. Real bimodules of even KO-dimension. We now come to the case of even
KO-dimension. Before continuing, note that for (H,~, J) a real bimodule of even
K O-dimension,

Vp,q € KOo(A), {¢,p) =<" (p,q),
as a direct result of the relation Jv = &”~.J; this is then equivalent to the condition
(3.19) Nn=¢"nT,
where N is the matrix of the intersection form. Thus, for KO-dimension 0 or
4 mod 8, the intersection form is symmetric, whilst for K O-dimension 2 or 6 mod 8,
it is anti-symmetric. It then follows, in particular, that a real A-bimodule of KO-
dimension 2 or 6 mod 8 satisfies Poincaré duality only if A has an even number

of direct summands in its Wedderburn decomposition, as an anti-symmetric k X k
matrix for k odd is necessarily degenerate.

3.4.1. KO-dimension 0 or 4 mod 8. We begin with the case where ¢/ = 1 and
hence [y, J] =0, i.e. of KO-dimension 0 or 4 mod 8.

Let (H,~,J) be a real A-bimodule of KO-dimension n mod 8, for n = 0 or 4;
let the mutually orthogonal projections P¢V*® and P°d4 on H be defined as before.
Then, since [J,7] = 0, we have that J = JeV°" @ J°d where JeVen = peven jpeven
and Jodd = pedd jpodd  One can then check that (HeVe", JeVen) and (H°dd, jodd)
are real A-bimodules of KO-dimension 1 or 7 mod 8 ifn = 0, and 3 or 5 mod 8 ifn =
4. On the other hand, given (Hev®, Jeven) and (H°d4, J°44) one can immediately
reconstruct (H,7,J) by setting v = Lpeven @ (—1sg0aa) and J = JV @ J°4, Thus
we have proved the following analogue of Proposition [3.6
Proposition 3.24. Let A be a real C*-algebra. Let ko denote 1 or 7 mod 8, and
let k4 denote 3 or 5 mod 8. Then for n = 0,4 mod 8, the map

C,, : Bimod(A,n) — Bimod(A, k,,) x Bimod(A, k,,)

given by Cp([(H,~,J)]) = ([(Hever, Jevem)], [(Hodd, Jodd)]) is an isomorphism of
monoids.

One can then apply this decomposition to the group UaR('H, v, J) to find:
Corollary 3.25. Let (H,~,J) be a real A-bimodule of KO-dimension 0 or 4 mod 8.
Then
(320) UI_;‘R(H, 7, J) _ UI_:‘R(Heven’ Jeven) D UI;\R(HOdd, Jodd).

Combining Proposition [3.24] with our earlier characterisations of real bimodules
of odd KO-dimension, we immediately obtain the following:

Proposition 3.26. Let n = 0 or 4 mod 8. Then the map i, : Bimod(A,n) —
Bimod®*"(A) defined by [(H,~,J)| — ([(H,~)]) is injective, and
Z Z ifn = d
(multeven OLn)(Bil’nOd(A, n)) _ Symg( ZO) X Symg( 20) an 0 mo 8;
Symg(Z>o) x Symg(Z>p) if n=4mod8.

In particular,
Bimod, (A, n) := ¢, (Bimod{*" (A)),
is thus set of all equivalence classes of quasi-orientable real A-bimodules of KO-
dimension n mod 8; the last Proposition then immediately yields the following:

Corollary 3.27. Let n =0 or 4 mod 8. Then
(3.21) (mult, oty ) (Bimod, (A, n)) = Symg(Z).
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3.4.2. KO-dimension 2 or 6 mod 8. Finally, let us consider the remaining case
where ¢”” = —1 and hence {v, J} =0, i.e. of KO-dimensions 2 and 6 mod 8.
Let (H,~,J) be a real A-bimodule of KO-dimension n mod 8 for n = 2 or 6.

Since {J,~}, we have that
0 eJ*
=5 %)

where J := P°dd Jpeven ig an antiunitary HeVe® — Hd so that for a € A,
)\odd(a) _ jpeven (a*)j*’ podd (CL) — j/\even(a*)j*.
It then follows, in particular, that mult[H°4] = mult[Hever]T.

Now, let J' be another real structure on (H,~) of KO-dimension n mod 8, and
let J' = Poddj peven. Define K € USN(H,v) by K = lyeven @ (J'J*). Then, by
construction, J' = KJK*, i.e. K is a unitary equivalence of real structures between
J and J’. Thus, real structures of KO-dimension 2 or 6 mod 8 are unique. As a
result, we have proved the following analogue of Proposition [2.1

Proposition 3.28. Let A be a real C*-algebra, and let n = 2 or 6 mod 8. Then
the map

Cy, : Bimod(A4,n) — Bimod(.A)
given by Cp([(H, v, J)]) := ([H¥"]) is an isomorphism of monoids.

Again, as an immediate consequence, we obtain the following characterisation of
UL (H, v, J):
Corollary 3.29. Let (H,~,J) be a real A-bimodule of KO-dimension 2 or 6 mod 8.
Then
(3.22)

UhR(H’ 7, J) _ {Ueven o Uodd c UIAR(Heven) @ UaR(HOdd) | Uodd _ ervenj*}

(3.23) =~ ULR(peven).

Finally, one can combine Proposition [3.28] with our observation concerning the
uniqueness up to unitary equivalence of real structures of KO-dimension 2 or

6 mod 8 and earlier results on multiplicity matrices to obtain the following charac-
terisation:

Proposition 3.30. Let n = 2 or 6 mod 8. Then the map i, : Bimod(A,n) —
Bimod®V*"(A) defined by [(H,~,J)] — ([H,7]) is injective, and

(3.24)
(multeven oan)(Bimod(A, TL)) _ {(mcvcn7modd) c MS(ZZO)2 | modd — (mcvcn)T}
(3.25) ~ Ms(Zso).

Once more, it follows that
Bimod, (A, n) := ¢, ' (Bimod;"*"(A)),

is the set of all equivalence classes of quasi-orientable real A-bimodules of KO-
dimension n mod 8, for which we can again obtain a characterisation in terms of
signed multiplicity matrices:

Corollary 3.31. Let n =2 or 6 mod 8. Then
(3.26) (mult, o, ) (Bimod, (A, n)) = {m € Ms(Z) | m* = —m}.
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3.4.3. S%-real bimodules of even KO-dimension. Let us now characterise quasi-
orientability, orientability and Poincaré duality for an even KO-dimensional S°-
real A-bimodule (H,~, J, €) by means of suitable conditions on (H;,~;) expressible
entirely in terms of the pair of multiplicity matrices of (H;, ;)

We begin by considering quasi-orientability:

Proposition 3.32. Let (H,, J, €) be an S°-real A-bimodule of even K O-dimension
nmod 8. Then (H,v) is quasi-orientable if and only if (H;,~;) is quasi-orientable
and
supp(ms¥er) N supp((m2dHT) = () ifn=0, 4,
supp(m§¥*") Nsupp((m§¥*")") = supp(mg??) Nsupp((m4)”) =0 if n =2, 6,

for (mever, m°d) the multiplicity matrices of (Hy, ), in which case, if u and j; =

msvet —m9dd are the signed multiplicity matrices of (H,~y) and (H;, ), respectively,
then
(3.27) p=pi+enl

Proof. First, let (m e"e“,mOdd) and (mgver, m9dd) denote the pairs of multipicity
matrices of (H,~) and (H;,v:), respectlvely It then follows that

even meven + even)T ifn = O7 47
meven + odd) ifn = 27 6;
odd 4 ( odd)T ifn= O, 47

m =
Mot 4 (meenT i = 2, 6,

Thus,
Supp(m¥™) = supp(mSe™) U S supp(m®®4) = supp(mod) U 544
where
goven _ {supp(( m ) =04, g {supp(( mi)T) it n=0,4,
supp((m2HT) if n =2, 6; supp((mse™)T) if n =2, 6.
Then,

even)

Nsupp(m®'®) = (supp(m§**) Nsupp(m*)) U (5" Nsupp(my'?))
U (Supp( even) n Sodd) (Seven N Sodd),

supp(m

so that (H,~) is quasi-orientable if and only if (H;,;) is quasi-orientable and
(Seven 0 supp( odd)) (Supp( even) N Sodd) _ (Z)

as required.
Finally, if p =m dd and p; = ms
matrices of (H,~) and (H;, Vi), respectlvely7 then the relations amongst m

even O even
—m —

m9dd are the signed multiplicity

even
)

medd , mive", and mfdd given at the beginning immediately yield the equation
jo= pti+ el 0

Let us now turn to orientability:
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Proposition 3.33. Let (H,~, J, ) be a quasi-orientable S°-real A-bimodule of even
KO-dimension n mod 8. Then (H,~) is orientable if and only if (H;,~i) is ori-
entable and, if n =2 or 6 mod 8, for all j € {1,...,N} such that F; = C,

(3.28) (ti)n;m; = (Hi)m;my
where p; is the signed multiplicity matriz of (H;, ;).

Proof. Let p be the signed multiplicity matrix of (H,~y). Propositions and
together imply that (H,~, J,€) is orientable if and only if

N N
Vi = Z Ai(sgn(fisj)ei)pile;) = €” Z Ailej)pi(sgn(fiij)es),
i,5=1 1,5=1

and by considering individual components (7;)ag, one can easily check that this in
turn holds if and only if (H;,~;) is orientable and for all k£ € {1,..., N},

sgn(figk) = € sgn(figk)-

This last condition is trivial when ¢” = 1, i.e. when n = 0 or 4 mod 8, so let us
suppose instead that n = 2 or 6 mod 8, so that ¢’/ = —1. If (H,~) is orientable,
then, by the above discussion, (H;,~;) is orientable and the diagonal entries of &
vanish, which in turn implies by Proposition that for each [ € {1,..., N} and

—

all o, f € My, (F;), pop = 0. By antisymmetry of p, this is equivalent to having,
for all I € {1,..., N} such that F; = C, pn,m, = 0, or equivalently,

(/Li)njﬁj = (Ni)ﬁj n;>

where p; is the signed multiplicity matrix of (H;,~;). On the other hand, if (H;, ;)
is orientable and this condition on w; holds, then u certainly satisfies the above
condition, so that (H,~) is indeed orientable. O

Finally, let us consider Poincaré duality.

Proposition 3.34. Let (H,~, J,€) be an S°-real A-bimodule of even K O-dimension
n mod 8, let (m$'™, m9d) denote the multiplicity matrices of (H;,7:), and let N and
N; denote the matrices of the intersection forms of (H,~) and (H;,~:), respectively.
Finally, let p; = mgVer — m9dd. Then

(3.29) Okt = Tk (i + " i was

so that (H,~) satisfies Poincaré duality if and only if fi; +€" [i;" is non-degenerate.

Proof. By Proposition m N = N; +&”"NT, which, together with Proposition
yields the claim. 0

3.5. Bimodules in the Chamseddine-Connes—Marcolli model. To illustrate
the structure theory outlined thus far, let us apply it to the construction of the
finite spectral triple of the NCG Standard Model given by Chamseddine, Connes
and Marcolli |4 §§2.1, 2.2, 2.4] (cf. also |8} §1.13]).

Let ALp = CaoHy @Hpg ® M;3(C), where the labels L and R serve to distinguish

the two copies of H; we can therefore write ZL\R = {1,1,21,2, 3,3} without
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ambiguity. Now, let (Mg, vy, Jr) be the orientable real Ay g-bimodule of KO-
dimension 6 mod 8 with signed multiplicity matrix

0 0 -1 +1 0 0
00 0 0 0 0
|+t 0 0 0 +1 0
10 0 0 —-10
0 0 -1 +1 0 0
00 0 0 0 0

This bimodule is, in fact, an S°-real bimodule for e = A\(—1,1,1,—1); £ = (Mp);
is then the orientable even A r-bimodule with signed multiplicity matrix

0 000 0 O

0O 0 00 0 O
_{+1 0 0 0 +1 0
Fe=1-1 000 -1 0
0O 000 0 O
0O 0 0 0 0 O
Note, however, that neither Mg nor £ satisfies Poincaré duality, as
0 -1 41 O 0 0 0 O
. |+l 0 0 +1 —~ |+1 0 0 +1
F=1-1 0 o —1|" *#7 -1 00 21
0 -1 1 0 0 0 0 O

are both clearly degenerate; the intersection forms of My and £ are given by the
matrices N = 2/i and Ng = 2/1¢g, respectively.

In order to introduce N generations of fermions and anti-fermions, one now
considers the real A-bimodule Hr := (Mp)®V; by abuse of notation, vz, Jr and
€r now also denote the relevant structure operators on Hp. In terms of multiplicity
matrices and intersection forms, the sole difference from our discussion of Mg is
that all matrices are now multiplied by N.

Now, let Ap = C® H @ M3(C), which we consider as a subalgebra of Arr by
means of the embedding

v (ha (5 3)om)

just as we could for Ap g, we can write Ap = {1,1,2, 3,3} without ambiguity. We
can therefore view Hp as a real Ap-bimodule of KO-dimension 6 mod 8, whose
pair of multiplicity matrices (m®ve", m°4d) is then given by

11000 1 0110
00000 1 0010
me¥"=N|1 0 0 1 0], m“=N[0 0 0 0 Of:
11000 00100
00000 00000

the essential observation is that the irreducible representation 2 of Apgr corre-
sponds to the representation 1 @ 1 of Ap, whilst 27, 3 and 3 correspond to 2, 3
and 3, respectively.

Note that Hp now fails even to be quasi-orientable, let alone orientable, with
the sub-bimodule (H )11 providing the obstruction, and even if we were to restore
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quasi-orientability by setting (Hg)11 = 0, (Hr),7 and (Hp)7; would still present
an obstruction to orientability by Proposition Note also that Hpr must nec-
essarily fail to satisfy Poincaré duality, as the matrix Ng of its intersection form is
a 3 x 3 anti-symmetric matrix, and thus a priori degenerate. Let us nonetheless
compute Ng:

o 2 0 0 2 1 2 0 -1 -2
meven —medd = N1 0 1| -N|0O O O]=N|[1 O 1],
2 00 010 2 -1 0
and hence, by Proposition [3.14
0 -2 -2
Ng=N{|2 0 2
2 =2 0

Finally, let us consider the S%-real structure on Hy the Ag-bimodule, inherited
from Hp as an Apg-bimodule; we now denote (Hg); by Hy. One still has that
H; = EPN | which is still orientable and thus specified by the signed multiplicity
matrix

-1 0 0 -1 0
-1 0 0 -1 0
pp=N|+1 0 0 +1 0];
0 00 0 O
0 00 0 O
the intersection form is then given by the matrix
-2 0 -2
Ng=N|2 0 2],
0 0 0

so that Hy fails to satisfy Poincaré duality as an Ap-bimodule.

4. DIRAC OPERATORS AND THEIR STRUCTURE

4.1. The order one condition. We now examine the structure of Dirac operators
in detail. We will find it useful to begin with the study of operators between A-
bimodules (for fixed A) satisfying a further generalisation of the order one condition.
Thus, let A be a fixed real C*-algebra, and let H; and Hsy be fixed A-bimodules
with multiplicity matrices m, and msy, respectively.

Definition 4.1. A map T € L(H1,H2) is said to satisfy the generalised order one
condition if

(4.1) Va,b € A, (A2(a)T — TA1(a))p1(b) = p2(b)(A2(a)T — TAi(a)).

Note that if H; = Ho, then the generalised order one condition reduces to the
usual order one condition on Dirac operators.

It is easy to check that the generalised order one condition is, in fact, equivalent
to the following alternative condition:

(4.2) Va,b € A, (p2(a)T —Tpi(a))A1(b) = A2(b)(p2(a)T — Tp1(a)).
Thus, the following are equivalent for T € L(H1, Hs):

(1) T satisfies the generalised order one condition;
(2) For all a € A, M\a(a)T — TAi(a) is right A-linear;
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(3) For all a € A, pa(a)T — Tp1(a) is left A-linear.

Now, since the unitary group U(A) of A is a compact Lie group, let u be the
normalised bi-invariant Haar measure on U(A).
Lemma 4.2. Let H; and Ha be A-bimodules. Define operators Ex and E, on
LY (H1, Ha) by
(4.3)

BT = [ dpwha@Ta ), BT = [ dutupalu ) Ta(w)
U(A) U(A)
Then Ey and E, are commuting idempotents such that
im(Ey) = LY (H1, Ha), im(E,) = L% (H1, Ha),

and

ker(Ey) =im(id —Ey) C L5 (H1, Ha), ker(E,) = im(id —E,) C L5 (H, Ha),
whilst

im(E\E,) = L5 (H1, Ha).

Proof. First, the fact that Fy and E, are idempotents follows immediately from
the Fubini-Tonelli theorem together with translation invariance of the Haar measure
w, whilst commutation of E\ and E, follows from the Fubini-Tonelli theorem to-
gether with the commutation of left and right actions on H; and on Hs. Moreover,
by construction, Ey and E, act as the identity on £ (H1,Hs) and L5 (H1, Ha),
respectively, so that

im(Ey) D LY (H1, Ho),  im(E,) D LB (Hy, Ha).

Now, let T' € LY (H1,Hz). Then, by translation invariance of the Haar measure,
it follows that for any u € U(A),

EX(T) = A (w) EX(T)Ar(u)*,  Eyp(T) = pa(u) Ep(T)pr(u)",
or equivalently,
A2 (W) EA(T) = Ex(T)A1(u),  p2(u)Ep(T) = Ep(T)p1(u).

By the real analogue of the Russo-Dye theorem [19, Lemma 2.15.16], the convex
hull of U(A) is weakly dense in the unit ball of A, so that

A2(a)EX(T) = Ex(T)Ai(a),  p2(a)Ey(T) = E,(T)p1(a)

for all a € A, i.e. Ex(T) € L5 (H1,Ho) and E,(T) € LK (Hq, Ha).
On the other hand,

(id =Ex)(T) = /U(A) dpe(u)(TAz(w) = Ao (w)T) A (u™1),

(-E)T) = [ dua)(Tpra™) - pola T )
U(A)
so that by the generalised order one condition, (id —FE\)(T) € L5 (H1, H2) and
(id—E,)(T) € LY (H1, Ha).
Finally, the commutation of F\ and E, together with our identification of im(E})
and of im(E,) imply the desired result about im(E\E,). O
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Now, since
im(id—E,) Cim(E,), im(id—-E,) Cim(E)),
one has that
(id—E\)E, =id—E,, (id—E,)E\=id-E,,

which implies in turn that id —E,, E\E, and id —F) are mutually orthogonal idem-
potents such that

(id—E,)+ E\E,+ (id—E)) =1id.
We have therefore proved the following:

Proposition 4.3 (Krajewski 18, §3.4]). Let L% (H1, H2)? denote ker(Ey), and let
LY (H1,H2)? denote ker(E,). Then

(4.4) LY (H1, Ha) = LY (Hy, Ha)? @ L5R (Ha, He) @ LK (Ha, Ho)P,
where

(4.5) LY (Hy, Ho)° @ L5 (Hy, Ha) = LY (Hy, Ho)

and

(4.6) LI (M, Ha) @ LR (Hy, He)® = LB (Hy, Ha).

Thus, elements of £ (H1,H2)? can be interpreted as the “purely” left A-linear
maps Hy1 — Ho, whilst elements of Ei (H1,Hs2)? can be interpreted as the “purely”
right A-linear maps H; — Ha.

One readily check that the decomposition of Proposition [I.3] is respected by
left multiplication by elements of EIAR(HQ) and right multiplication by elements of
LY Hy):

Proposition 4.4. For any T € LY (H1,Ha), A € LY} (H1), B € LLR(H2),

E\(AT) = AEX\(T), E,(TB)= E,(T)B.

Now, if T € L(H1,Hz), it is easy to see that T satisfies the generalised order
one condition if and only if each T;’g satisfies the generalised order one condition
within L((H1)ag, (H2)+s); by abuse of notation, we will also denote by Ey and E,
the appropriate idempotents on each £((H1)ag, (H2)4s). It then follows that

B\ = BA(TR),  By(T)3 = E,(T2)).

Finally, let us turn to characterising ker(E)) and ker(E,); before proceeding, we
first need a technical lemma:

Lemma 4.5. Let G be a compact Lie group, and let p be the bi-invariant Haar
measure on G. Let (H,n) and (H',7’) be finite-dimensional irreducible unitary
matriz representations of G. Then for any T € L(H', H), if m 2 7' then

(47) | dntoyror e =
and if # =2 7', then for any unitary G-isomorphism U : H' — H,

(4.8) /G du(g)n(g)Tr'(g™) =

= T tr(TU*)U.
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Proof. Let
T:/ du(g)m(9)Tr' (g7 1).
G

which, by translation invariance of the Haar measure p, is a G-invariant map. If
7 % 7, then Schur’s Lemma forces T to vanish. If, instead, 7 = 7/, let U : H — H’
be a unitary G-isomorphism. Then by Schur’s Lemma there exists some a« € C
such that T = aU; in fact,

1 1 ~
a=ag—— tr(UU™) = Htr(TU*).

1m 1m

One can then show that tr(TU *) = tr(TU*) by introducing an orthonormal basis
of H and then calculating directly. O

We now arrive at the desired characterisation:
Proposition 4.6. If T € L% (H1,Hs), then Ex(T) = 0 if and only if for all o,
f3 € supp(ma) Nsupp(myz),

ng € 5[<na) ® M(mz)aﬁx(ml)aﬁ ((C) ® 1”[3’
and if T € LY%(H1,Hz), then E,(T) = 0 if and only if for all o, B € supp(m1) N

supp(mz),
Taﬁ €l,, ® M(mz)aﬁx(ml)aﬁ (© ®5[(n5).

Proof. Let T € L% (Hy, Hg) Then, by Proposition it suffices to consider com-
ponents T”’g for a, B, v € .A which take the form

T8 =M),®1
for M5 € My xn (€) © Mima) g (ma)as (C)-
Now fix a, 8, v € A, and write

aﬁ_ZA ® B

for A; € M, xn,(C) and for B; € M(m2)'yﬁ><(m1)uﬁ (C) linearly independent. It then
follows by direct computation together with Lemma [£.5] that

1 k .
L (SF (A, @ B;) ®1,, ifa=-+,
= [ A 0) o1 o=

ng

otherwise,

so that by linear independence of the B;, E) (T;g ) vanishes if and only if either
a # v or, a = 0 and each A; is traceless, and hence, if and only « # v or, « = (8
and Mg; € 5U(na) @ M(my), 5% (m1)as (C), as required.

Mutatis mutandis, this argument also establishes the desired characterisation of
ker(E,). O

4.2. Odd bilateral spectral triples. Let us now take H; = Hs = H. By con-
struction of £ and E,, the following conditions are readily seen to be equivalent
for T € LY (H):

(1) T is self-adjoint;

(2) Ex(T) and (id —E))(T) are self-adjoint;

(3) Id—E,)(T) and E,(T) are self-adjoint;

(4) d—E,)(T), (EAE )(T) and (id —E\\)(T) are self-adjoint.
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Thus, in particular,
(49) DO(Av H) = Ea(H)ga D 'CiR(H)sa @ ‘Ci(H)ga
In light of Proposition we therefore have the following description of D(A, H):
Proposition 4.7. Let H be an A-bimodule. Then
(410)  DAH) = (L4(H)% x L3 (H)sa x LI(H)S,) /UL (M),
where UI:‘R(H) acts diagonally by conjugation.
Now, in light of Propositions [3.4] [£.3] and [£.6] we can describe how to construct
an arbitrary Dirac operator on an odd A-bimodule H with multiplicity matrix m:
(1) For o, B, vy € ff such that a <, choose M3 € My . gxnamas(C);
(2) For «, 8, § € A such that 5 < §, choose Ngﬁ € M snsxmagns (C);
(3) For a, 8 € A, choose Mgf € My, mos(C)sa and Nfﬁ € M 5ns(C)sa;
(4) Finally, for «, 3, 7, 0 € A, set

M;5®1n3 ifa<vyand =179,
(MS5)* @ 1, ifa>~vyand =4,
(4.11) 6 _ ) Ine @ Ny if a=7and § <9,
: of 1na®(Nf6)* if =~ and 3> ¢,
MS @ Ly, + 1o, @ Nog if (0, 8) = (7,0),
0 otherwise.

Note that for any K = (1n, @ Kag ® 1n,), 5c7 € LU (H)sa (so that each Kug
is self-adjoint), we can make the replacements

Mgy = M + 1n, ® Kag, N = N — Kag @ Ln,,
and still obtain the same Dirac operator D; by Proposition [{:3] this freedom
is removed by requiring either that Mg, € sl(n,) ® My, ,(C) or that Naﬁﬁ €
Mmaﬂ ((C) ®5[(n5).

We can now turn to the moduli space D(A, H) itself. By the above discussion
and Corollary we can identify the space Dy(A, H) with

(412) Do(A,m) == [ T] Mnsmosxnamas(C) x (s1(na) @ M, ,(C)),,

a,BeA~veA
>

X H Mmmsna XMagna ((C) X Mmaﬁ"ﬁ (C)Sa’

oA
>

and identify UL (H) with

(4.13) UA,m) =[] Ulmagp).
a,ﬂeﬁ

By checking at the level of components, one sees that the action of UI;lR(H) on the
space Do(A, H) corresponds under these identifications to the action of U(A, m) on
Do (A, m) defined by having (U,g) € U(A, m) act on

(M55 M3 NO g N2j) € Do(A,m)
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by
M(ZB = (177"\/ ® U’vﬁ)MVg(lnaﬁ ® U:zﬁ)v Néﬁ = (Uas ® 1n5)N(ig(U;5 ® 1n5)~

«

We have therefore proved the following:

Proposition 4.8. Let H be an odd A-bimodule with multiplicity matrix m. Then
(4.14) D(A, H) = Do(A,m)/ U(A,m).

4.3. Even bilateral spectral triples. For this section, let (H,v) be a fixed even
A-bimodule with pair of multiplicity matrices (meve®, m°dd).

Now, let D be a self-adjoint operator on H anticommuting with . Then, with
respect to the decomposition H = HV" @ H°I we can write

0 A
(3 %)

where A = Peddppeven viewed as a map HE — H°. Thus, D is uniquely
determined by A and wvice versa. Moreover, one can check that D satisfies the
order one condition if and only if A satisfies the generalised order one condition as
a map He*" — H°d4, Thus we have proved the following:

Lemma 4.9. Let (H,7) be an even A-bimodule. Then the map Do(A, H,7y) —
L (Heven, HOdd) defined by D +— P°IdDPV" s an isomorphism.

We now apply this Lemma to obtain our first result regarding the form of

D(A,H,7):
Proposition 4.10. The map

DA, H, ) — ULR(HOW) L1 (Heven, 1o00) | ULR (pevem)
defined by [D] — [P°YD P is a homeomorphism.

Proof. Recall that U5 (H,~) = ULF(Hever Hodd). Then for D € Dy(A,'H,) and
U =Uee @ [rodd c [Jalri(']_{even7 7_[0dd)7
Podd UDU* peven — UoddpoddDPeven(Ueven)*.

Thus, under the correspondence Do(A, H,v) = L1 (Heve", Hdd), the action of
UL (M, ) decouples into an action of ULF(H°44) by multiplication on the left and
an action of U5 (He*™) by multiplication by the inverse on the right. Thus, the

map [D] — [P°¥DPe*"] is not only well-defined but manifestly homeomorphic.
O

Combining this last Proposition with Proposition we immediately obtain
the following:

Corollary 4.11. Let (H,~y) be an even A-bimodule. Then
(115) DA, 7) & UM\ (L5 (00 1ot
X LhR(Heven,Hodd) % Ei(Heven7Hodd)O)/UhR(Heven)’

where U5 (H°49) acts diagonally by multiplication on the left, and UL (HEY*™) acts
diagonally by multiplication on the right by the inverse.

Now, just as we did in the odd case, let us describe the construction of an arbitary
Dirac operator D on (H,~):
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(1) For a, 3, v € A, choose M, eM,, OB X YT (C);
(2) For o, 3,6 € A, choose Ng € Myoaa s (C);
(3) Construct A € LY (Heve, Hodd) by setting, for a, 3, v, § € A,

even
ngXm B

M;B®1nﬁ ifa#~yand 8=,
(4.16) A _ ) lna @ Nog ; if a =vand 8 #39,
W Mgy @1y + La, @ Ny i (0,8) = (3,9),
0 otherwise;

(4) Finally, set D= (R 4).
Again, note that for any K = (1,, ® Kap ® 1n,), 5c7 € LER(Heven Hodd) | we
can make the replacements

Maﬁ’—?Mﬁ‘i‘]. ®Kaﬁ, NfﬁHNgﬁ_Kaﬁ(X)ln[u

[0

and still obtain the same Dirac operator D; by Proposition this freedom is
removed by requiring either that

M ﬂ E 5[(na) ® Mmz%dezvﬂen (C)

or that
Ng e M modd x meven (C)®sl(n )

Just as in the odd case, the above discussion and Corollary imply that we
can identify Dy(A, H,~y) with

(417)  Do(A,m™",m* ) = [ [] M., modisngmeven (C)

a,BeAveAd
akast

X (5[(na) by Mm‘;%dxmeu‘gn ((C)) X H Mmz%dn(sXmi"g“nﬁ ((C)7
deA
and identify UL (Hevem) and UL () with U .A m’™) and U(A, mOdd) respec-
tively, which are defined according to Equation(4.13, The actions of ULY (") and
ULE(Hedd) on £ (HEver, 1) therefore correbpond under these identifications to
the actions of U(A mev™) and U(A, m°d), respectively, on Dy(A, mever, medd)
defined by having (U5") € U(A,m°) and (UZF™) € U(A, m") act on

(M 5; M25; N3j3) € Do(A,me, m?)
by

M= (1, @ UG M

& dd &
af? Naﬁ = (U(gé ® 1"5)Na,87

and
Mg MJg(Ln, ® (UE™)"), Nag = Nog((USE")" ® 1ny),
respectively. Thus we have proved the following:

Proposition 4.12. Let (H,v) be an even A-bimodule with multiplicity matrices
(meven’modd)_ Then

(4.18) D(A, H,v) 2 U(A, mOdd)\'DO(A, meven modd)/ U(A, meve).
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In the quasi-orientable case, the picture simplifies considerably, as all components
Agg necessarily vanish. One is then left, essentially, with the situation described
by Paschke-Sitarz [20, §2.1T] and Krajewski [18, §3.4]; as mentioned before, one can
find in the latter the original definition of what are now called Krajewski diagrams.
These diagrams, used extensively by Tochum, Jureit, Schiicker and Stephan [12H16,
22|, offer a concise, diagrammatic approach to the study of quasi-orientable even
bilateral spectral triples that strongly emphasizes the underlying combinatorics.
Though they do admit ready generalisation to the non-quasi-orientable case, we
will not discuss them here.

We conclude our discussion of even bilateral spectral triples by recalling a result
of Paschke and Sitarz of particular interest in relation to the NCG Standard Model.

Proposition 4.13 (Paschke-Sitarz [20, Lemma 7]). Let (H,v) be an orientable
A-bimodule. Then for all D € Dy(A, H,7),

N
(4.19) D= Z Aei)[D, Aej)] Z (ex)[D, p(er)]-
J=1 k,l=1
gy k£l
Proof. Fix D € Dy(A, H,~), and let
N N
T=D— 3 MDAl = S plen)D, plen)]
i,j=1 k,l=1
i#j kL
N N
=D — Y Me)DA(ej) — > pler) Dpler).
ig=1 k=1
1] k£l

Then for all o, 3, 7, § € f/l\,

DZ‘; if r(a) =r(y), r(8) =
Tys =14 -Diy ifr(@) #r(y), r(6) #
0 otherwise,

where for a € A, r(a) is the value of j € {1,..., N} such that a € Mm)
However, by Proposition Dl‘; must vanish in the second case, whilst by Propo-
sition DZ% must vanish in the first, so that 7' = 0. ([l

Now, let (A, H, D, J,~) be a real spectral triple of even K O-dimension. A gauge
potential for the triple is then a self-adjoint operator on H of the form

> Maw)[D, A(be)],

k=1
where ay,...,ay,, b1,...,b, € A, and an inner fluctuation of the metric is a Dirac
operator Dy € Do(A, H, J,7) of the form
Dy:=D+A+JAT =D+ A+ JAJT*,

where A is a gauge potential. One then has that for any gauge potential A,
(A, H,D, J,~) and (A, H,Da,J,v) are Morita equivalent. In this light, the last
Proposition admits the following interpretation:
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Corollary 4.14. Let (H, J,v) be an orientable real A-bimodule of even KO-dimen-
sion. Then for all D € Dy(A, H,~,J),

N
(4.20) A== Me)D,Ae))]
ij=1
i#£]
is a gauge potential for the real spectral triple (A, H, J,~) such that D4 = 0.
Thus, every finite orientable real spectral triple (A, H, D, J,~v) of even KO-
dimension is Morita equivalent to the dynamically trivial triple (A, H, 0, J,~).

4.4. Real spectral triples of odd KO-dimension. For this section, let (H, J)
be a real A-bimodule of odd KO-dimension n mod 8 with multiplicity matrix m.
We begin by reducing the study of Dirac operators on (H, J) to that of self-adjoint
right A-linear operators on H.
Proposition 4.15 (Krajewski [18, §3.4]). Let (H,J) be a real A-bimodule of odd
KO-dimension nmod 8. Then the map R, : L% (H)sa — Do(A, H,J) defined
by R, (M) := M + &' JMJ* is a surjection interwining the action of UiR(H, J)
on L% (H)sa by conjugation with the action on Do(A,H,J) by conjugation, and
ker(R,) C L5 (H)sa-
Proof. First, note that R, is indeed well-defined, since by Equation [2:4] for any
M € LR (H)sa, JMJ* € LY (Ho, and hence R, (M) € Do(A, H, J).

Now, let E and E, be defined as in Lemma and let Ef = id —E), El’) =
id —E,. Then, by construction of Ey and E, and Equation for any T € LY (H),

BEx(JTJ*) = JE,(T)J*, E,(JTJ*) = JE\(T)J".
Hence, in particular, for D € Dy(A, H, J), since JDJ* = €'D,

D= %(E; + BE,)(T) + %(EA + E,)(T)
1
2

—r, (3B B )

where $(E} + E,)(T) € L5 (H)sa-

Finally, that R, interwtines the actions of U5 (H,.J) follows from Proposi-
tion |4.4] together with the fact that elements of U5 (H, J), by definition, commute
with J, whilst the fact that R, (M) = 0 if and only if M = —¢’JM J* implies that
ker(R,) C L5 (H)sa. O

(B + B)(T) + /7 (B} + B,)(T).J°

It follows, in particular, that ker(R,,) is invariant under the action of U5%(, J)
by conjugation, so that the action of UL (H, J) on L% (H)s. induces an action on
the quotient £%(H)sa/ ker(R,), and then R, induces an isomorphism

(4.21) Do(A, H, J) = LK (H)sa/ ker(R,,)
of ULR(H, J)-representations. Thus we have proved the following:

Corollary 4.16. Let (H,J) be a real A-bimodule of odd KO-dimension n mod 8.
Then

(4.22) D(A,H,J) 2 (LY (H)sa/ ker(Ry)) /UMK, ).
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Discussion of D(A,H, J) thus requires discussion first of ker(R,,):

Lemma 4.17. If K = (1,, ® Kap ® 1p,), 5c 7 € LU (H)sa, then K € ker(R,,) if
and only if for each o, B € A such that # 0,

(4.23) Kpa = 'K,

and for each o € VZ,

Sym,, (R) ifn=1,
(4.24) Kow € Ro(n) = 4 2P(Ma) ifn=3,
Mmm,,/2(H)sa an = 5:
i50(Maq) ifn=".

Proof. By definition of R,,, K € ker(R,,) if and only if K = —¢'JKJ* = —ee' JK J,
and this in turn holds if and only if, for «, 5 € A such that o # 3,

Kop = —€' K},

while for o € .%Al,

Ko = —&' Koo, ifn=1o0r7,
Y eIy Kao It ifn=3or 5,

where I, =y, o complex conjugation. In the case that n = 3 or 5, however, by
construction, M, /o(H), viewed in the usual way as a real form of M, (C), is
precisely the set of matrices in M,,__(C) commuting with I,. This, together with
the hypothesis that K is self-adjoint, so that each K,z is self-adjoint, yields the
desired result. O

We can now describe the the construction of an arbitrary Dirac operator D on
(H,J):
(1) For a, 3, v € A such that a < v, choose M]3 € My m,sxnamas(C);
(2) For a, B € A, chvose M5 € Mp o mos(Clsa;
(3) For o, 3,7, § € A, set

M, ®1n, if o« <yand =26,
(4.25) MY — (M'?ﬁ)* ®1l,, ifa>yand =29,
VML, i (0 f) = (0),
0 otherwise.

(4) Finally, set D = R, (M).

Now, let K = (1n, ® Kag ® 1n,), 5c 1 € ker(Ry), so that each Kqg is self-
adjoint, and for «, 8 € A such that o # 06, Kgo = fs’KOTéB and K, € Ra(n).
Thus, K is uniquely specified by the matrices Ko3 € My, ;(C)sa for o < 8 and by
the Koo € Ra(n). Then, we can replace M by M + K, i.e. make the replacements,
for a, 8 € A such that o < 0,

Maﬁ = Mgﬁ + 1n(l ® Kozﬁa Mga = Mlg + 1”3 ® (_E/Kg;ﬁ)’

[0} (03

Mgy — Mg, + 15, @ Kaa
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and obtain the same Dirac operator D. However, this is a freedom cannot be
removed as we did in earlier cases, as it reflects precisely the possible non-injectivity
of R,.

By the above discussion and Propositions and we can identify the
space Dy(A, H, J) with

(126) Do(Am.n) = [] {Mnamm(@m/(lna  Ra(n)

aeﬁ
< [T Mnomes (Clsa ® Miymes (Csa) /Mo 5(Clsa X [T Muymosxnamas(C)],
ﬁeﬁ [3,76.2
B>a Y>a

where M, ,(C)s, is viewed as embedded in M, m,;(C)sa © My zm,,;(C)sa via the
map

K (1, ®K) & (—€'l,, ® KT),
and USR(H, J) with

(4.27) U(A,m,n) := HA<Ua(n) X H U(ma,g))7

acA BeA
B>a

where

U ( ) O(maa) ifn=1or 77
w(n) =
Sp(Maa) ifn=3orb5.

Then the action of UiR(H; J) on Dy(A, H;J) corresponds under these identifica-
tions to the action of U(A,m,n) on Dy(A, m,n) defined by having the element
(Uaa; Uag) € U(A,m,n) act on ([Mg,]; [(MSg, M5,)]: M) € Do(A,m,n) by

[M((ja] = [(171& ® Una)Maa(ln, @ U;oz)];

[( gﬁnga)] = ((177/04 ® Uaﬁ)Msﬁ(lna ® U:ﬁ)’ (1nﬂ ®W~B)M§a(1na ® UaTﬁ)) ;
((In, @ Uyp) M 5(1n, @ Ukg) ifa <,y <39,
MY (1, ® Uyg)Mgﬁ(lna @UL) ifa>p,v<§é,
B (L, ® Uy )M 4(1n, @ Uzg) ifa < B,y >4,
((Ln, ®Upy)M 41, @ UL if o> B,y > .

We have therefore proved the following:

Proposition 4.18. Let (H,J) be a real A-bimodule of odd KO-dimension n mod 8
with multiplicity matriz m. Then

(4.28) D(A,H; J) = Do(A,m,n)/ U(A, m,n).

4.5. Real spectral triples of even KO-dimension. We now turn to real spectral
triples of even K O-dimension. Because of the considerable qualitative differences
between the two cases, we consider separately the case of K O-dimension 0 or 4 mod
8 and K O-dimension 2 or 6 mod 8.
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In what follows, (H,v,J) is a fixed real A-bimodule of even KO-dimension
n mod 8 with multiplicity matrices (m®°", m°4); we denote by LY (Hever, Hodd; J)
the subspace of £ (H®v*", H°44) consisting of § such that

(2 AO> € Do(A M3, J).
It then follows that
(4.29) Do(A, H;v, J) 22 LY (HEve" 1o, )
via the map D +— Peddppeven,

4.5.1. KO-dimension 0 or 4 mod 8. Let us first consider the case where n = 0 or
4mod 8, i.e. where ¢/ = 1. Then J = J*" @ J° for anti-unitaries JV" and
Jod on Hever and HOd, respectively, such that (Hevem,Jeven) and (Hodd, jodd)
are real A-bimodules of KO-dimension n’ mod 8, where n’ =1 or 7if n =0, 3 or
5 if n = 4. In light of Corollary one can readily check the following analogue

of Proposition [£.10}
Proposition 4.19. The map

D(A,H, 7, J) — ULR(#ed, jodd)\ £1 (pgeven qgodd, )/ LR (qgeven jeven)
defined by [D] — [P°Y4D P is a homeomorphism.

Here, as before, UiR(H"dd7 J°44) acts by multiplication on the left, whilst the
group UI;‘R(HEVGH, JeVem) acts by multiplication on the right by the inverse.
We now prove the relevant analogue of Proposition

Proposition 4.20. The map R, : LY(Hever, Hedd) — £l (Hever, Hedd ) de-
fined by R, (M) := M + J°YWM (JV™)* is a surjection interwining the actions of
ULR(Hodd, Jodd) by muitiplication on the left and of URR(HEve™, Jeve) by multipli-
cation on the right by the inverse on L5 (H®*", H) and LY (A, Heven, HO, T),
and ker(R,,) C LLR(Heven, Hodd),

Proof. First note that
ﬁ}A(Heven7Hodd7 J) _ {A c ﬁ}“(Heven,Hodd) | A = JoddA(Jeven)*}7

so that R, is indeed well-defined by construction. Moreover, since UI;\R(He"en, Jeven)
and UI;\R(HOdd, J°44) commute by definition with J¢v°" and J°44, respectively, it
then follows by construction of R,, that R,, does indeed have the desired intertwin-
ing properties.

Next, for M € LE(Hev", H°d), we have that R,(M) = 0 if and only if
M = —Jeddpr(Jeveny* but M is right A-linear if and only if JoddM(Jeven)* =
gJodd g Jeven g left A-linear, so that M € L4R(Heven, H°4d) as claimed.

Finally, it is easy to check, just as in the proof of Proposition that for
A€ ﬁi‘(HevemHodd?J)’

a=ro (3 +E)D).

where 3 (E{ + E,)(A) € LE(Hever, Hodd). O
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Again, just as in the case of odd K O-dimension, this last result not only implies
that the actions of U (Hever, Jeven) and ULF(H0dd, jodd) on LR (Heven podd)
descend to actions on L5 (Hever, H°dd) /ker(R,,), and that R,, descends to isomor-
phism L5 (Hever, Hodd) /ker(R,,) = LY (H°", H°; J) intertwining the actions of
ULR(Heven, Jeven) and ULR(Hedd) jodd) thereby yielding the following

Corollary 4.21. Let (H,~,J) be a real A-bimodule of KO-dimension n mod 8 for
n=0 or4. Then

(4.30)

D(A, H, v, J) ~ UI;lR(HOdd, Jodd)\(ﬁi(Heven’ HOdd)/ker(Rn))/ UI:‘R(I}_[even7 Jeven)

Mutatis mutandis, the proof of Lemma yields the following characterisation
of ker(Ry,):
Lemma 4.22. If K = (1o, @ Kap ® 1n,), gez € LA HY, HOW), then K €
ker(R,,) if and only if for each o, B € A such that o £ 0,

(4.31) Kgo = —Kag,
and for each a € .Z,

M o even R ] == 07
(432) Kaa c Ra(n) _ 7’ ma(fxdxm@@ ( ) lfn
ZMmg?]d/2><mg"§“/2 (H) Zf n=4.
Note that such a map K € EiR(He"en,HOdd) is therefore entirely specified by
the K5 € M000  even (C) for a < 8 and by the K, € Ra(n).
Let us now describe the construction of an arbitrary Dirac operator D on the
real A-bimodule (H, 7, J) of KO-dimension n = 0 or 4 mod &:
(1) For a, 3, v € A, choose M, €M, Mo g meven (C);
AL atl;,
(2) Construct M € L5 (Hev", HoI) by setting for «, 3, 7, § € A,

M7 1,, ifg=9¢
(4.33) 2 = { Ma @ oy H =0
0 otherwise;

(3) Finally, set
(4.34)

Just as before, if R,, is non-injective, we can make the substitution M — M +
K for any K € ker(R,) and obtain the same Dirac operator D; at the level of
components, we have for a, 5 € A such that a < 3,

Maﬁ = gﬂ +1,, @ Kag, Mgoc = Mg +1n, @ (—Kap)

e} [0

Mga = Mga + 1na ® Kaa~

With these observations in hand, we can revisit the moduli space D(A, H,~, J).
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By the discussion above and Corollaries [3.19) and [3:23] we can identify the space
DO(Aa Ha s J) with

(4‘35) 'Do(.A7 mevenvmodd’n) = H [Mnamgidxwmgvg"(C)/(lna ®Ra(n))

aeﬁ
X H modd xn g meven ((C) D M modd Xn/jmeven ))/Mmg%d Xmeyen ((C)
BeA
pB>a

X H Ny modanameven(C) y

ap
ByEA
VFo

where M, modd x meven (C) is viewed as embedded in the space

Mnam‘;%d Xnomes™ (C) D Mngm‘;dd Xngmeysn ((C)

via the map K + (1,,, ®K)@®(—1,,®K), and identify the groups ULE (Heven; Jeven)
and ULR(Hodd; JOdd) with U(A, m®ve» n’) and U(A, m°d4 n/), respectively. Then
the actions of UGN (Hever; jeven) and ULR(Hodd; jodd) on El L (Heven Hodd, T cor-

responds under these identifications to the actions of the groups U(A, mve", n’)
and U(A, m°dd, n/), respectively, on Do(A, mee", m°dd n) defined by having

(U—ggd7 Uodd) c U(.A, modd; n/)7 (Ueven Uodd) c U(A, meven; n/)

act on ([MZ,]; [(Mgﬁ,Mﬁa)] ) € Dy(A, m,n) by

— Uodd aaa

odd

[( aaﬁ» = a,@ a,@?(n[j U°dd)M§a,

"w ® Uodd M’Y if v < 5,
1., ® UOdd Mg if v > o

and
[MSa] = [Maa(lna Y (Uflfn)*)]%
[( o Mﬁ )] — (Ma (1 ®( cvcn)*) Mﬁ (1 ®( evcn)T)) .
a3 Ba af\na af ) Ba\*ng af )
v M, @ ) i<,
P\ M, @ (UMY if 0> s
respectively. We have therefore proved the following:

Proposition 4.23. Let (H,v,J) be a real A-bimodule of even KO-dimension
nmod 8 forn =0 or 4, with multiplicity matrices (me¥er, m°dd). Then

(4.36)  D(A, H;v,J) = U(Am 0/ )\ Do (A, m®™ m°d n)/ U(Ame", n').

It is worth noting that considerable simplifications are obtained in the quasi-
orientable case, as all components of the form Mg @ 1,,, of M € L (H", H)
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must necessarily vanish, as must ker(R,,) itself. In particular, then, one is left with
dd
DO (-A7 meven7 m° ’ ’fl) - H AMn.Ym?Y%d Xnomes" (C)
a,B,7€A

4.5.2. KO-dimension 2 or 6 mod 8. Let us now consider the case where n = 2 or
n = 6 mod 8, i.e. where ¢ = —1. Then

0 eJ*
J‘(J o)

for J : HEVe™ — H°4d anti-unitary, and m°dd = (meve™)T. In light of Corollary
one can easily establish, along the lines of Propositions and the following
result:

Proposition 4.24. Let UY(H®™) act on L1 (HY*", H°;T) by
(U,A) — JUJ AU*
for U € USR(HE) and A € LY (Heve", 1 J). Then the map
D(A,H, 7y, J) — LY (HEe 1o, 7)) ULR (peven)
defined by [D] +— [P°Y4D P is a homeomorphism.

In the same way, we can define an action of U¥(Hev*™) on LB (Heven, Hodd).
We now give the relevant analogue of Propositions [£.15] and [£.20}

Proposition 4.25. The map R,, : L5 (Hv®, Hod) — LY (Heven, Hodd; T) defined
by R, (M) := M +eJM*J is a surjection intertwining the actions of ULT(Hevem)
on LR (HEver, Hod) and L1 (Hever, HOdd: ), and ker(R,) C LYR(Heven, Hodd),

Proof. First note that
Eh(Heveanodd; J) _ {A c E}A(Heven7Hodd) | A = ng*j,

as can be checked by direct calculation, so that R, is indeed well-defined. It also
readily follows by construction of R,, and the definition of the actions of UI;lR (Heven)
that R,, has the claimed intertwining properties.

Now, for M € L% (Hve", H°dd), one has that R, (M) = 0 if and only if M =
—eJM*J, but JM*J is manifestly left A-linear, so that M € LER(Heven Hodd) as
claimed.

Finally, just as in the proof of Propositions and one can easily check
that for A € L1 (Heven, Hodd; ),

1
A= Ry (A(B+ E,)(0).
where 2 (E{ + E,)(A) is right A-linear. O

Just as in the earlier cases, the action of USY(He¥e") on £F(Hever, Ho) de-
scends to an action on the quotient £ (H®ve", H°d) /ker(R,,), so that R,, descends
to an UL (Heven 7°4d)-isomorphism

(437) Ei{l(Heven’ Hodd)/ ker(Rn) o~ ‘C}L‘(f}_[even7 Hodd; .]),
thereby yielding the following;:
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Corollary 4.26. Let (H,v,J) be a real A-bimodule of KO-dimension n mod 8 for
n=2 or6. Then

(4.38) D(A, M, 7, J) = (LK (H™ HoM) / ker(R,,)) ) UL (HEY™).

Again, mutatis mutandis, the proof of Lemma [£.17] yields the following charac-
terisation of ker(R,,):

Lemma 4.27. If K = (1,,, @ K.z ®A1n5)“75€“2 € LER(Heven Hodd)| then K €
ker(R,) if and only if for each o, 8 € A such that o # 3,

(4.39) Kpa = —eK_ 5,

and for each a € z,

Symyeven (C) - if n =2,

so(me¥e™ C) ifn=6.

aa7

(4.40) Koo € Ra(n) = {

Thus, such a map K € ker(R,,) is entirely specified by the components K,z €
Migyen xmeven (C) for o < 8 and by the Koo € Ra(n).
As a result of the above discussion, we can identify D(A, H,~y, J) with

(4.41) Do(A,m*" n) = H {Mnamzv;n (C)/ (15, ® Ra(n))

QEA\
X H “’“‘ Xnamc"ﬁc“ ((C) S Mnﬁmz"ﬁc“ Xngm;;‘sr‘ (C)) /Mmb‘;““ sz"g“ ((C)
BeA
B>a

X H Mn.\,m%‘:’enxnamz"gn(c) )

ByeA
YFo

where Mm%v:nxmgvﬁen((C) is viewed as embedded in the space

Mnoﬂne"e“ XNy me"e“ (C) ©® Mng me"e“ X ng'rne"e“ ((C)

Ba
via the map K — (1,, ® K) ® ( elyp, ® KT), and identify ULE(Hever) with
U(A, m®"). Then the action of U'{ (He"e“) on LY (Hever, Hedd; J) corresponds un-
der these identifications with the action of U(A, meve“) on Dy(A, m¥®™, n) defined
by having (Uag) € U(A, m®) act on ([MZ,]; [(Mgﬁ,Mﬁ )i M 3) € Do(A,m,n)
by

[ ] = [(1na ® Uaa) ( ne ® U;a)]'
[( 3,87 ] = ( na ®Uﬁa M ( ne ® Uy )7(171;; ®T«B)Mga(1nﬁ ®U§a)) )

M;I,B = (Ln, ® Upy )M 5(1n, ® Usg).
This, then, proves the following:

Proposition 4.28. Let (H,~v,J) be a real A-bimdoule of even KO-dimension
nmod 8 for n =2 or 6, with multiplicity matrices (m®°", (m®*™)T). Then

(4.42) D(A, H; 7, J) = Do(A,m™, n)/ U(A,mem).

Again, considerable simplifications are obtained in the quasi-orientable case, just
as for KO-dimension 0 or 4 mod 8.
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4.6. Dirac operators in the Chamseddine—Connes—Marcolli model. Let us
now apply the above results on Dirac operators and moduli spaces thereof to the
bimodules appearing in the Chamseddine—-Connes—Marcolli model.

We begin with (Hr,vr, Jr, er) as an S%-real Apr-bimodule of KO-dimension
6 mod 8, which, as we shall now see, is essentially S%-real in structure:

Proposition 4.29. For the S°-real App-bimodule (Hr,vr, Jr,er) of KO-dimen-
ston 6 mod 8,

Do(ALrs Hr,Vr, JF) = Do(ALr, HF,VF, JF, €F),
and
UL (Hoye, Jr) = UL (H vr, I, er),
so that
D(ALr,Hr,VF,Jr) = D(ALr, HF, 7P, JF, €F).
Proof. To prove the first part of the claim, by Proposition it suffices to show
that any right Az g-linear operator H%Y® — HS commutes with ex. Thus, let

T € EELR('H?’E“, H944). Then, since the signed multiplicity matrix u of (Hp,yr)
as an orientable even A r-bimodule is given by

0 0 -1 41 0 0
00 0 0 0 0
o]+ 0 0 0 41 0
=N 0 0 0 -1 ol
0 0 -1 41 0 0
00 0 0 0 0

it follows from Proposition that the only non-zero components of T' are Tzzé%
and T;;g , which both have domain and range within H; = (Hr);, where € acts as
the identity. Thus, T' commutes with ep.

To prove the next part of the claim, it suffices to show that any left and right
A g-linear operator on Hr commutes with ex. But again, if K € E{:&R (HF), then
the only non-zero components of K are of the form ng , each of which therefore
have both domain and range either within H; or H? = JrHy, so that K commutes
with ep. The last part of the claim is then an immediate consequence of the first
two parts. (Il

Thus, by Proposition [2.18] we have that
(4.43)  Do(ALr,Hr,Vr,Jr) = Do(ALr, HF,VF, JF,€r) = Do(ALr, Hy,75)
and
(4.44)  D(Arr,Hrp,vr, Jr) = D(ALr, HF, VP, Jr,€r) = D(ALr, My, vy),

where (Hy,vf) = (Hp)i, (7r)i) is the orientable even Ay g-bimodule with signed
multiplicity matrix

0 000 0 0
0 000 0 0
vl 000 410
FE=2 121 00 0 -1 0
0 000 0 0
0000 0 0
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In particular, then, (Hg,vr, Jr) as a real Apg-bimodule admits no off-diagonal
Dirac operators, that is, Dirac operators with non-zero P_;DP; : Hy — HT’ or
equivalently, that have non-vanishing commutator with er. Let us now exam-
ine DO(ALRa Hr,vr, JF) and 'D(.ALR, Hr,vr, JF), or rather, DO(ALRa Hf, ’}/f) and
D(ALr,Hy,7vr), in more detail.

First, it follows from the form of y; and Propositionthat EI:‘LR(H;VG“, H‘}dd)
vanishes, whilst

£, (H 1Y) = Man(C) @ (Man(C) @ 13) = Moy (C) © Moy (C).

so that any Dirac operator on Hy (and hence on Hp) is completely specified by
a choice of M22f17 Mzzf‘S € Man(C). Indeed, if (meve", m°dd) denotes the pair of
multiplicity matrices of (Hy,~y), then, in the notation of subsection

Do(ALR,meven,mOdd,6) — M2N(©> o MQN((C).
At the same time,
U (M) = (120 UN)) @ (1, 9 U(N) @ 15) 2= U(N) x U(V) =: U(Apm, m**™")
and
U (H999) = (1, @ U(N)) & (1, © U(N) @ 13) 22 U(N) x U(N) = U(Apg, m*34).
It then follows that

(4.45)
D(ALR, Hf, ’)/f) = U(.ALR, mOdd)\Do(.ALR, meven’ mOdd, 6)/ U(.ALR, meven)
(4.46) — (U(N)\Man(C)/ U(N))?,

where U(N) acts on the left by multiplication and on the right by multiplication
by the inverse as 1o ® U(N). The two factors of the form U(N)\Man(C)/ U(N)
can thus be viewed as the parameter spaces of the components Mzzfl and M2253

Let us now consider (Hr,vr, Jr,er) as an S°-real Agr-bimodule, so that the
multiplicity matrices (m®'e®, m°dd) of (Hp,yr) are given by

11000 1 0110
00000 10010
m¥r=N|[1 0 0 1 0f, m=N|[0 0 0 0 0]=(mT.
11000 00100
00000 00000

Now it follows from the form of (m®Ve", m°dd) that
L5, (" HE) = My(C)%2 @ My xon (C)*? @ Myxsn(C)®?
® (Myxon(C) ® 13)92
whilst
ker(Rg) = sl(N,C) C My(C)
for the copy of My (C) corresponding to L5 ((H%*")11, (H$99)11). Since My (C) =
Symy(C) @ sl(N,C), My(C)/sl(N,C) can be identified with Sym(C), so that

Do(Ap, Hp,vr, JF)
=L, (HE ™ HY) [ ker(Rg)
=Symy (C) ® My (C) ® Myxan(C)®2 @ My 3n(C)®2 @ (Myxon(C) @ 13)%2.
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Thus, a Dirac operator D, which is specified by a choice of class
[M] € £, (HF*", 1)/ ker(Rs),
is therefore specified in turn by the choice of the following matrices:
M}y € Symy(C), M}y, € My(C);
M3y, M3y € Myxan(C);
M3y, M{il € Mnx3n(C);
° M213, M213 S MNXQN((C).
Indeed, it follows that

(4.47)  Do(Ap, m®™,6) = Sym  (C) ® My (C) ® My xon(C)P2 @ My ysn (C)®?
@ My xon (C)®2.

Next, we have that U(Ar, m¥®) = U(N)S, with a copy of U(IV) corresponding
to each of (H%¥*")11, (H¥")11, (HY°")21, (HY")23, (HY°")s1, and (HEY")s71.
Then, by by Proposition [1.28]

(4.48) D(Ap, Hp,vp, Jr) = Do(Ap, m™",6)/ U(Ap, m™").

for the action of U(Ap, m®") on Dy(Ap, m®¥",6) given by having the element
(Uap) € U(Ap, m") act on (M 5) € Do(Ap, m**", 6) by

M)z = (1n, @ Uy )M 5(1n, @ Ung).
Note that in the notation of 8] §§13.4, 13.5], for (Mgﬂ) € Do(Ap, meve" 6),
1
M}, ==7
11 2 R,
so that the so-called Majorana mass term is already present in its final form, whilst
for U € U(Ap, m®¥"),
U= (Ulla UlI7 U21a U237 U317 U3T) = (v?v vlv Vz’n W3a WQ, Wl)
Finally, let us compute the sub-moduli space D(Ap, HF,vF, Jr; Cr) for
Cr = {(\,diag(\,)),0) € Ap | A€ C} = C.

It is easy to see that [M] € L (H3™, H%')/ker(Rg) yields an element of the
subspace Do(Ap, Hr,vr, Jr; Cr) if and only if M commutes with A\(Cg), but this
holds if and only if for all A € C and § € Ap,

AMY, = Mg\, Mg = Migh,
AM3, = Mys(diag(A, X) ® 1), AMg5 = Myg(diag(X,X) ® 1y),
0M3s = M, 0M3, = M,

which is in turn equivalent to having M. 1T1, M3, and M. gl all vanish, and
M}y = (T, 0), ML=(0 T.), Misz= (Y. 0), ML=(0 T,

for Tp, Yo, Lo, Tqg € My (C). One can check that our notation is consistent with
that of 8, §§13.4, 13.5]. Indeed, if Do(Ap, me,6;Cr) denotes the subspace of
Do(Ap, me¥e™ 6) corresponding to Dy(Apr, Hr,vr, Jr; Cr), then

(4.49) D(Ap,Hp,vr, Jr;Cp) = Do(Ap, m*",6;Cr)/ U(Ap, m®") = C, x C
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for
(4.50) ¢, = (U(N) x UN)\ (M (C) x My(©))/ U(N),
where U(N) acts diagonally by multiplication on the right, and
¢ i= (U(N) x U(N))\(My(C) x My(C) x Symy(C))/ U(N),
where U(N) x U(N) acts trivially on Sym (C) and U(NV) acts on Sym (C) by
(Va, Tr) = VoY RVy;

note that C, is the parameter space for the matrices (Y, Yq), whilst C; is the
parameter space for the matrices (Y,, Y., Tg). Thus we have recovered the sub-
moduli space of Dirac operators considered by Chamseddine—Connes—Marcolli |4}
§82.6, 2.7] (cf. also |8, §§13.4, 13.5]).

5. APPLICATIONS TO THE RECENT WORK OF CHAMSEDDINE AND CONNES

In this section, we reformulate the results of Chamseddine and Connes in 23]
and give new proofs thereof using the theory of bimodules and bilateral triples
developed above.

Before continuing, recall that, up to automorphisms, the only real forms of
M, (C) are M,,(C), M,(R), and, if n is even, M,, ;o(H).

5.1. Admissible real bimodules. We begin by studying what Chamseddine and
Connes call irreducible triplets, real A-bimodules satisfying certain representation-
theoretic conditions, along the lines of 3| Section 2]. However, we will progress by
adding Chamseddine and Connes’s various requirements for irreducible triplets one
by one, bringing us gradually to their classification of irreducible triplets.

In what follows, A will once more denote a fixed real C*-algebra, and for (H, J)
a real A-bimodule of odd K O-dimension, L57(H; J) will denote the *-subalgebra
of LER(H) consisting of elements commuting with .J.

Let us now introduce the first explict requirement for irreducible triplets.

Definition 5.1. Let (H,J) be a real A-bimodule of odd KO-dimension. Then
(H,J) is said to be irreducible if 0 and 1 are the only projections in L5} (H; J).

To proceed, we shall need the following:

Lemma 5.2. Let (H,J) be a real A-bimodule of odd KO-dimension n mod 8 with
multiplicity matriz m. Then

(5.1)
(@aeﬁMmm(R)) @@mﬁeijw(C), ifn=1 or 7mod 8,
LRt T) = a<s
(Gaaeﬁ Mmm/g(H)> &) Gaaﬁeﬁ Mp,.;(C), ifn =3 or5mod8.
a<f

Proof. Let T = (1,, ®Tap®1y,) € L5 (H). Just as for Propositions and
one can show that [T, J] = 0 if and only if for all a, 8 € A\7 Tpa = Tup if a # B and

T M. (R), ifn=1or 7mod8,
T Mo, 2(H), if n =3 or 5mod 8.

Thus, T € L'I;‘R(H;J ) is completely specified by the matrices Ty, and T,g for
«a > (3, giving rise to the isomorphisms of the claim. [
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We can now formulate the part of the results of [3| §2] that depends only on this
notion of irreducibility.

Proposition 5.3. Let (H,J) be a real A-bimodule of odd KO-dimension n mod 8
with multiplicity matriz m. Then (H,J) is irreducible if and only if one of the
following holds:

(1) There exists o € A such that m = 20—9)/2, -

(2) There exist a, § € A, a # 3, such that m = Eog + Egq.

Proof. By definition, (H,J) is irreducible if and only if the only projections in the
real C*-algebra L3 (H, J) are 0 and 1, but by Lemma this in turn holds if and
only if one of the following holds:
(1) L5 (H;J) 2 R, so that n =1 or 7 mod 8, and m = E,, for some a € A,
(2) LY (H;J) = H, so that n =3 or 5 mod 8, and m = 2E,, for some a € A,
(3) LY (H;J) = C, so that m = Eqg + Eg, for some a, 8 € A, a # 3,
which yields the desired result. O

We shall call an irreducible odd KO-dimensional real A-bimodule (H,J) type
A if the first case holds, and type B if the second case holds; Chamseddine and
Connes’s first and second case for irreducible triplets |3, Lemma 2.2] correspond to
the type A and type B case, respectively. We shall also find it convenient to define
the skeleton skel(H, J) of such a bimodule as follows:
(1) if (H,J) is type A, then skel(H,.J) := {a}, where a € A is such that
mult[H] = 5 E.o;
(2) if (H,J) is type B, then skel(H,J) := {«, 3}, where a, 8 € .Z, a # 3, are
such that mult[H] = E.g + Egq.
Let us now introduce the second explicit requirement for irreducible triplets.

Definition 5.4. An A-bimodule H is said to be (left) separating if there exists
some £ € H such that A\(A)’'¢€ = H. Such a vector & is then called a separating
vector for A.

Recall that for a representation X of a complex C*-algebra C, £ € X is a sepa-
rating vector if and only if the map C — X given by ¢ — af is injective.

Lemma 5.5. Let p, g € N. There exists a separating vector & for the usual action
of Mp(C) on C? @ C1 as M,(C) ® 1, if and only if p < gq.

Proof. Let {e;}]_, be a basis for CP, and let {f;}{_, be a basis for C7.
First suppose that p < ¢q. Let £ € C? ® CY be given by £ = > 7 _, e; ® f;. Then
for any a, b € M,(C),

(a®1g)E—(b® 1) i(Za—b >®fi

i=1 \I=1
so that by linear independence of the e; and f;, the left-hand side vanishes if and
only if for each 7 and I, aﬁ» — bé = 0, 7.e. a = b. Hence, £ is indeed a separating
vector.

Now suppose that p > ¢. Then dim¢ M,(C) — dim¢ C? ® C? = p(p — q) ,
so that for any £ € C? @ C?, the map M,(C) — CP ® CY given by a — (a ® 14) &
cannot possibly be injective, and hence £ cannot possibly be separating. [
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We can now reformulate that part of the results in |3 §2] that depends only on
irreducibility and the existence of a separating vector.

Proposition 5.6. Let (H,J) be an irreducible real A-bimodule of odd KO-dimen-
ston n mod 8.

(1) If (H,J) is type A, then it is separating;

(2) If (H,J) is type B with skeleton (o, 8), then (H, J) is separating if and only

if ng =ng.

Proof. First suppose that (H,J) is type A, let {a} = skel(H,J), and let m, =
2(1=€)/2 Then H = C" ® C"» @ C"» = C" @ C™"_ and the left action X of A
on H is thus given by Ay ® 1,,, n_. Now

)‘(A)/ =AaA)® 1mnna)/ = (Mna (C) ® 1mnna)/ )
so that the action A\ of A4 admits a separating vector if and only if the action of
M, (C) as M, (C) ® 1y, admits a separating vector, but by Lemma [5.5] this is
indeed the case, as no < myng.
Now, suppose that (H, J) is type B, and let {«, 5} = skel(H, J). Then
H=(Ct>*@C")g (C" g C"),

and the left action A of A on H is given by A = (Ao ® 1,,,) © (Mg ® 1,,). Since
a# B,

AA) = (M) @ 1,,) @ (As(A) @ 1,,.))

/
(M, (C)®15,) ® (M, (C) ® 1,,))
so that the action A of A admits a separating vector if and only if the action of
M, (C)®M,,(C) as (M, (C)®1,,) D (M, (C)®1,,) admits a separating vector.
Since dim¢ M, (C) ® M, ,(C) —dim¢c H = (nq — ng)?, if ne # ng then no injective
linear maps M, (C) ® M,,(C) — H can exist, and in particular, there exist no

separating vectors for the action of M, (C) & M,,(C), and hence for A. Suppose
instead that no, = ng = n. Then

H=(C"®C") ¢ ((C"eC")
so that, since o # 8, A(A) = (M,(C) ® 1,) & (M,(C) ® 1,,)’. Thus, if £ is
the separating vector for the action of M, (C) on C* ® C™ given by the proof of

Lemma [5.5] then £ @ ¢ is also a separating vector for the action A of A, and hence
(H,J) is indeed separating. O

Let us now introduce the penultimate requirement for irreducible triplets; recall
that the complex form of a real C*-algebra A a real C*-algebra is denoted by Ac.

Definition 5.7. An A-bimodule H is said to be complez-linear if both left and
right actions of A on H extend to C-linear actions of Ac, making H into a complex
Ac-bimodule.

It follows immediately that a A-bimodule H is complex-linear if and only if for
m = mult[H], mes = 0 whenever o or § is conjugate-linear. In particular, by
Proposition [3.13] it follows that a complex-linear quasi-orientable graded bimodule
is always orientable.

We can now reformulate Chamseddine and Connes’s definition for irreducible
triplets:
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Definition 5.8. An irreducible triplet is a triplet (A, H,J), where A is a finite-
dimensional real C*-algebra and (H, J) is a complex-linear, separating, irreducible
real A-bimodule of odd K O-dimension such that the left action of A on H is faithful.

Note that for H a real A-bimodule, the left action of A is faithful if and only if
the right action is faithful.

Combining the above results, we immediately obtain Chamseddine and Connes’s
classification of irreducible triplets:

Proposition 5.9 (Chamseddine—Connes |3, Propositions 2.5, 2.8]). Let A be a
finite-dimensional real C*-algebra, and let (H,J) be a real A-bimodule of odd KO-
dimension n mod 8. Then (A, H,J) is an irreducible triplet if and only if one of
the following cases holds:

(1) There exists n € N such that A = My(F) for a real form My(F) of M,(C),
and

(5.2) mult[H] = 2392 F, .

(2) There exists n € N such that A = My, (F1) & My, (F2) for real forms
My, (F1) and My, (F2) of M,,(C), and

(5.3) mult[H] = Enny, + Enyn, -

5.2. Gradings. We now seek a classification of gradings inducing even K O-dimen-
sional real bimodules from irreducible triplets.

Definition 5.10. Let (A, H,J) be an irreducible triplet. A Z/2Z-grading v on H
as a Hilbert space is said to be compatible with (A, H, J) if and only if the following
conditions all hold:

(1) For every a € A, yA(a)y € M(A);

(2) The operator v either commutes or anticommutes with J.

Given a compatible grading « for an irreducible triplet (A, M, J), one can view
(H,v,J) as a real A®v*"-bimodule of even KO-dimension, for A°¥*" = {a € A |
[A(a),v] = 0}, with KO-dimension specified by the values of e and €” such that
J?2=¢,vJ =¢€"Jn.

Now, recall that a Z/2Z-grading on a real C*-algebra A is simply an automor-
phism I' on A satisfying I'? = id; we call such a grading admissible if and only if I"
extends to a C-linear grading on Ac. Thus, if (A, H, J) is an irreducible triplet and
v is a grading on H, then +y satisfies the first condition for compatibility if and only
if there exists some admissible grading I" on A such that Ad, oA = Ao, where
Ad, denotes conjugation by x.

Lemma 5.11. Let My(F) be a real form of M,(C), and let a € Aut(M,(C)).
Then « is an admissible grading on My (F) if and only if there exists a self-adjoint
unitary v in either My(F) or iMy(F), such that a = Ad,.

Proof. Suppose that « is an admissible grading. Let Fy be C if F = C, and R
otherwise. Then My (F) is central simple over F, so that there exists some invertible
element S of My (F) such that @« = Adg. Since « respects the involution, for any
A € My (F) we must have

(STH*A*Sx = (SAS™1)* = a(A)* = a(A*) = SA*S™!,
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i.e. [A,5*S] = 0, so that S*S is a positive central element of M (F), and hence
S*S = cl for some ¢ > 0. Thus, U = ¢'/2S is a unitary element of My(F) such
that & = Ady. Now, recall that o? = id, so that Ady=> = id, and hence U? = (1 for
some ( € TNFy. If F = C, then one can simply set v = AU for \ is a square root
of ¢. Otherwise, U? = £1, so that if U? =1, set v = U € M(F), and if U? = —1,
set v =U € iM(F).

On the other hand, if 7 is a self-adjoint unitary in either My (F) or iM(F), then
Ad, is readily seen to be an admissible grading on M, (F). d

Let us now give the classification of compatible gradings for a type A irreducible
triplet; it is essentially a generalisation of |3} Lemma 3.1].

Proposition 5.12. Let (A, H,J) be a type A irreducible triplet of odd KO-dimen-
sion nmod 8, so that A is a real form My(F) of M, (C) for some n, and let vy be a
grading on H as a Hilbert space. Then ~ is compatible if and only if there exists a
self-adjoint unitary g in either My(F) or iMy(F) such that

(5.4) T=4g® 1, @97,

in which case v necessarily commutes with J.

Proof. Let m,, =2179/2 Then H = C" @ C™ @ C", and for all a € A,

Aa) = Aa(a)®1y, ®1, = a®ly, k@1, pla) = 1,01y, @Na(a)” =1,81,,, @a".

Suppose that v is compatible. Then by Lemma there exists some self-adjoint
unitary g in either My (F) or iM(F) such that for all a € A,

Ya®1m, ®1n)y = (9ag) ® Ly, @ 1p.
Now, let 79 = g ® 1,,, ® g©. Then, by construction, 7o is a compatible grading

for (A, H,J) that induces the same admissible grading on A as -, and moreover
commutes with J. Then v := vy € UiR(H; J), so that v = 1,, ® vy ® 1,, for some

, {1}, ifn=1or 7modS§,
" SU©2), if k=3 or5modS8.

Thus v = ¢ ® Van ® ¢, and hence, since v is self-adjoint, vy, must also be self-
adjoint. Therefore vy = £1,,,, or equivalently, v/ = +~.

On the other hand, if g is a self-adjoint unitary in either My (F) or iM(F), then
Y=g ® 1y, ®g7 is certainly a compatible grading that commutes with J. O

Thus, irreducible triplets can only give rise to real A*v*"-bimodules of KO-
dimension 0 or 4 mod 8.
Let us now turn to the type B case.

Proposition 5.13. Let (A, H,J) be a type B irreducible triplet of odd KO-dimen-
sion nmod 8, so that for some n € N, A = My, (F1) & My, (F2) for real forms
My, (F1) and My, (F3) of M, (C), and let v be a grading on H as a Hilbert space.
Then ~y is compatible if and only if one of the following holds:
(1) There exist gradings 1 and vz on C", with v; € My, (F;) oriMy, (F;), such
that

_(meA] 0
(5'5) Y= ( 0 EN’YQ ® ’Y; s
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in which case vJ = " Jv, and if 7' is any other compatible grading, Ad, =
Ad, if and only if v/ = £.

(2) One has that F1 = Fy = F and k1 = ko = k, and there exist a unitary
u € My(F) andn € T such that

/0 weu
(56) = (o ™0

in which case v necessarily commutes with J, and if v is_any other com-
patible grading, Ad, = Ady if and only if ¥/ = (1,2 & (1,2)y for some
¢eT.

Proof. Let v be a compatible grading. Then, with respect to the decomposition
H=(C"®C") @ (C"a@C"), let us write

(A B
=\c b
for A, B, C and D € M, (C) ® M,(C). Applying self-adjointness of v, we find that

A and D must be self-adjoint, and that B = C*, and then applying the fact that
~v% =1, we find that

A2+ C*C =1, CA+ DC =0, CC*+D*=1.

Finally, applying the condition that v commutes or anticommutes with J, i.e. that
~vJ =" Jy for ¢ = £1, we find that

D =¢"XAX, C*=£"XCX,
where X is the antiunitary on C"* @ C" given by X : &1 ® & — & @ &;.

Now, since « is compatible, and since (1,0) and (0, 1) are projections in A sat-
isfying (1,0) + (0,1) = 1, there exist projections P and @ in A such that

Ad'Y )‘(1’0) = )‘(Pv 1- Q)v Ad’Y )‘(07 1) = )‘(1 - PaQ)v
P®1, 0 (1 0\ _ _ [A* ACH
( 0 (1—Q)®1n>7<o o>7<CA CC*)

1-P)®1l, 0 \_ (0 0\ _[(C*C C*D
0 Qe1,) ~"\o 1)" " \pc D2 )

Thus, A is a self-adjoint partial isometry with support and range projection P®1,,,
D is a self-adjoint partial isometry with support and range projection Q ® 1,,, and
C' is a partial isometry with support projection (1 — P) ® 1,, and range projection
(1-Q)®1,.
Now, recalling that D = ¢” X AX, we see that
Q®1,=D?>=XA’X=XP®1,X=1,®P.

If @ = 0, then certainly P = 0. Suppose instead that @) # 0, and let £ € QC* @ C™
be non-zero. Then

that is,

and

idegen = (Q ® 1p)|egen = (1® P)legen,

so that P =1 and hence @ = 1 also. We therefore have two possible cases:
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/A 0
T=\o0 &'xAx

for A a grading on C" @ C™;

(2) We have
(0 C*
7=\ o

for C' a unitary on C" ® C™ such that C* = (—-1)"XCX.

First suppose that the first case holds. Then, on the one hand, Ad |, ()21,
induces an admissible grading for My, (1), so that there exists a self-adjoint unitary
1 in either My, (F1) or iMy, (F1) such that Ada |u, )1, = Ady,e1,, and on the
other hand, Ad.»xax ‘Mn(C)®ln induces an admissible grading for My, (F2), so
that there exists a self-adjoint unitary 7y, in either My, (F1) or ¢My,(F1) such that
Adcvxax [m, @1, = Adye1,. Since for a ® b € M, (C) ® M,,(C) we can write

a®b=(a®1,)X(b®1,)X,

it therefore follows that Ada = Ad,, @~7 On the central simple algebra M,(C)®
M, (C) = M,2(C) over C. Hence, there exists some non-zero € C such that
A =1y ®~7, and since both A and v; ®+Z" are self-adjoint and unitary, it follows

that n = +1. Absorbing +1 into 7; or 72, we therefore find that

N = NS 0
0 "o ~F )"

On the other hand, v so constructed is readily seen to be a compatible grading
satisfying vJ = €” J~.

Now suppose that the second case holds. Then, since v is compatible, it is clear
that the automorphisms «, § of M, (C) specified by

ala)® 1, =Cla® 1,)C", Bla)®1, =C"(a®1,)C,

are inverses of each other, and that «, in particular, induces an isomorphism
My, (F1) — My, (Fa), so that F; = Fo = F and k4 = ko = k. Next, by the
proof of Lemma there exists some unitary u in M, (C); such that o = Ad,,
from which it follows that 8 = Ad,+. By the same trick as above, we then find that
Ade = Adyg,r on the central simple algebra M, (C) ® M,,(C) = M,2(C) over C.
Hence, there exists some non-zero 1 € C such that C = nu ® u”, and since both C
and u ® u” are unitary, it follows that € T. Thus,

(0  weu
v= nu @ ul 0 ’

On the other hand, v so constructed is readily seen to be a compatible grading
satisfying [, J] = 0.

Finally, let v and 7' be two compatible gradings. Suppose that Ad, = Ad., and
set U = v'7. Then, by construction, U is a unitary element of L4¥(H;J), so that
there exists some ¢ € T such that

U="_1, @Zlnz.

If the second case holds, then nothing more can be said, but if the first case holds,

so that
v (e 0
0 ey @F

(1) We have
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for suitable v; and 75, then
,Y/ _ (M ® 'Vg _ 0
0 e"Cr2®7{ )’
so that by self-adjointness of 7/, 71 and 2, we must have ( = £1, as required. O

Thus, we can obtain a real bimodule of K O-dimension 6 mod 8 only from a type
B irreducible triplet together with a compatible grading satisfying the first case of
the last result.

5.3. Even subalgebras and even KO-dimensional bimodules. We now con-
sider real bimodules of K O-dimension 6 mod 8 obtained from irreducible triplets.
Thus, let (A, H,J) be a fixed type B irreducible triplet of KO-dimension 1 or
7 mod 8, and let v be a fixed compatible grading for (A, H, J) anticommuting with
J, so that for some n € N,

o A= My, (F1)® My, (F2) for real forms My, (F;) of M, (C);

e mult{H] = Enin, + Engny;

e There exist self-adjoint unitaries v; € My, (F;) or iMy, (F;) with signature

(r4y,m — ;) such that

v (e 0
0 —mer)

It is worth noting that (7, .J) admits, up to sign, a unique S%-real structure, given
by € = 1,26—1,,2, which certainly commutes with v. We can exploit the symmetries
present to simplify our discussion by taking, without loss of generality, r; > 0, and
requiring y; € iMy, (F1) only if vo € iMy,(F3), and 41 = 1,, only if 72 = 1,,.

Our main goal in this section is to give an explicit description of A°V*® and of
(H,~,J) as a real A®¥*"-bimodule. To do so, however, we first need the following:

Lemma 5.14. Let My (F) be a real form of M, (C), let g be a self-adjoint unitary in
My(F) or iMy(F), and let r = null(g — 1). Set My(F)¢ := {a € My(F) | [a,g] = 0}.
o Ifg € Mk(F); then Mk(]F)g = Mkr/n(ﬂ?) D Mk(n—r)/n(IF);
o If g € iMy(F), then r = n/2 and My(F)? = {(a,b) € My2(C)? | b =a} =
My 2(C).

Proof. Let P* := 1(1+ g) and P~ := (1 — g), which are thus projections in
M, (C) of rank r and n — r, respectively. One can therefore define an injection
o: Mk(IE‘)g — MT((C) P Mn_r((c) by (;5(14) = (PevenAPeven’ POddAPOdd).

First, suppose that g € M (F). Then Pt and P~ are also in M (F), from which
it immediately follows that ¢(My(F)9) = My, (F) & My(s—ry/n(F).

Suppose instead that g € iMj,(F), and that F # C. Then My (F) = {4 € M,,(C) |
[A,I] = 0} for a suitable antiunitary I on C" satisfying I? = al, where a = 1 if
F=Rand a = —1if F = H. Then {g,I} = 0, and hence, with respect to the
decomposition C* = PYC" @ P~C*" = C" ¢ C" ",

0 al*
I: ~
(7 )

where I = Pedd]peven jg an antiunitary C” — C"". Thus, n is even and r = n/2,
and taking I, without loss of generality, to be complex conjugation on C”, for all
A € M, (C) commuting with g, [4,I] = 0 if and only if P~ AP~ = PtAP*, and
hence G(My(F)?) = {(a,a) | a € Mya(C)} = Myo(C). O
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In light of the form of ~, this last Lemma immediately implies the aforementioned
explicit description of A" and (H,~, J):

Proposition 5.15. Let (meve", m°dd) = (meven (meve™T) be the pair of multi-
plicity matrices of (H,~,J) as an even KO-dimensional real A*V™-bimodule. Let
rl=mn —r;, and, when n is even, let c =n/2. Then:

(1) If’Yl € iMk?l (F1)7 Y2 € ZMkz (F)i then

(5.7 AC%n = M,(C) @ M, (C),
and
(5.8) m®" = E¢,c, + Egy5, + Eeyay + Egyers
(2) If 1 € iMy, (F1), v2 € My, (F)\ {1}, then
(5.9) AT = M (C) & Myyry/n(F2) © Myyry jn(F2).
and
(5.10) MO = B, + By + Beys + Brge;
(3) If 1 € iMy, (F1), v2 =1, then
(5.11) AV = M. (C) & My, (Fy),
and
(5.12) N~ Fon + o

(4) If’}q S Mk1 (Fl) \ {1n}; Yo € Mk2(F2) \ {1n}; then
(5.13) AV = My, yn(F1) © Myt jn(F1) © Miyry i (F2) © M,y /0 (F2),

and

(5.14) meven = Er1r2 + Er’lré + Erzrll + E!‘ét‘l;

(5) If y1 € My, (F1) \ {15}, 72 = 1, then

(515) ATV = Mk:lrl/n(Fl) S Mlei/n(Fl) 2] Mlm (F2)7
and

(516) meVe = Erln + Enr’l;
item If y1 = 2 = 1, then

(517) AT = Mkl (Fl) D Mkz (F2)7
and

(5.18) meven = By o

One can check in each case that (H,~) is quasi-orientable as an even A°Ve"-
bimodule. However, Propositions and immediately imply the following;:

Corollary 5.16. The following are equivalent for (H,~) as an even A" -bimodule:
(1) 1 € Mk, (F1) and v2 € My, (F2);
(2) (H,~) is orientable;
(3) (H,v) has non-vanishing intersection form;
(4) (H,7) is complez-linear.

This then motivates us to restrict ourselves to the case where v; € My, (F1) and
Yo € My, (F3). Note, however, that in no case is Poincaré duality possible.
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5.4. Off-diagonal Dirac operators. Let us now consider the slightly more gen-
eral S%-real A°v*"-bimodule (Hg,Vr, Jr,er) of KO-dimension 6 mod 8 given by
taking the direct sum of N copies of (H,~, J,€), where N € N. If we modify our
earlier conventions slightly to allow for the summand 0 in Wedderburn decomposi-
tions, we can therefore write

(5.19) AV = My, o (F1) ® Mgyt jn(F1) @ Miyry o (F2) & My, (F2),

so that (Hp,vr, Jr) is the real A®v*"-bimodule of KO-dimension 6 mod 8 with
signed multiplicity matrix

(520) HE = N(Er1r2 - EI‘1I"2 - Er’lrz + Er’lr’z - Er2r1 + lyrzr’1 + Er’zrl - Er’zr'l)a

whilst (H¢,7v¢) := (Hr)i, (vr)s) is the even A°V*"-bimodule with signed multiplic-
ity matrix

(521) py = N(El‘ll‘z — Erlr’Q — Er’1r2 + Erllré).

It then follows also that (H,v7) == (JrHs, —(JrvrdF)|sen,) is the even A®VeN-
bimodule with signed multiplicty matrix

’U/T = —,U,? = _ET2I‘1 + Ergr/1 + Er’er — Er/gl'/l)

Now, for C a unital x-subalgebra of A°V"  let us call a Dirac operator D €
Do(C,Hp,vr, Jr) off-diagonal if it does not commute with eg, or equivalently |3}
§4]if [D, Z(A)] # {0}. It D1(C, HF,vr, Jr,€r) C Do(C, HF,vF, JF) is the subspace
consisting of Dirac operators anti-commuting with e, then, in fact,

(5.22) Dy(C,Hr,vr,Jr) = Do(C,HF,VF, Jr,€r) ® D1(C,HF,VF, JF, €F),

as can be seen from writing
1 1
D = i{D,EF}EF + i[DaGFkF

for D € Dy(C,HF,vr,Jr). Thus, non-zero off-diagonal Dirac operators exist for
(Hr,vF, Jr, er) as an SY-real C-bimodule if and only if

,Dl(caHFaFYF7JF7EF) 7é {0}

Our goal is to generalise Theorem 4.1 in [3| §4] and characterise subalgebras of
AV of maximal dimension admitting off-diagonal Dirac operators.
The following result is the first step in this direction:

Proposition 5.17 (|3l Lemma 4.2]). A unital x-subalgebra C C AV admits off-
diagonal Dirac operators if and only if there exists some partial unitary T € C™ &
C™ & Cr2 @ C" with support in one of C™ or C" and range in one of C™ or Cr,
such that

CCAT) :={ae€ A" | [a,T] = [a",T] = 0}.

Proof. First note that the map D1 (C, Hr,Vr, Jr,er) — LE(Hy, H7> given by D —
P_,DP; is an isomorphism, so that C admits off-diagonal Dirac operators if and
only if £} (Hy, Hy). However, a map S € L(Hy, Hy) satisfies the generalised order
one condition for C if and only if p7(c)S — Sps(C) is left C-linear for all ¢ € C.
Hence, C admits off-diagonal Dirac operators only if

{S € L&(Hy, Hy) | =778 = Sy} # {0},
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or equivalently,
CCAs:={a el [ As(a)S = SA(a), Af(a")S = SA(a")}
for some non-zero S € L(Hy, ’Hf) such that ffy?S = Svy.
Now, let S € L(Hy,Hy) be non-zero and satisfy —77S = Sv;. Then, the
support of S must have non-zero intersection with one of (Hg)r,r, or (Hr)r;r,, and
the range of S must have non-zero intersection with one of (Hp)ryr, OF (’Hp)r/zr/l .

Thus, Sgg # 0 for some (o, 3) € {(r1,r2), (r],rh)} and (v,0) € {(re,r1), (r5, 1))},
so that Ag C AS”g' Let us now write

S =Y Ai®B;
i

for non-zero A; € My, xn,(C) and for linearly independent B; € Mnpn;xnns(C).
Thus, for all a € A",

X5(a)S — SAp(a) = Z(Av(a)Ai — Aida(a)) ® B;,

so by linear independence of the B;, a € Agys if and only if for each i,
af

/\W(a)Ai = Ai/\a (a), /\W(a*)Al = Ai/\a (a),
and hence
A(S) C AS”‘; C A(Tp) :={a € A% | [a,Tp] = 0, [a*,T1] = 0}

for Ty = A1, say, viewing T, and the elements of A" as operators on C™ & C™ @
Cr2 @ Cr2. However, if Ty = PT is the polar decomposition of Ty into a positive
operator P on C™ and a partial isometry T : C"« — C™v, it follows that a € A®ve?
commutes with Ty only if it commutes with 7', and hence Ay C A(Ty) C A(T),
proving the one direction of the claim.

Now suppose that C = A(T) for a suitable partial isometry 7', which we view as
a partial isometry C™=o — C" for some o € {r1,r}}, 70 € {r2,rh}. Then for any
non-zero ¥ € My (C), we can define an element S(T) € E%R(Hf,H?) by setting

0 otherwise,

which, as noted above, corresponds to a unique non-zero element of the space
Di1(C,Hp,vF, JF, €r), so that C does indeed admit off-diagonal Dirac operators. [

In light of the above characterisation, it suffices to consider subalgebras A(T)
for partial isometries T': C™ — C"2, so that

(5.23) A(T) = {(a1,as, b1, by) € A~ | b,T = Tay, biT = Ta’}
(524) = -AO(T) 5>} Mklr’l/n(]Fl) 5% ngré/n(Fk)»
where

(525) Ao(T) = {(a, b) S Mklrl/n(Fl) (&) ngrz/n(FZ) | b1l = T(l, VT = T(l*},

so that our problem is reduced to that of maximising the dimension of Ay (7).

It is reasonable to assume that 7T is, in some sense, compatible with the algebraic
structures of My, ,, /,(F1) and My,,,/,(F2), so as to minimise the restrictiveness of
the defining condition on Ay(7T), and hence maximise the dimension of Ay(T). It
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turns out that this notion of compatibility takes the form of the following conditions
on T
(1) The subspace supp(7') of C™ is either a FF-linear subspace of C™

or, if F; = H, supp(T) = E®C for E an H-linear subspace of C"* = H"/?;
_ ]Fllczw/n

_ ]Fllﬁm/n

(2) The subspace im(7") of C™ is either a Fy-linear subspace of C"2
or, if Fy = H, im(T) = F & C for E an H-linear subspace of C"> = H"2/2,
Now, let r = rank(T'), let d(r) = dimg(Ag(T")), and let

1 ifF; =R,
di={2 ifF,=C,
L iR =H

Under these assumptions, then, one can show that
(1) If F; =F5 or Fo = C, and, if F; = H, r is even, then
(526) ‘AO(T) = Mklr/n(Fl) @ Mkl(rlfr)/n(ﬂ?l) D ng(r27r)/n(F2)a
and hence
d(r) = dir® +di(r — )% + do(r — 1)
(2) If (Fy,F3) = (H,R) and r is odd, then
(527) AO(T) = (M(Tfl)/g (H) N M7._1(R)) OR® M(Tszfl)/Q (H) <) Mr1—7' (]R),

and hence
Ar)= (0 = 1P+ 14 2=+ 17 + (= )%
(3) If (Fy,F3) = (H,C) and r is odd, then
(5.28) Ao(T) = Mr_1y/2(H) @ C® M(yy—r—1)/2(H) & M;, (C),
and hence

1 1
dr) = S(r=1D)?+2+ S(r=r2+ 1)? +2(r = 11)*;
(4) If Fy =Fy = H and r is odd, then

(5.29) Ao(T) = Mp_1y2(H) © C® My, —p—1)/2(H) & M(yy_r—_1)/2(H),
and hence
1 1 1
(5.30) d(r) = 5(r — 1) 42+ 5(r —r 4+ 1)% + 5(r —ry +1)%

The other cases are obtained easily, by symmetry, from the ones listed above.

Now, let Ryqz be the set of all r € {1,...,min(ry, )} maximising the value of
d(r). By checking case by case, one can arrive at the following generalisation of
Theorem 4.1 in [3]:

Proposition 5.18. Let T : C™* — C" be a partial isometry. Then A(T) attains

mazimal dimension only if rank(T) € Rz, where Rpyae = {1} except in the
following cases:

(1) (Fy,F3) = (C,C) and (r1,r2) = (2,2), in which case Ry = {2};

(2) (F1,F3) = (C,C) and (r1,r2) = (3,3), in which case Ry = {1,2};

(3) (F1,F3) = (C,R) and (r1,r2) = (2,2), in which case Ry = {1,2};

(4) (F1,F3) = (C,H) and (r1,72) = (2,2), in which case Rpyay = {1,2};

(5) (F1,F3) = (R,C) and (r1,r2) = (2,2), in which case Ryqar = {1,2};
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(6) (F1,F2) = (R,R) and (r1,7r2) = (2,2), in which case Rpyar = {2};
(7) (F1,F3) = (R,R) and (r1,r2) = (3,3), in which case Ryqar = {1,2};
(8) (F1,F3) = (R,H) and r1 = 2, in which case Ryar = {1,2};
(9) (Fq1,F3) = (H,C) an (rl,rg) (2,2), in which case Ry = {1,2};
(10) (Fy,Fy) = (H,R) and ro = 2, in which case Rpar = {1,2};
(11) (Fy,Fy) = (H,H) and (7‘1,7“2) (4,4), in which case Ryar = {4};

(12) (F1,F2) = (H,H) and (r1,7r2) # (4,4), in which case Ry = {2}.
Moreover, if T satisfies the aforementioned compatibility conditions, then A(T) does
indeed attain maximal dimension whenever rank(T) € Ryaz-

One must carry out the same calculations for the other possibilities for the
domain and range of T', but this can be done simply by replacing (71, 72) in the above
equations and claims with (ry,75), (ri,r2) and (r],r5). Thus, one can determine
the maximal dimension of a subalgebra of A°V*® admitting off-diagonal operators
by comparing the maximal values of dimg (A(T)) for T : C"* — C™, T :C™ — Cr,
T:C" —C,and T: C"t — C™.

Finally, by means of the discussion above and the fact that Sp(n) acts transitively
on 1-dimensional subspaces of C", one can readily check that the real C*-algebra
Ap and the S%real Agp-bimodule (Hg,vr, Jr,er) of KO-dimension 6 mod 8 of
the NCG Standard Model are uniquely determined, up to inner automorphisms of
A" and unitary equivalence, respectively, by the following choice of inputs:

e n =4

o (F1,F2) = (H,C);

® g1 € Mx(H), g2 € M4(C);
[ ] (7"1,7‘2) = (2,4),

e N =23.

The value of N, by construction, corresponds to the number of generations of
fermions, whilst the values of n, r; and ry give rise to the number of species of
fermion of each chirality per generation. The significance of the other inputs remains
to be seen.

6. CONCLUSION

As we have seen, the structure theory first developed by Paschke and Sitarz [20]
and by Krajewski [18] for finite real spectral triples of KO-dimension 0 mod 8 and
satisfying orientability and Poincaré duality can be quite fully extended to the
case of arbitrary K O-dimension and without the assumptions of orientability and
Poincaré duality. In particular, once a suitable ordering is fixed for the spectrum of
a finite-dimensional real C*-algebra A, the study of finite real spectral triples with
algebra A reduces completely to the study of the appropriate multiplicity matrices
and of certain moduli spaces constructed using those matrices. This reduction is
what has allowed for the success of Krajewski’s diagrammatic approach [18, §4] in
the particular special cases dealt with by Krajewski and his colleagues [12417,[22].
We have also seen how to apply this theory both to the “finite geometries” of
the current version of the NCG Standard Model [4,/7,8] and to Chamseddine and
Connes’s framework [2,[3] for deriving the same finite geometries.

Dropping the orientability requirement comes at a fairly steep cost, as even
bimodules of various sorts generally have fairly intricate moduli spaces of Dirac
operators. It would therefore be useful to characterise the precise nature of the
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failure of orientability (and of Poincaré duality) for the finite spectral triple of
the current noncommutative-geometric Standard Model. It would also be useful
to generalise and study the physically-desirable conditions identified in the extant
literature on finite spectral triples, such as dynamical non-degeneracy [22] and
anomaly cancellation [18]. Indeed, it would be natural to generalise Krajewski
diagrams [18] and the combinatorial analysis they facilitate [17] to bilateral spectral
triples of all types. The paper by Paschke and Sitarz [20| also contains further
material for generalisation, namely discussion of the noncommutative differential
calculus of a finite spectral triple and of quantum group symmetries. In particular,
one might hope to characterise finite spectral triples equivariant under the action
or coaction of a suitable Hopf algebra [21}23].

Finally, as was mentioned earlier, the finite geometry of the current NCG Stan-
dard Model fails to be S%-real. However, this failure is specifically the failure of
the Dirac operator D to commute with the S°-real structure e. The “off-diagonal”
part of D does, however, take a very special form; we hope to provide in future
work a more geometrical interpretation of this term, which provides for Majorana
fermions and for the so-called see-saw mechanism [4].
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