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#### Abstract

The main purpose of this paper is to compute the first non-zero differential in the motivic cohomology spectral sequence with $p$-local coefficients in terms of the motivic Steenrod operations.


The motivic cohomology spectral sequence is an algebraic-geometrical analogue of the Atiyah-Hirzebruch spectral sequence in topology. For smooth varieties, it has the second term consisting of motivic cohomology groups and converges to algebraic $K$-theory.

The spectral sequence was initially constructed for fields by Bloch and Lichtenbaum in their unpublished preprint [BL]. Further, two constructions for varieties were given in papers of Friedlander and Suslin [FS] and Grayson [Gr]. The equivalence of their approaches was established in [Su3].

The behavior of differentials in the motivic cohomology spectral sequence is quite similar to the topological case. Being taken with rational coefficients the sequence collapses at its $E_{2}$-term (see Levine [Le]).

The next natural question in the row is to describe possible non-trivial differentials of order $p$ in the spectral sequence with $p$-local coefficients.

In topology the goal was achieved by Buchstaber [Bu]. In the current paper we establish the parallel result for the motivic cohomology spectral sequence. Philosophically, presented proof is similar to Buchstaber's one, but the technique is certainly rather different.

The strategy of the proof is the following: First, I show, using Adams operations, that the first non-trivial differential may appear only in $E_{p}$-term (Proposition 1.2). Then, computing the motivic Steenrod algebra in the corresponding degree, it is possible to show that the differential in question is proportional to the Steenrod algebra generator (Proposition 2.2). Finally, to check that the proportionality coefficient is not 0 , I construct an example of a variety with non-trivial differentials (Theorem 4.1).

The computation of the $p$-local Steenrod algebra is based on Voevodsky's result on the structure of the motivic Steenrod algebra with finite coefficients. Since the latter result is proven only for fields of characteristic 0 , we should restrict ourself to this case. However, all other arguments work perfectly for arbitrary fields. Unfortunately, currently I also have no satisfactory proof of Proposition 2.1 that makes the main result a bit hypothetical. In topology, similar result easily follows from the fact that $n$-th Eilenberg-Mac Lane space in $n$-connected.
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## 1. Main Result

Let $k$ be a field. Let us fix some prime $p>2$ different from the field characteristic and denote by $\mathbb{Z}_{(p)}$ the localization of the group of integers $\mathbb{Z}$ outside the prime ideal $(p)$.

Consider the Motivic Cohomology spectral sequence (see [FS]) with coefficients in $\mathbb{Z}_{(p)}$ :

$$
\begin{equation*}
E_{2}^{i, j}=H^{i-j}\left(X, \mathbb{Z}_{(p)}(-j)\right) \Rightarrow K_{-i-j}\left(X, \mathbb{Z}_{(p)}\right) \tag{1.1}
\end{equation*}
$$

(Everywhere in this paper $H$ denotes the Motivic cohomology groups.) It is shown by Voevodsky [Vo2], that the Motivic cohomology groups coincide with the corresponding higher Chow groups. Namely,

$$
\begin{equation*}
H^{i-j}\left(X, \mathbb{Z}_{(p)}(-j)\right)=C H^{-j}\left(X,-i-j ; \mathbb{Z}_{(p)}\right) \tag{1.2}
\end{equation*}
$$

Differentials in this spectral sequence act as: $d_{n}: E_{n}^{i, j} \rightarrow E_{n}^{i+n, j-n+1}$.
The purpose of the current paper is to compute the first non-trivial differential in the spectral sequence above. Namely, we are going to prove the following Theorem:

## Theorem 1.1.

$$
d_{i}=\left\{\begin{array}{l}
0 \text { for } 1<i<p  \tag{1.3}\\
a\left(\mathfrak{B} \circ P^{1} \circ \text { red }\right) \text { for } i=p
\end{array}\right.
$$

Here $a \neq 0$ denotes some constant lying in the group $\mathbb{Z} / p$, the operations red, $\mathfrak{B}$, and $P^{1}$ are coefficient reduction, Bockstein homomorphism, and first $\mathbb{Z} / p$-Steenrod power operation, correspondingly.

In this section we prove the first statement of the theorem. Then, the differential in question will be described as an element of the corresponding Steenrod algebra, which will be computed in Sections 2 and 3. Finally, in Section 4 we construct an example of a variety for which the corresponding differential in the spectral sequence is non-trivial. This completes the proof of the Theorem.

Proposition 1.2. $d_{n}=0$ for $p-1 \nmid n-1$.
Proof. As it was shown by Mark Levine [Le], the Adams operations $\psi_{k}$ in $K_{*}(X)$ can be extended to operations acting on the whole Motivic Cohomology spectral sequence. Moreover, their action on the $E_{2}$-term is given by the relation: $\psi_{k}(\alpha)=k^{q} \alpha$ for $\alpha \in H^{*}(X, \mathbb{Z}(q))$. Therefore, all topological arguments proposed by Buchstaber $[\mathrm{Bu}]$ work in this case as well. Since Adams operations commute with differentials, we have:

$$
d_{i} \psi_{k}=\psi_{k} d_{i}: H^{*}(X, \mathbb{Z}(q)) \rightarrow H^{*+2 i-1}(X, \mathbb{Z}(q+i-1)) .
$$

Therefore, one has: $k^{q}\left(k^{i-1}-1\right) d_{i}=0$ and the differential $d_{i}$ annihilates as multiplied by the

$$
\begin{equation*}
\underset{\substack{k=\underset{p \nmid k}{\begin{subarray}{c}{2} }}} \\
{\text { g.c.d. }}\end{subarray}}{ }\left\{k^{q}\left(k^{i-1}-1\right)\right\} \stackrel{\text { def }}{=} M(q, i) \tag{1.4}
\end{equation*}
$$

(These integers are sometimes called Kervaire-Milnor constants ${ }^{1}$.) Since for $p-1 \nmid$ $i-1$ we have: $p \nmid M(*, i)$, the differentials of these degrees vanish.
Corollary 1.3. We have: $p d_{p}=0$.
Proof. Since one has: $M(*, p)=p$, the corollary follows.
Lemma 1.4. Differential $d_{n}$ is a bistable cohomological operation of degree ( $2 n-$ $1, n-1)$ on the category of Voevodsky's motivic spaces [Vo4].

Proof. Since every space can be obtained as a colimit of smooth schemes and the Motivic spectral sequence is functorial, one can extend it term-wise to the whole category of spaces.

To prove stability, it is sufficient to show that the following diagram commutes:

where $\Sigma$ denotes the $T$-suspension morphism and $T$ is the Tate object. The space $T \wedge X$ is $T$-homotopically equivalent to $\left(\mathbb{P}^{1}, \infty\right) \wedge X$. Motivic cohomology groups of the latter space appear as shifted cohomology groups of $X$ itself and the isomorphism may be delivered by multiplication with the Tate element $\sigma$. Since the spectral sequence differentials satisfy the Leibnitz rule, it is suffices to check that $d_{n}(\sigma)=0$ that follows by the dimension reasons.

## 2. Computation of $\mathbb{Z}_{(p)}$-Steenrod algebra torsion

Denote the set of bistable cohomological operations of degree $\{i, j\}$, sending motivic cohomology with coefficients in a group $S$ to one with coefficients in some group $T$ by $\mathcal{O} \mathcal{P}^{i, j}(S, T)$. In particular, set $\mathcal{A}^{i, j}(S)=\mathcal{O} \mathcal{P}^{i, j}(S, S)$. For an Eilenberg-Mac Lane space $K(S, n)$ one can choose a universal element $\varepsilon$ in the group $H^{n}(K(S, n))$, corresponding to the identical morphism of the space $K(S, n)$. Applying the $T$ suspension map to the element $\varepsilon$, one obtains the element $\Sigma \varepsilon$, i.e. the homotopy class of morphisms: $\Sigma K(S, n) \xrightarrow{f_{n}} K(S, n+1)$. Finally, using this morphism, one can construct an inverse system of the groups $H^{i+2 n, i+n}(K(S, n), T)$ as shown in the diagram below.

$$
H^{i+2 n+2, i+n+1}(K(S, n+1), T) \xrightarrow{\xrightarrow{f_{n}^{*}} \longrightarrow H^{i+2 n+2, i+n+1}(\Sigma K(S, n), T)} \begin{align*}
& \downarrow  \tag{2.1}\\
& H^{i+2 n, i+n}(K(S, n), T)
\end{align*}
$$

One sets:

$$
\begin{equation*}
\mathcal{O P}^{i, j}(S, T)=\underset{\leftarrow}{\lim _{\overleftarrow{n}}} H^{i+2 n, j+n}(K(S, n), T) . \tag{2.2}
\end{equation*}
$$

For motivic cohomology all the construction above can be made explicit. Following Voevodsky [Vo3, Vo4], for a smooth scheme $X$ over $k$ one considers $\mathbb{Z}_{t r}(X)$

[^0]the presheaf of abelian groups on the category $S m / k$ of smooth algebraic varieties of finite type, which takes $U$ to the abelian group generated by all cycles on $X \times U$, which are finite and equidimensional over $U$. For an abelian group $A$ set $A_{t r}:=A \otimes \mathbb{Z}_{t r}$ and one defines $K(A, n)$ as the pointed sheaf of sets associated with the presheaf
\[

$$
\begin{equation*}
K_{A, n}^{p r e}: U \mapsto A_{t r}\left(\mathbb{A}^{n}\right)(U)(U) / A_{t r}\left(\mathbb{A}^{n}-\{0\}\right)(U) \tag{2.3}
\end{equation*}
$$

\]

If $A$ is a commutative ring, there exist multiplication morphisms

$$
\begin{equation*}
K(A, n) \wedge K(A, m) \rightarrow K(A, n+m) \tag{2.4}
\end{equation*}
$$

induced by the morphism sending a pair of cycles to their external product. The presheaf $A_{t r}\left(\mathbb{P}^{n}, \infty\right)(U)$ gives another equivalent model of the motivic EilenbergMac Lane spaces. This fact, together with existence of the canonical morphism $\left(\mathbb{P}^{n}, \infty\right) \rightarrow A_{t r}\left(\mathbb{P}^{n}, \infty\right)$ enables us to endow the sequence of the spaces $K(A, n)$ with bonding maps

$$
\begin{equation*}
\left(\mathbb{P}^{1}, \infty\right) \wedge K(A, n) \rightarrow K(A, n+1) \tag{2.5}
\end{equation*}
$$

and enrich this sequence with the structure of a $\left(\mathbb{P}^{1}, \infty\right)$-spectrum. ${ }^{2}$
Later we will need the following statement:
Proposition 2.1. ${\underset{n}{\overleftarrow{n}}}_{\lim ^{1}} H^{i+2 n, j+n}(K(S, n), T)=0$.
Proposition 2.2. The $p$-torsion in the $\mathbb{Z}_{(p)}$-Steenrod algebra is equal to $\mathbb{Z} / p$, i.e. ${ }_{p} \mathcal{A}^{2 p-1, p-1}\left(\mathbb{Z}_{(p)}\right)=\mathbb{Z} / p$.
Proof. Consider a universal coefficient sequence corresponding to the coefficient sequence

$$
\begin{equation*}
0 \longrightarrow \mathbb{Z}_{(p)} \xrightarrow{p} \mathbb{Z}_{(p)} \xrightarrow{\text { red }} \mathbb{Z} / p \longrightarrow 0 \tag{2.6}
\end{equation*}
$$

Since the higher inverse limits vanish, it looks as

$$
\begin{equation*}
0 \rightarrow \mathcal{A}^{i, j}\left(\mathbb{Z}_{(p)}\right) / p \rightarrow \mathcal{O} \mathcal{P}^{i, j}\left(\mathbb{Z}_{(p)}, \mathbb{Z} / p\right) \rightarrow{ }_{p} \mathcal{A}^{i+1, j}\left(\mathbb{Z}_{(p)}\right) \rightarrow 0 \tag{2.7}
\end{equation*}
$$

In Section 4 we construct a nontrivial operation $d_{p}$ of degree $(2 p-1, p-1)$ with $\mathbb{Z}_{(p)}$-coefficients. Our investigation of Adams operations implies that $p d_{p}=0$. Therefore, the group ${ }_{p} \mathcal{A}^{2 p-1, p-1}\left(\mathbb{Z}_{(p)}\right)$ is non-trivial. Below, in Proposition 3.1 we show that $\mathcal{O} \mathcal{P}^{2 p-2, p-1}\left(\mathbb{Z}_{(p)}, \mathbb{Z} / p\right)=\mathbb{Z} / p$. Hence, there is an epimorphism $\mathbb{Z} / p \rightarrow$ ${ }_{p} \mathcal{A}^{2 p-1, p-1}\left(\mathbb{Z}_{(p)}\right)$. This completes the proof.

## 3. Computation of the groups $\mathcal{O P}^{*, p-1}\left(\mathbb{Z}_{(p)}, Z / p\right)$

Everywhere in the current section $P^{1}$ denotes the first Steenrod operation in the mod-p Steenrod algebra and red denotes the coefficient reduction operation from $\mathbb{Z}_{(p)}$ to $\mathbb{Z} / p$.

The purpose of the current section is to prove the following proposition:

## Proposition 3.1.

$$
\mathcal{O} \mathcal{P}^{m, p-1}\left(\mathbb{Z}_{(p)}, Z / p\right)=\left\{\begin{array}{l}
\mathbb{Z} / p \text { for } m=2 p-2 \\
\mathbb{Z} / p \text { for } m=2 p-1 \\
0 \quad \text { otherwise } .
\end{array}\right.
$$

${ }^{2}$ It's even become a symmetric motivic spectrum (see [Ja]).

The following operations can be taken as generators in the non-trivial degrees: $P^{1} \circ$ red for $m=2 p-2$ and $\beta \circ P^{1} \circ$ red for $m=2 p-1$, correspondingly. Here $\beta$ is the Bockstein homomorphism, corresponding to the short exact sequence

$$
0 \longrightarrow \mathbb{Z} / p \longrightarrow \mathbb{Z} / p^{2} \longrightarrow \mathbb{Z} / p \longrightarrow 0
$$

Remark 3.2. Since the second grading of all groups considered in this section is equal to $p-1$, we will omit it for shortness.

Before we prove the Proposition, let us recall the following fact due to Voevodsky [Vo, Vo3]:

## Proposition 3.3.

$$
\mathcal{A}^{m}(Z / p)= \begin{cases}\mathbb{Z} / p & \text { for } m=2 p-2 \\ \mathbb{Z} / p \oplus \mathbb{Z} / p & \text { for } m=2 p-1 \\ \mathbb{Z} / p & \text { for } m=2 p \\ 0 & \text { otherwise }\end{cases}
$$

and the following operations can be taken as generators in the corresponding degrees: $P^{1},\left\{\beta \circ P^{1}, P^{1} \circ \beta\right\}$, and $\beta \circ P^{1} \circ \beta$.

We will also need the following lemma.
Lemma 3.4. The groups $\mathcal{O P}(\mathbb{Z} / p,-)$ and $\mathcal{O} \mathcal{P}(-, \mathbb{Z} / p)$ are $p$-torsion groups.
Proof. All elements of these groups are stable cohomological operations from (or to) cohomology groups with $\mathbb{Z} / p$ coefficients. Since all such operations are additive and the addition in the groups corresponds to the addition of the operations, one has: $p \alpha=0$ for any operation $\alpha$ of the considered type.

## Proposition 3.5.

$$
\mathcal{O P}^{m}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right)=\left\{\begin{array}{l}
\mathbb{Z} / p \text { for } m=2 p-1 \\
\mathbb{Z} / p \text { for } m=2 p \\
0 \quad \text { otherwise }
\end{array}\right.
$$

The following operations can be taken as generators in the non-trivial degrees: $\mathfrak{B} \circ$ $P^{1}$ for $m=2 p-1$ and $\mathfrak{B} \circ P^{1} \circ \beta$ for $m=2 p$, respectively. Here $\beta$ is as above and $\mathfrak{B}$ is the Bockstein homomorphism, corresponding to the coefficient short exact sequence

$$
0 \longrightarrow \mathbb{Z}_{(p)} \xrightarrow{p} \mathbb{Z}_{(p)} \longrightarrow \mathbb{Z} / p \longrightarrow 0
$$

Remark 3.6. One can easily verify that $\beta=\operatorname{red} \circ \mathfrak{B}$.
Proof. Consider a cohomology long exact sequence corresponding to the coefficient short sequence

$$
\begin{equation*}
0 \longrightarrow \mathbb{Z}_{(p)} \xrightarrow{p} \mathbb{Z}_{(p)} \xrightarrow{\text { red }} \mathbb{Z} / p \longrightarrow 0 \tag{3.1}
\end{equation*}
$$

It looks as

$$
\begin{equation*}
0 \longrightarrow \mathcal{O P}{ }^{i}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right) \xrightarrow{\text { red }} \mathcal{A}^{i}(\mathbb{Z} / p) \xrightarrow{\mathfrak{B}}\left(\mathcal{\mathcal { P } ^ { i + 1 }}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right) \longrightarrow 0\right. \tag{3.2}
\end{equation*}
$$

(This long exact sequence splits into short fragments since the multiplication by $p$ map is here zero.) Setting $i>2 p$, one has, due to 3.3: $\mathcal{O P}{ }^{i}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right)=0$. Similarly, for $i<2 p-2$, one has: $\mathcal{O} \mathcal{P}^{i}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right)=0$. Letting $i=2 p$, one obtains
an isomorphism: $\mathcal{O} \mathcal{P}^{2 p}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right) \stackrel{\text { red }}{\sim} \mathcal{A}^{2 p}(\mathbb{Z} / p)=\mathbb{Z} / p$ and one can see that the preimage of the generator $\beta \circ P^{1} \circ \beta$ in $\mathcal{A}^{2 p}(\mathbb{Z} / p)=\mathbb{Z} / p$ is the operation $\mathfrak{B} \circ P^{1} \circ \beta$. Finally, taking $i=2 p-1$, one gets the short-exact sequence:


Obviously, the generator $\mathfrak{B} \circ P^{1}$ of $\mathcal{O} \mathcal{P}^{2 p-1}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right)$ passes to the generator $\beta \circ P^{1}$ of $\mathcal{A}^{2 p-1}(\mathbb{Z} / p)$ and $P^{1} \circ \beta$ passes to $\mathfrak{B} \circ P^{1} \circ \beta \in \mathcal{O} \mathcal{P}^{2 p}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right)$.
Proposition 3.7. There exists the following natural isomorphism: $\mathcal{P}^{i}\left(\mathbb{Z} / p, \mathbb{Z}_{(p)}\right) \simeq$ $\mathcal{O} \mathcal{P}^{i-1}\left(\mathbb{Z}_{(p)}, \mathbb{Z} / p\right)$. The groups on the right-hand-side are generated by the operations $P^{1} \circ$ red and $\beta \circ P^{1} \circ$ red in the degrees $i=2 p-2,2 p-1$, correspondingly.

Before we start to prove this proposition, let us make a remark about EilenbergMac Lane spaces. Using the functoriality of the given above construction, one can build two morphisms of spaces $\times p$ and red (multiplication by $p$ and coefficient reduction), corresponding to the maps $\mathbb{Z}_{(p)} \xrightarrow{\times p} \mathbb{Z}_{(p)}$ and $\mathbb{Z}_{(p)} \xrightarrow{\text { red }} \mathbb{Z} / p$, respectively.

We will need the following statement:
Lemma 3.8. For every $n$ the sequence $K\left(\mathbb{Z}_{(p)}, n\right) \xrightarrow{\times p} K\left(\mathbb{Z}_{(p)}, n\right) \xrightarrow{\text { red }} K(\mathbb{Z} / p, n)$ yields the long exact sequence:

$$
\cdots \rightarrow H^{*-1}\left(K\left(\mathbb{Z}_{(p)}, n\right)\right) \rightarrow H^{*}(K(\mathbb{Z} / p, n)) \xrightarrow{\text { red }^{*}} H^{*}\left(K\left(\mathbb{Z}_{(p)}, n\right)\right) \rightarrow \cdots
$$

Proof. One should check that the space $K(\mathbb{Z} / p, n)$ is homotopically equivalent to the cone of the morphism $\times p$. Since the composite red $\circ \times p$ is trivial, by the universality of the cone, one has the morphism Cone $(\times p) \rightarrow K(\mathbb{Z} / p, n)$. Let us also note that both the spaces $K(\mathbb{Z} / p, n)$ and Cone $(\times p)$ represent the same cohomology group $H^{*}(-, \mathbb{Z} / p)$. The homotopy equivalence follows by the abstract nonsense.

Proof of Proposition 3.7. Applying the previous lemma and taking into account vanishing of the higher inverse limits, one gets the following commutative diagram: (3.4)


Assuming that the bottom diagonal arrow is an isomorphism, one can construct the dotted arrow and show, using simple diagram hunting that it is an isomorphism as well. It's also obvious that the bottom diagonal arrow exists and becomes an isomorphism for $i<2 p-2$. The induction runs.

## 4. Non-triviality of the differential

The purpose of the current section is to construct a variety that has a non-trivial differential in its $p$-local Motivic spectral sequence. Let $k$ be the field as above. Let $\mathcal{D}$ be a central simple algebra over $k$ of prime degree $p$. Denote by $G$ the norm variety $S L_{1, \mathcal{D}}$. Since $G$ is a twisted form of $S L_{p}$, its dimension is $p^{2}-1$.

In the current section we prove the following statement:
Theorem 4.1. Consider the Motivic spectral sequence corresponding to the variety $G$. Its second term is

$$
E_{2}^{i, j}=H^{i-j}\left(G, \mathbb{Z}_{(p)}(-j)\right) \Rightarrow K_{-i-j}\left(G, \mathbb{Z}_{(p)}\right)
$$

Then the differential $d_{p}: E_{2}^{1,-2} \rightarrow E_{2}^{p+1,-p-1}$ in this spectral sequence is nontrivial.

First of all, consider the Brown-Gersten-Quillen spectral sequence (BGQ), converging to the $K$-groups of $G$ and having the second term:

$$
E_{s t}^{2}(G)=H^{s}\left(G, \mathcal{K}_{-t}\right) \Rightarrow K_{-s-t}(G)
$$

where $H^{s}\left(X, \mathcal{K}_{-t}\right)$ are $\mathcal{K}$-cohomology groups. From now on we will omit mentioning the coefficient ring in the notation whenever it is possible.

The following statement implies Theorem 4.1.
Theorem 4.2. The differential $d_{p}: E_{2}^{1,-2} \rightarrow E_{2}^{p+1,-p-1}$ in the considered $B G Q$ spectral sequence is non-trivial.

In order to show that 4.2 implies 4.1, let's, first, mention that the differentials in question act from the diagonal $s+t=-1$ to $s+t=0$. Now the desired statement easily follows from the proposition below.

Proposition 4.3 (Suslin [Su2]). For a norm-variety there exists a canonical morphism between corresponding motivic spectral sequence and $B G Q$ spectral sequence inducing isomorphisms on the diagonals $s+t=-1$ and $s+t=0$.

Remark 4.4. Let's mention that both spectral sequences under consideration are concentrated in the region: $s \geq 0, t \leq 0$, and $s+t \leq 0$.

Let's now look at the BGQ spectral sequence above. Its first term can be rewritten as a direct sums of $K$-groups:

$$
\begin{equation*}
E_{1}^{s t}=\coprod_{x \in X^{(s)}} K_{-s-t} F(x) . \tag{4.1}
\end{equation*}
$$

Here $X^{(s)}$ denotes the set of all generic points of codimension $s$ in $X$ and $F(x)$ are residue field of the corresponding point. In particular, one has:

$$
\begin{align*}
E_{2}^{s,-s} & =H^{s}\left(G, \mathcal{K}_{s}\right)=\operatorname{Coker}\left(\coprod_{x \in X^{(s-1)}} K_{1} F(x) \rightarrow \coprod_{x \in X^{(s)}} K_{0} F(x)\right)  \tag{4.2}\\
& =\operatorname{Coker}\left(\coprod_{x \in X^{(s-1)}} F^{*}(G) \rightarrow \coprod_{x \in X^{(s)}} \mathbb{Z}_{(p)}\right)=C H^{s}\left(G, \mathbb{Z}_{(p)}\right) .
\end{align*}
$$

Therefore, the 0-th diagonal of the $E^{2}$-term of BGQ spectral sequence consists of the Chow groups. So that, the spectral sequence looks like this:

$$
\begin{equation*}
C H^{0}(G) \tag{0}
\end{equation*}
$$

$H^{0}\left(G, \mathcal{K}_{1}\right) \quad C H^{1}(G) \quad 0 \quad \ldots$


It's shown, for example, in [Le2] that $K_{0}(G)=\mathbb{Z} \cdot 1$, where 1 lies in codimension 0 . Therefore, since the spectral sequence converges to the adjoint filtration on the $K$-groups and one has $K^{(i / i+1)}=0$ for $i>0$, all the positively indexed Chow groups should be annihilated by some differentials.

On the other hand, one can conclude from the previous section (or show it applying the Chern character), that $d_{i}=0$ for $i \leq p-1$. So, one has $C H^{i}(G)=0$ for $i \leq p$ and in order to show the non-triviality of the differential $d_{p}: H^{1}\left(G, \mathcal{K}_{2}\right) \rightarrow$ $C H^{p+1}(G)$ (i.e. prove Theorem 4.2), one just should check the following claim:

Proposition 4.5. For a non-split algebra $\mathcal{D}$, one has: $C H^{p+1}\left(S L_{1, \mathcal{D}}\right) \neq 0$.
We try to compute the group $C H^{p+1}\left(S L_{1, \mathcal{D}}\right)$ in a different way. Denote by $X=S B(\mathcal{D})$ the Severi-Brauer variety of dimension $p-1$ corresponding to the algebra $\mathcal{D}$. For the projection map $G \times X \rightarrow G$ consider a filtration of the base by codimension of points and write down the corresponding spectral sequence (see Rost[Ro]):

$$
\begin{equation*}
E_{1}^{s t}(n)=\coprod_{g \in G^{(s)}} H^{t}\left(X_{F(g)}, \mathcal{K}_{n-s}\right) \Rightarrow H^{s+t}\left(G \times X, \mathcal{K}_{n}\right), \tag{4.3}
\end{equation*}
$$

where $X_{F(g)}=X \times \operatorname{Spec} F(g)$ is a fiber over the generic point $g$. The $E_{1}$-term of this spectral sequence is concentrated in the strip given by the conditions: $0 \leq t \leq p-1$ and $s+t \leq n$. These dimension conditions easily imply the following statement.

Lemma 4.6. For $n>p$ one has: $E_{2}^{n-p-1, p-1}(n)=0$.
Proof. Observe, first, that due to a result of Suslin $[\mathrm{Su}], H^{*}\left(G \times X, \mathcal{K}_{*}\right)$ is a module over $H^{*}\left(X, \mathcal{K}_{*}\right)$ generated by Chern classes $c_{j} \in H^{j}\left(G \times X, \mathcal{K}_{j+1}\right)$. This implies that $C H^{i}(G \times X)=0$ for $i>p-1$. So, the spectral sequence converges to zero in the degree $s+t=n$. Since there is no differentials affecting the term $E_{2}^{n-p-1, p-1}(n)$ of the spectral sequence, one has: $E_{2}^{n-p-1, p-1}=E_{\infty}^{n-p-1, p-1}=0$.

Below we will also need one statement due to Merkurjev and Suslin, which we reproduce here.

Proposition 4.7 ( [MS, Corollary 8.7.2]). Let $\bar{k}$ be the algebraic closure of $k$. For a Severi-Brauer variety $X$ of dimension $p-1$, set $\bar{X}=X \times \operatorname{Spec} \bar{k}$. Then

$$
\begin{equation*}
H^{i}\left(X, \mathcal{K}_{i}\right)=C H^{i}(X)=p \mathbb{Z}_{(p)} \subset \mathbb{Z}_{(p)}=C H^{i}(\bar{X}) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
H^{i}\left(X, \mathcal{K}_{i+1}\right)=\operatorname{Nrd} \mathcal{D}^{*} \subset \bar{k}^{*}=H^{i}\left(\bar{X}, \mathcal{K}_{i+1}\right) \tag{4.5}
\end{equation*}
$$

provided that $1 \leq i \leq p-1$. (Here Nrd denotes the group of the reduced norms.)
Proposition 4.8. The following equalities hold:

$$
E_{2}^{p+1-t, t}(p+1)= \begin{cases}0, & \text { for } t \neq 0 \\ C H^{p+1}(G), & \text { for } t=0\end{cases}
$$

Proof. The case $t=p-1$ is exactly the conclusion of Lemma 4.6. Applying Proposition 4.7, one gets the isomorphisms

$$
\begin{array}{r}
E_{1}^{p+1-t-m, t}(p+1)=\coprod_{g \in G(p+1-t-m)} H^{t}\left(X_{F(g)}, \mathcal{K}_{t+m}\right)  \tag{4.6}\\
\simeq \coprod_{g \in G^{(p+1-t-m)}} H^{p-1}\left(X_{F(g)}, \mathcal{K}_{p-1+m}\right)=E_{1}^{p+1-t-m, p-1}(2 p-t)
\end{array}
$$

for $1 \leq t \leq p-1$ and $m=0,1$. Taking into account the functoriality of BGQ spectral sequence and Lemma 4.6, one obtains the commutative diagram:

that yields the equality: $E_{2}^{p+1-t, t}(p+1)=E_{2}^{p+1-t, p-1}(2 p-t)=0$ by Lemma 4.6. This proves the first case of the proposition. The group $E_{2}^{p+1,0}(p+1)$ is a cokernel of the map

$$
\coprod_{g \in G^{(p)}} H^{0}\left(X_{F(g)}, \mathcal{K}_{1}\right) \rightarrow \coprod_{g \in G^{(p+1)}} H^{0}\left(X_{F(g)}, \mathcal{K}_{0}\right) .
$$

Therefore, it equals to

$$
\begin{equation*}
\text { Coker }\left(\coprod_{g \in G^{(p)}} F(g)^{*} \rightarrow \coprod_{g \in G^{(p+1)}} \mathbb{Z}\right)=C H^{p+1}(G) \tag{4.8}
\end{equation*}
$$

From now on we are going to consider only the case $n=p+1$. So, we omit for good mentioning $n$ in the notation. Consider the term $E_{2}^{1, p-1}$ that equals to the middle-term homology of the complex:
(4.9)

$$
\coprod_{g \in G^{(0)}} H^{p-1}\left(X_{F(g)}, \mathcal{K}_{p+1}\right) \rightarrow \coprod_{g \in G^{(1)}} H^{p-1}\left(X_{F(g)}, \mathcal{K}_{p}\right) \rightarrow \coprod_{g \in G^{(2)}} H^{p-1}\left(X_{F(g)}, \mathcal{K}_{p-1}\right)
$$

and denote it by $V$. There are no differentials coming to this term and the only potentially non-trivial differential leaving $V$ is $d_{p}: V \rightarrow E_{p}^{p+1,0}=C H^{p+1}(G)$. To complete the proof of Proposition 4.5, it suffices to check the following:

Proposition 4.9. The map $d_{p}: V \rightarrow C H^{p+1}(G)$ is non-zero.
Proof. The spectral sequence yields the following boundary short exact sequence: $H^{p}\left(G \times X, \mathcal{K}_{p+1}\right) \xrightarrow{\varphi} V \xrightarrow{d_{p}} C H^{p+1}(G)$. So that, it is sufficient to establish that $\varphi$ is not an epimorphism. Consider the base-change commutative diagram corresponding to the morphism $\operatorname{Spec} \bar{k} \rightarrow \operatorname{Spec} k$, where $\bar{k}$ is the algebraic closure of $k$.


The desired statement easily follows from the following two claims:
Lemma 4.10. Im $\chi$ is divisible by $p$.
Proof. This follows from the above mentioned (see the proof of Lemma 4.6) decomposition

$$
\begin{equation*}
H^{p}\left(G \times X, \mathcal{K}_{p+1}\right)=\coprod_{i>0} c_{i} C H^{p-i}(X) \tag{4.11}
\end{equation*}
$$

and the fact that the map $C H^{i}(X) \rightarrow C H^{i}(\bar{X})$ is a multiplication by $p$ due to Proposition 4.7.
Proposition 4.11. The map $\psi: V \rightarrow \bar{V}$ is an epimorphism.
Proof. First, consider the BGQ spectral sequence converging to the $K$-groups of the Severi-Brauer variety $X$. This spectral sequence has no non-trivial differentials affecting the two highest diagonals. Moreover, if the base field is algebraically closed, all the differentials in the spectral sequence vanish (see [MS, 8.6.2]).

The infinity term of BGQ consists of consequent factor-filtration groups of $K(X)$. Taking into account the triviality of differentials mentioned in the previous paragraph, there exist the boundary maps:

$$
\begin{equation*}
H^{p-1}\left(X, \mathcal{K}_{p-1+m}\right) \rightarrow K_{m}(X)^{(p-1)} \tag{4.12}
\end{equation*}
$$

where $m=0,1,2$. These maps are isomorphisms for $m=0,1$ and for $m=2$, provided that the base field is algebraically closed. Since $(p-1)$ ! is invertible in the coefficient ring, the topological filtration coincide with the $\gamma$-filtration. The desired filtration is generated by the image of the corresponding $\gamma$-operation. Using Quillen's computation [Qu] one has isomorphisms $K_{m}(X)^{(p-1)} \simeq K_{m}\left(\mathcal{D}^{\otimes(p-1)}\right)$. Denoting $\mathcal{D}^{\otimes(p-1)}$ by $\mathcal{F}$, we obtain the maps: $H^{p-1}\left(X_{g}, \mathcal{K}_{p-1+m}\right) \xrightarrow{\rho_{m}} K_{m}(F(g) ; \mathcal{F})$
for $m=0,1,2$, which are isomorphisms for $m=0,1$ and isomorphism for $m=2$ provided that the base-field is algebraically closed. As a result, one gets the map $\rho_{*}$ from the complex (4.9) to the complex:

$$
\begin{equation*}
K_{2}(F(G) ; \mathcal{F}) \rightarrow \coprod_{g \in G^{(1)}} K_{1}(F(g) ; \mathcal{F}) \rightarrow \coprod_{g \in G^{(2)}} K_{0}(F(g) ; \mathcal{F}) \tag{4.13}
\end{equation*}
$$

inducing the epimorphism map $\tilde{\rho}$ on the middle-term homology groups. The latter map becomes an isomorphism after passing back to the algebraic closure and yields the following commutative diagram:


Let us, finally, show that the bottom arrow is an epimorphism. First, observe that $\bar{G}=S L_{n}(\bar{k})$ and $H^{1}\left(\bar{G}, \mathcal{K}_{2} ; \overline{\mathcal{F}}\right)=H^{1}\left(S L_{n}, \mathcal{K}_{2}\right)=\mathbb{Z}_{(p)}$ with a natural choice of a generator, given by the first Chern class (see [Su, Theorem 2.7]). Consider the base-change diagram:


Consider the universal element $\alpha \in K_{1}(G ; \mathcal{F})$ defined as in [Su, Section 4]. It is constructed in such a way that its image $f(\alpha)$ in $K_{1}\left(S L_{n}\right)$ is the universal matrix element. Then, due to $\left[\mathrm{Su}\right.$, Theorem 2.7], $\bar{c}_{1} f(\alpha)=1$. Hence, the map $\omega$ is an epimorphism and so is $\psi$.

Proof of Proposition 4.9 Assume, that the map $\varphi$ is an epimorphism. From the proof of the previous Lemma we already know that $\bar{V}=\mathbb{Z}_{(p)}$. Since $\psi$ is also an epimorphism, we can chose an element $x \in H^{p}\left(G \times X, \mathcal{K}_{p+1}\right)$ such that $\psi \varphi(x)=1$. Then, by Lemma 4.10, one has that $1=\bar{\varphi} i(x)$ is $p$-divisible. Contradiction.

## References

[BL] Bloch, S. and Lichtenbaum, S. A Spectral Sequence for Motivic Cohomology. www.math. uiuc.edu/K-theory/0062, (preprint).
[Bu] Buchstaber, V.M. Modules of differentials of the Atiyah-Hirzebruch spectral sequence. Mat. Sb. (N.S.) 78 (120) 1969 307-320.
[Gr] Grayson, D. Weight filtrations via commuting automorphisms. K-Theory 9 (1995), no. 2, 139-172.
[FS] Friedlander, E. and Suslin, A. The spectral sequence relating algebraic K-theory to motivic cohomology. Ann. Sci. Ecole Norm. Sup. (4) 35 (2002), no. 6, 773-875.
[Ja] Jardine, J.F. Motivic Symmetric Spectra. Documenta Math. 5 (2000), 445-553.
[KM] Kervaire, M. and Milnor, J. Bernoulli numbers, homotopy groups, and a theorem of Rohlin. 1960 Proc. Internat. Congress Math. 1958 pp. 454-458 Cambridge Univ. Press, N.-Y.
[Le] Levine, M. Steenrod operations, degree formulas and algebraic cobordism. Pure Appl. Math. Q. 3 (2007), no. 1, 283-306.
[Le2] Levine, M. The algebraic K-theory of the classical groups and some twisted forms. Duke Math. J. 70 (1993), no. 2, 405-443.
[MS] Merkurjev, A. and Suslin, A. K-cohomology of Severi-Brauer varieties and the norm residue homomorphism. Izv. Akad. Nauk SSSR Ser. Mat. 46 (1982), no. 5, 1011-1046.
[Qu] Quillen, D. Higher Algebraic K-theory I. Lecture Notes in Math., 341, Springer-Verlag, 1973, 85-147.
[Ro] Rost, M. Chow groups with coefficients. Doc. Math. 1 (1996), No. 16, 319-393 (electronic).
[Su] Suslin, A. K-theory and $\mathcal{K}$-cohomology of certain group varieties. Algebraic $K$-theory, 53-74, Adv. Soviet Math., 4, Amer. Math. Soc., Providence, RI, 1991.
[Su2] Suslin, A. Private communication.
[Su3] Suslin, A. On the Grayson spectral sequence. Труды Мат. инст-та им.Стеклова 241 (2003), Теория чисел, Алгебра и Алгебраическая геометрия, 218-253; translation in Proc. Steklov Inst. Math. 2003, no. 2 (241), 202-237.
[Vo] Voevodsky, V. Motivic Eilenberg-Mac Lane spaces. www.math.uiuc.edu/K-theory/0864, (preprint).
[Vo2] Voevodsky, V. Motivic cohomology groups are isomorphic to higher Chow groups in any characteristic. Int. Math. Res. Not. 2002, no. 7, 351-355.
[Vo3] Voevodsky, V. Reduced power operations in motivic cohomology. Publ. Math. Inst. Hautes Etudes Sci. No. 98 (2003), 1-57.
[Vo4] Voevodsky, V. $\mathbb{A}^{1}$-homotopy theory. Documenta Mathematica, Extra volume ICM 1998, 579-604.


[^0]:    ${ }^{1}$ Probably, after their paper [KM]

