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Real analytlc Eisenstein serles for the Jacobl group

§ o.

0.1.

In t roduat ton.

In their monograph [E-Z], Eiehler-Zagier defined

holomolphie Eisenatein aeriea for the Jaeobi group, atudied basie

properties of them and in particular obtained significant expressions

for the Fourier eoefficients. The aim of this paper is to study real

analytic Eisenstein aeriea for the Jaeobi group which are natural

generalization of holomorphic Eisenstein series of Eichler-Zagier.

Our goal ia to obtain the analytic continuation ef the real analytic

Eisenstein aeries and prove the functional equation. The key to a

proof is to relate the real analytic Eisenstein aeries for the Jacobi

group with those on the upper half plane asaociated with theta

multiplier systems of SL 2 (Z}, and then to make use of a general

theory for real analytic Eisenstein series of SL2(~) due originally

to SeIbers [Se] and to Roelcke [Re 1, 2] in the ease with unitary

multiplier systems. Here we follow Roelcke [Ro 2] and Kubota [Ku].

Tc make concrete the functional equation of the real analytic

Eisenstein aeries for the Jaeobi group is of some importance in

further development of spectral theory for the Jacobi group (in this

connection we refer to Berndt [Be]).

0.2. Ta be more preeise, let m be a positive integer and k an
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integer. Set K= (k-1/Z)/2. Denote by ß the upper half plane. Let r=

SLZ(Z) and r J denote the Jacobi group:

Jr = ((M, (Ad.d, p) I M E r, A' p., P e Zl

with the multiplication law (1.4) in § 1. Denote by r J + theco,

subgroup of r J consisting of elements ((6 ~),(O'Il)'P) with n, p., p e

z. For each integer r with r 2 =O mod 4m and s e ~, define a function

where em(~)= exp(2nim~). The real analytic Eisenstein series

Ek,m,r((~'z),s) (~ e 5, z E ~) of weight k and index m with respect

to r J is defined as follows:

E1t , m, r ( ( 1; , z) , s )

= L
rJ \rJl' e =,+

where y=(M,(A,A),P) e r J with M=(~ ~). The Eisenstein series

Ek ,ID,r((1;,Z) ,s) is absolutely convergent for Re(s» 5/4 and, if k>3

and s is evaluated at S=K, Ek,m,r((~,Z),K) coincides with the

holomorphic Eisenstein series of Eichler-Zagier. Our main result is

that Bk ((~,z),s) are analytically continued to meromorphic,m,r

functions of s in the whole complex plane which satisfy a certain

functional equation (see § 3 for the explicit form of the functional

equation). In particular if m is a square free positive integer and k

is even, there exists the unique Eisenstein series El{,mtO((~'z),s)

and it satisfies the simple functional equation:
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~~i th

~(s)= e-nik/2.Z2-2snr(2s-1) .>(48-2) n
/2ffi r(s+k:)r(S-K) t(4s-1) plm

In this paper we discussed only the case of

1+p3/2-2s

1+p1/2-2s

r=SLZ(Z) far the sake

af simplicity. However it can be shawn that far arbitrary subgroup r

af SLZ(Z) with finite index, certain real analytic Eisenstein aeries

with respect to the Jacobi group r J is well-defined, and moreover

that such real analytic Eisenstein series are analytically continued

to meromorphic functiona in the whole complex plane whioh satisfy a

functional equation similar to that in the oase of r=SLZ(Z).

The author would like to thank Max-Planck-Institut fUr Mathematik

in Bonn far supporting hirn financially in 1989.

§ 1. Theta muLtLpLLer system

First we recall classical theta aeries. Denote by ß the upper

half plane. Let m be a fixed positive integer throughout the whole

paper and let R denote the Z-module Z/ZmZ cf residue classes mod

2m. We write eIDta) (resp. e(~)) as an abbreviation of exp(2~im~)

(resp. exp(2nia)) far any a E (. Set, for each r € R,

ar(~JZ)= L
q E Z

("t E 5, Z E 11:).

Denote by V the ~-vector space of column vectors (xr)reR (x r e ~)

- 3 -



indexed by the set R. We define the positive definite hermitian

scalar product (x,y)

I: xrYr.
r e R

We line up the theta series ar(~'z) aa a column vector:

In the sequel we take the branch of z~ (z~o, a e ~) with -n<argz~.

For M e SL2(~)' we define the standard automorphic factor J(M,~) by

J(M,"t)= c~+d wi th M= (~ ~), -r e 3.

with

Moreover, for any real number ~, we define the eocycle

aa in [Fi, Definition 1.3.1]:

(1 (A,B)= e(~w(A,B))
~

2nw(A,B)= argJ(A,B"t)+argJ(B,~)-argJ(AB,~),

(1 (A,B)
. ~

where argz is taken so that -n<argz~. The number w(A,B) is

independent of the choice of "t and takes the values 0, ±1. The theta

aeries er(~'z) satisfies the well-ltnown theta transformation formula:

( 1 . 1 )

where M("t,Z)=(M"t, Z__) , and ~here U(M) is a certain unitary matrix
c~+d

of aize 2m wi th respect to the sealar pro·duct ). We set

X(M)= U(M), the complex conjugate of U(M).

Via the transformation formula (1.1), x(M) satisfies the following

property aa a multiplier system,
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( 1 .2)

For each reH, we denote by er the column vector of V whose i-th

component ({ e R) is one or zero according as i=r or not. Then

{e} R forms an orthonormal basis of V. Let L denote the matrix of
r rE

size 2m characterized by Le = e for any r e R. Sincer -r 8(-'C,z)=

~ ar(~,z)er' it is easy to see from (1.1) that
r e R

( 1 • 3 )

We note here that the theta multiplier system X of SL 2 (Z) does not

satisfy the condition a) of Definition 1.3.4 of [Fi].

Denote by J
G = {( M, (A' J,l) , p) I M e SL Z ( IR) , A, J,l, p e ~} the Jacobi

group of degree one. For two elements g.=(M·,(A·,J,l·),p·) (j=1,2) of
J J J J J

JG , the multiplication glgZ is given by

( 1 • 4 ) gIg 2 = (M1 M2 • (.1.1' 111 ) M2 + (.1.2 • 112 ) • PI +P2 + (.1.1 ' 111 ) M2 ( - :~) ) •

JThe Jacobi group G acts on the product space ~x~ in the following

manner; for g=(M,(A,J,l),P) e aJ
and (~,z) E ~x~,

( ) (M
Z+A~+J,l)g "'[,z = ~,

c~+d
( ac bd)with M being e SLZ(~).

Let k be a fixed integer. For any function ~: ~x~ ~ ~ and

J
g=(M,(A,J,l),P) E G , we set

Then,

( 1 . 5 )
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We recall the definition of Jacobi forms. For simplicity we assume

that r= SL2 (Z). We set

Jr = {(M, (A'J,l) ,p) I M E r, At #.1, P E Zl,

Jwhich is a discrete subgroup of G • A holomorphic function ~(~,z) on

~x~ is said to be a Jacobi form of weight k and index m with respect

to r J , if ~ satisfies the following two conditions:

( i) . ~ Ik , my= t/J for any y E r J
•

(ii) The funetion ~(~,z) has a Fourier expansion of the form:

~(~,z)= ~ c(n,r)e(n~+rz)

n,r e Z

with c(n,r)=O unless Z4mn-r ::t.O.

We denote by Jk,m(r) the space cf Jacobi forms of weight Ir and index

m with respect to r
J

. Set, for simplicity,

( 1 .6) ~(k-
1 ).K= -
2

We define an automorphic factor jM("[)= jM(~,l() (M e SL
Z

(IR) ) by

( 1 .7)

Then this automorphic faetor has the property

( 1.8)

Let ~k-l/Z(r,x) be the space consisting of V-valued functions f on

~ which satisfy the following two conditions:

(i) (Im(~))-Kf(~) is holomorphic on 3 and also at the cusp ~.

for all M E r.
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Each Jacobi form ~(~,z) e Jk,m(r) has the unique expression as a

linear combination of theta series:

( 1 .9) (see [E-Z, p.58, (5)]).

Then the collection f=(f) R of f 's becomes an automorphic form ofr re r

~k-l/2(r,x) by the transformation formula (1.1). As is shown in

[E-Z, Theorem 5.1], the space Jk,m(r) of Jacobi forms is isomorphie

to ~k-1/2{r,x) via the correspondence

t/J ---.. f=(f) R'r re

§ 2. ReaL anaLytLo ELsensteLn serLes ~Lth theta m~LtLpLLer

sest€m

In § 2, § 3, we assurne that k is an integer (not necessarily

positive). Let K be the number given by (1.6). We first note that the

following identity for the theta multiplier system X given in § 1

( 2 . 1 )

( 2 . 2 )

is immediately verified by (1.2). Let r=SL 2 (Z) and let r
m

be the

(01 11)subgroup of r generated by and -1 2 . It is easy to see from

the theta trnnsformation formula (1.1) that

2x(a ~))er= er:
m

n )er far any r E R.

Denote by R(2) the subset of R consisting of r mod 2m with

r=-r mod 2m. Immediately, R(2)=(O mod 2m, m mod 2m}. Set, for each

r e R,
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and

Then,

w =r

*w =r

[

(er+(-1)ke_r)/2

(e
r

+ (-1 )h: e _r ) //"2 r e R-R(2)

R
(Z)

r e

r e R-R(2).

( 2 . 3 ) Lw = (-1)kw and
r r for any r e R.

Let R
null denote the subset of R given by

R
null = {r E RI r 2 eO mod 4m}.

Now we define the Eisenstein series null .(r ER) assoclated

with the theta multiplier system X, following Roelcke [Ro 2, § 10].

R
nullSet, for each r E ,

( 2 .4)

The well-definedncss of the V-valued function Er(~'s), is easily

verifigd by (2.1), (2.2), (2.3), (1,3), (1.7) and (1.8). The

Eisenstein aeries Er(T,S) is absolutely convergent for Re(s»l, and

behaves like an automorphic form of ~k-1/2(r,x). Namely,

( 2 .5)

Since kw =(-1) W ,we get, immediately,
r -r

for all M E r.

( 2 .6) (r E R
null ).
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Now we discuss the Fourier expansion of Er(~'s) in a manner similar

to [Rol, p.301], [Ro2, p.294, Lemma 10.2].

LEMMA 2.1. Let lOT any peR.

Proof. We get, by (1.3), (1.7), (2.3) nnd (2.5),

which campletes the proof of the assertion.

There exists a subset R of R with the propcrty

q.e.d.

R= R(2) u R u (-R} (disjoint union),

where -R= (-rl r e R}. We pick up such a subset Rand fix it anee and

~ (2) * -for all. If k is even (resp. odd), then, wr (r e R uR), wr (r e R)

(resp. wr (r eR), w; (r e R u R(2))) form an orthonormal basis of v.

According to Lemma 2.1, the Eisenstein serics Er(~'s) has an

expression as a linear combination of w 'a
p

with certain functions gp(~'s) (p e ~ u R(2)). We note that if k is

odd, then w =0 for p e R(2). Set, for each peR,p

where <x> for x eRdenotes the real number with x-<x> e Z and

O~<x><l. We define the subsets Rk and R~Ull ef R aa fellows:
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and

( if lt is even,

if k is odd,

Rnu1I _ R Rnull
k - k n ·

Then the formula (2.5) for M=(Ö ~) (n e Z) and (2.2) impIy that

( 2 • 7 ) for any p e Rk .

By virtue cf the identity (2.6), we need the Eisenstein series

Er(~'s) only for r € R~ull. We see easily from (2.7) that, if p e

R _Rnull th () h h F" . f h fk Ir ' en grp ~,s aa t e ourler expansl0n 0 t e arm:

grp(~'S)= n;-co

M 1"f Rnulloreover p e k then the following Fourier expansion holds:

grp(~'S)= urp(n,s)" + n~-co qrp,n(n,s)e(n~) (~=~+in),

n..:O

where the constant term urp(n,s) is given by the integral

For r, p e H, let örp denote the Kronecker symbol. Thus using the

definition (2.4) of Er(~'s), we have, in a usual manner,

R
null

(r, p e k and Re(s»l),

where in the summation c runs over all positive integers and d runs

over the residue classes mod c with (c,d)=1, end where, for integers
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e, d with (e,d)=1, M=(~ ~) is chosen so that M e r. An elementary

ealeulation shows that the integral on the right hand aide of the

above equality is equal to

( 2 .8) with

Thus we obtain

PROPOSITION 2.2.
null

Let r e Rk . Then the ELsensteLn serLes

Er(~'s) has the loLLo~Ln9 express Lon:

S 1-8
L (~rpn +n ~rp(S) )Wp +

P E R~Ull

Re ( s) >1 ) ,

~here each qrp(~'s) (p E Hk) has the FourLer expansLon 01 the form

qrp(~'S)= [
CD

:L
n=-CD

L
n=-CD,

..• pER _Rnul1
k k

qrp n(n,s)e(n~) ... pERnull
n_O ' k ·

( Re ( s ) >1 ) ,

Horeover, the functLon ~rp(S) (r, p E R~ull) Ls gLven as 10LLo~s:

~rp(S)= e-~iKY(K;S} L
(e,d)=1
e>O, d mod c

~here, lor coprLme Lntegers e, d, M=(~~) Ls chosen so that M E r.

The funetions ~rp(s) (r, p e R~ull) play an important role to

deseribe the funetional equation of the Eisenstein series Er(~'s).

Denote by t the eardinality cf the set Rnull We setCD k ..
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~(s)= (~rp(S)) Rnull
r,p E k

which is a matrix of size t~ whose (r,p)-component is ~rp(s).

PROPOSITION 2.3. Let r, p E Rnlrull. Then, ffl (g)- in (S)\. Trp - Tpr ·

In another ~ord, t~(s}= ~(s).

Proof. For M= (~ ~) e SL2 (~) , we write c(M} far the entry c. Let

r+ be the subgroup af r genera ted by (6 i) · Denote by B+(r) the
~

Bubset of r consisting of M e r with c(M»O. The set B+(r} ia bi-

invariant under the left and right multiplication of elements of r+.
CD

Denote by r+\B+(r)/r+ a complete set of representatives of the
co co

double cosets of B+(r} by r:. Accoding to Proposition 2.2, «Jrp(s)

has a slightly modified expression:

(Wr,X(M)wp )

C(M)2s

The set r:\B+(r)/r: and c(M) are invariant under the

correspondence M~ _M- 1 . We get x(M)-1=x(M- 1 ), sinee

([Fi, p.1S, (1.3.6)]). Thus we have

(2.9) = eJtiKy(;:;s) I:

M E r:\B+(r)/r:

-1
(w ,x(M) ~)

p r

C(M)2s

JtiK (Wp,x(-M}Wr )
= e 1'(;:;s) I: -

M E r:\B+(f}/r: c(M)2s

Sinee c(M»O, u2K(M,-1 2 )=-1. Moreover by (2.3), x(-12}wr = _e2JtiKwr
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nullfor any r e Rk • Thus we see immediately from the sccond equality

of (2.9) that ~rp(s) = ~pr(s). q.e.d.

Let ~ be a usual fundamental domain of r=SL 2 (Z) in ~ given by

,= {-r=.f:,+in e (;1 -1/2<.t;~1/2, 1-c1~1 a.nd ~~O on l-cl:!}.

Let ~ denote the space of measurable functions f: ß ~ V
K

satisfying the following two conditions:

i ) f(M-r)= x(M)jM(-r)f(1:) for any M

?

J"ii) Ufn"': ( f ( 1:) , f ( 1:) ) dro ( -r ) < +c:o,

where dro(1:): -2 For two elementsn d~dn·

E r,

f, g of ~K' the scalar

product (f,g) is defined by

( f , g ) = S (f ( 1:) I g ( 't) ) dCL) ( 1:) •,
Then ~K forms a Hilbert space with respect to the scalar product

(f,g). Now we describe the Maass-Selberg relation for Er(-r,s). Take a

positive number Y sufficiently large. Set

y
~ = {l: E ~I Im(-r»Y} and

We define a compact form

y ( Er ( "'t, S ) -ur ( n , s) ••• i f 1: e ~y ,
Er(-r,s)=

Er("'t,s) •.• if 1: E 'y'

where ur(n,s) is the constant term of the Fourier expansion of

Er ( 't, S ) :
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8
ur(n,s)= TI

We extend Y
Er(~'s) to the whole upper half plane ~ b~'" putting

Then,

far any M e r and ~ e ~.

PROPOSITION 2.4 (Maass-Selberg relation). Let r, q e Rnu11
andlt

take Y suffioLentLy Large. If Re(s), Re(s' »1, then,

(2.10)
S-8'

(E;( ,a) ,EY
q ( ,s'))= 'IJrq (s' )_Y_

s-s'

y-S+S'
- 'IJrq (S)

S-9'

+
1

s+s'-l
(

S+8' -1 "'" -, -8-'8' +1)
~ Y - ~ 'IJrp (S)qJpq(S )Y
rq peRnull

k

Proof. First assume that Re(s»Re(s'»l. By the definition of

a compact form, the scalar product

Bum of the following three integrals

Y Y(E ( , s ) ,E ( , s' )) becomes the
r q

1
1

, 1
2

and 1 3 :

1 1= J:'F (Er ( "'[ , s ) ,Eq ( "'[, s' ) )dc.> ( "'[) I

Y

1 2 = f:'FY ( Er ( "'[ I S ) - U r ( n I S ) ,Eq ( "'[ , s') ) dCil ( "'[) I

1 3= f:'FY (Er("'[,s)-ur(n,S),-uq(n,s')dc.>("'[).

Immediately, 1
3

=0. By a usual calculation with the use of (2.5), we

get
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J nS ( Wr ' Eq ( T , S J ) ) dcu ( T) :,

M':y

L cp (s)J
null rp ~y

p e Rk

We may take the set {~=~+in e ~I -1/2<~~1/2, O<n~Y) aa

Therefore using the Fourier expansion of Eq(~'S') (Proposition 2.2),

we get

Thus wi th the help of Proposi tio' 2.3, the relation (2.10) holds under

the condition Re(s»Re(s'»l. By the analytic continuation as

funetions of s, the relation (2.10) holds also for Re(s), Re(s'»l.

q.e.d.

As is explained in [Ra, p.293], it ean be shown that by means of

Selberg [Se] the Eisenstein series Er(~,8) and also ~(s) have

analytic continuations to meromorphic funetions in the whole s-plane.

Then we may follow Roelcke [Ro2] and prove the functional equations of

Er(~'s) and ~(s) likewise ([Ro2, Satz 10.1, 10.2, 10.3 and 10.4]).

Or equivalently, we may proceed similarly aa in Kubota's book [Ku].
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We can prove in a manner similar to [Ku, Ch.III, IV] that ~(s) and

then Er(~'s} are analytically continued to holomorphic functiona of

s in the region Re(a)~1/2 except on the interval (1/2,1], and

moreover that the Maass-Selberg relation in Proposition 2.4 holds if

Re(s), Re{s' )~1/2. In the relation (2.10) taking the limit of s ~

1/2+it, s' --4 1/2+it (t e ~, t~O) with the condition Re(s),

Re(s'»1/2 being kept, we see that

on the line s= 1 +it (t e ~, t~O),
2

since the left hand side of (2.10) is bounded. In another ward,

(2.11) on Re(s)=1/2, s~1/2.

Thus by virtue of the reflection principle, ~(s) is analytically

continued to a meromorphic function in the whole s-plane satisfying

the functional equation

~(s)~(l-s)= It ·
CD

We line up the Eisenstein series Er(~'s) as folIows:

E(~,s)= ( ••• , E (~,s), ••• ) 11'
r reRnu

Ir

which i8 a 2mxt matrix. We consider the difference
CIO

on the line Re(s)=1/2.Er(~'s) - L ~rq(S)Eq(~'S)

q R
null

E Ir

The constant term of the Fourier expansion of (2.12) is identically

(2.12 )

zero by Proposition 2.2 and (2.11). Using a procedure similar to that

in Theorem 4.1.2 of [Ku], we see that the difference (2.12) is also
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identically zero. Thus,

- t -
E(~,s)= E(~,s) ~(s).

Therefore again by the reflection principle, each Er(~'s) (r e R~ull)

is analytically continued to a meromorphic function in the whole s-

plane satisfying the functional equation

t
E(~,l-s)= E(~,s) ~(l-s).

Furthermore using a little more precise argument (for instance [Ro2,

Satz 10.3, 10.4]), we obtain the following main result far the

Eisenstein series.

PROPOSITION 2.5. The ELsensteLn sertes Er(~,8) and each ~rp(8)

null
(r, p e Rk ) have the anaLytLo oontLnuatLons to meromorphLc

functLons 01 S Ln the ~hoLe compLex pLane ~hLoh are hoLomorphLc Ln the

regLon Re(s)~1/2 except on the LnteruaL (1/2,1]. Eaoh Er(~'s) has

onL-y sLmpLe poLes on thLs intervaL, and has a poLe at SOE (1/2,1], LI

and onL'y LI ~rr(s) so does. Then E(~,s) and ~(s) satLsfv the

functLonaL equatLons

t
E(~,l-s)= E(~,s) ~(l-s) aM ~(s)~(l-s)= It ·

~

§ 3. ReaL anaL-ytLo ELsensteLn serLes lor the JaoobL group

The aim of this section i8 to obtain the analytic continuations

and the functional equations far the real analytic Eisenstein series

of the Jacobi group with the help of those of the real analytic
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Eisenstein series Er(~'s).

For each integer r with r 2EO mod 4m and s e (, let ~r,s(~'z) be

the function given by (0.1) in the introduction. Let r J be them,+

subgroup of r J defined by

Following Eichler-Zagier ([E-Z, p.25, (8)]), we define the real

analytic Eisenstein series Ek (~,z),s) for the Jacobi group by,m,r

The well-definedneas of

( 3 • 1 ) Ek,m,r«~'z),s)=

(1.5) and the fact that

'lJ r ,slk,mY1= ~r,s
J

for any )'1 e r m ,+·

The Eisenstein aeries Ek,m,r«~'z),s) has the following expression

~

q e Z
( 3 .2) Ek,m,r((~'z),s)= ~

M e r:\r
2

em((q+ 2:) M-.: +2(q+ 2:) C-.::d
2

cz )
c't;+d '

where, for Me r, M=(~ ~). We see easily from this expression that

Elt,m,r((~'z) ,a) is absolutely convergent for Re(s»5/4 and depends

only on r mod 2m. Therefore for each r e Rnull , we can define

Ek,m,r(~'z),s) by (3.1). The following properties are an immediate

consequence of the definition (3.1):

i ) (Ek , m, r ( ( ) , s) Ik , mY) ( ~ , z ) = E1t , m, r ( ( ~ , z ) , s )

- 18 -
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ii) If k>3 and s i8 evaluated at 8=K, then, Ek,m,r( (~,z) ,K)

coincidea with the holomorphic Eisenstein series of Eichler-Zagier.

The important fact on the Eisenstein aeries is that Ek ((~,z),s),m,r

i8 connected with the Eisenstein series Er(~'s) in § 2 via the

correspondence (1.9). For each r E R, let Er be the symbol given by

e =r ( 2

./2

r E R(2)

r e R-R(2).

PROPOSITION 3.1. Let r E R
null

. Then,

Proof. By (3.2), and then using the transformation farmula

(1.1), we have

2
-lt S-K m (-cz )Ek m r( (~,z),s)= L +\ J(M,~) (Im(M~)) e ---- ar(M(~,z))

t , M e r r c~+d
a::l

fram which the assertion of the proposition folIows. q.e.d.

We line up EI ((~,z),s) as a column vector of t -components:
t ,m, r a::l

Set

t
Eit , m ( ( ~ , z) , s ) = (Eh: m r ( ( ~ , z ) , s) ) nu11 e q: a::l

t , reR
h:
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CIJ*(S)= KCIJ(s)K- 1 ,

where K ia a matrix of aize t~ whose (r,p)-component (r, p E R~Ull)

* *is equal to Erbrp ' Then the (r,p)-component ~rp(s) of ~ (a) is

-1
given by ErEp ~rp(s).

The following theorem easily follows from Propositions 2.5 and 3.1.

THEOREM 3.2.

Elt , m, r ( ( ~ I Z ) , s )

null
For eaoh r ER, the ELsensteLn serLes

Ls ana Lyt Lea L Ly oon t LTi'ued to a meromorph Le funet Lon Ln

the ~hoLe s-pLane. It Ls hoLomorphLo Ln the regLon Re(s)~1/2 except

on the Ln terva 1.. (1/2, 1] and has on L'y s imp Le po Les on th Ls Ln terva z..

*The l-unotLons Ek,m( (~Jz) ,a) and ~ (9) satLs/y the functionaL equatLons

*EI ( ( "'C , Z ) , 1- s ) = ~ (1 - s ) Ek ( ~ , z) , s )t,m rm and t *~ (s)CIJ (1-9)= It ·
CD

Horeover, Ek,m,r«-CrZ)'s) (r E R~Ull) are ~-LLnearl.y Lndependent.

Now we calculate the "constant term" of the Fourier expansion

where the "oonstant term" means the partial sum

:L
n,q e Z, 4mn=q2

For the caluculation we follow the method cf Eichler-Zagier [E-Z,

eh. I, § 2].

We divide the sum on the right aide cf the identity (3.2) in two

parts according aa 0=0 or c~O. Thus using the identity

2
cz

c-c+d
=

2 2
(z-X/c) + aX

"t:+d/c c

- 20 -
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we have

( 3 • 3 )

with

12·Ek , m , r ( ( "C, Z ) , s ) = Er ( ( 't: , Z ) , s) + Er ( ( "[ , z ) , s )

( 3 • 4 )
?E; ((-~, z) , s ) = l:

(e,d)=1
0.=0

l:
q E Z

x

2m( (z-(q+r/2m)/e) a 2)
e - + -(q+r/2m) ,

"C+d/o e

where, for coprime integers c, d (c~O), an integer a is chosen so

that ad=1 mod c. We introduce the infinite series F((1:,z),s):

F( ("[,z) ,s)= I:
p,q E Z

which is absolutely convergent for Re(s»3/4. The function F(('t:,z),a)

coincides with F1 ("[,z) of [E-Z, p.19] if S=K. Replacing q by A-Cq'{ ,m

(q' E Z, A mod c) on the right hand aide of (3.4), we get

( 3. 5 )
2 CI)

Er ( ( "C, Z ) , s )= l:
0=1

L
d mod c
(d,c)=l

L
J.. mod 0 02s+1/2

x

The funotion F(("[,z),s) is periodio in 1: and z with period 1 and

has the Fourier expansion of the form

- 21 -



( 3 .6)

with

F( ("t,z) ,s)= I:
n,q e Z

Y (n,s)e(n~+qz)n,q

Integrating first with respect to x, we get

Changing the variable with ~ ~ n~, we have

(z=x+iy).

Since we have the integral formula

(for Y(K;S), see (2.8)),

( 3 • 7 )

2
the Fourier coefficient nn,q("t's) \{ith 4mn=q is given as folIows:

1- 2s . 1 /2 (2) 2Yn q(n,s)= n .e-n1 { Y(K;s)exp - ~ nq (4mn=q ).
'~ 2m

2 2For coprime integers c, d (c~O) and integers r, q with r =q EO mod 4m,

set

G(r,q;c,d)= I: e m( ~(A+r/2m)2- ~(A+r/2m)+ ~ ),
A mod c 4cm

where an integer a is chosen so that adEl mod c. The well-definedness

of G(r,q;c,d) is easily checked. In an elementary manner,

G(r,q;c,d)= L e ID
( ~(q/2m-a(A+r/2m})2+ ~(A+r/2m)-ab(A+r/2m}2),

A mod c

where B, b are chosen so that (~ ~) E r. Since r23q2EO mod 4m, we have

- 22 -



( 3 • 8 ) G(r,q;c,d)= L e m ( ~((q-ar)/2m-aA)2)
A mod c

We see from (3.8) that G(r,q;c,d) depends on r mod 2m and q mod 2m.

According to (3.5), (3.6) and (3.7), the "constant term" of the

2Fourier expansion of Er{(~'z),s) is given explicitly by

( 3 .9)
l-S-K -nik/2 ( . )n e y K,8

x

where ~rq{s) (r, q E Z mod 2m with

series defined by

2 2r =q 50 mod 4m) is the Dirichlet

( 3.10) -IIrq ( s) = c~-l L
d mod c
(d,c)=l

G(r,q;c,d)

2s+1/2c

Moreover we see immediately from (3.8) thnt

Thus the expression (3.9) turns out

( 3 . 11)

Accordingly by (3.3) and (3.11), the "constant term" of the Fourier

expansion of Ek ((~,z),s) equals,m,r

e-nilt / 2 (K'S)S-K k l-s-K y,n (ar(~,z)+(-l) e_r{~'z)) + n .--------------
/ 2m

- 23 -

x



On the other hand, by Propositions 2.2 and 3.1, the "constant term"

of Ek,m,r«~'z),s) eoincides with

+ n1 - s - K L ere~l~rp(s)(ap(~,z)+(-!)ke_p(~'z))

P R
null

E k

We note that ap(~,z)+(-1)k9_p(~'Z) (p e R~Ull) are ~-linearly

independent. Comparing these two expressions of the "constant term",

we obtain the following.

PROPOSITION 3.3. Rnu11
Let r, p e k · Than,

COROLLARY 3.4. Rnu11
Let r, p E k . Then,

:I:
(e,d):!
e>O, d mod c

(wr,X(M)wp ) =

c 2a

e-ni / 4 2 k
-----.----.(~ (s)+(-l) ~ (s)),j'2ID e e rp r,-p

r p

~here M=(~~) LS ohosen so that Me r.

The proof is immediate from Propositions 2.2 and 3.3.

Finally we give an example in which ~(s) is explicitly determined.
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W th t · f' t' . t Th Rnull _e assume a m 18 a square ree POS1 1ve 1n eger. en, -

{O mod 2m} and hence t =(l+(-l)k)/2. Therefore we assume that k is
co

even. In this oase there exists the unique Eisenstein series

Ek,m«~'z),s)= Ek,m,O«~'z),s), and ~(s)=~OO(s) is a scalar function.

We get, by (3.8) and (3.l0),

tPOO ( s ) = 1: 1:
c=1 ,)., mod 0

1:
d mod 0
(d,e)=1

1 . e ( d m,)., 2) .
28+1/2 co

Let p.{n) (n E Z, n>O) be the Möbius funotion. Using a triol{ in [E-Z,

P. 20], we have

co 1
1JtOO{s)= 1: 1: 1: 2 J.dc/a)a

c=1 ,)., mod c 02s+1/2 al (e, m,)., )

1

Thus,

= 1: 1:
c=1 ale

1:
A mod c, mA 2 CO mod a 02s+1/2

Il(c/a)a •

N(a)
( 3 .12)

where

1 co

"00(8)= ·ll:
t(2s-1/2) =1

) ,
28-1/2a

N(a)= #{,)., mod al m,).,2 50 mod a}.

It is easy to see that

( 3 . 13) N(ab)= N(a)N(b) if (a,b)=1.

Therefore to simplify the summation in (3.12), it suffices to

calculate the loeal faetor

Zp(s)= l:
n=O

- 25 -
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Then an elementary calculation shows that

if (p,m)=1,

.... if plrn.

1-491-p

(1_p2-4s)(1_pl/2-2s)

1+p3/2-2s

I_p2-4s

By (3.12), (3.13) and (3.14), we have

( 3 . 14)

(3.15) ~oo(s)= t(4s-2). n
t(4s-1) plm

1+p3/2-2s

1+pl/2-2s

The follow~ng is due to Theorem 3.2, Proposition 3.3 and (3.15).

PROPOSITION 3.5. Let m be a square /ree posi,tLve Lnteger and k

an .auen Lnteger. Then the ELsensteLn serLes Ek,m«~'z),s) satLs/Les

the /unctLonaL equat{,on

Elt , m( ( "[ , z ) , 1 - s ) = (J) ( 1 - s ) Elt , m( ( "[ , z ) , s )

lJ{,th

'k/2 1+p3/2-2s
(J)(s)= e-n1 Y(K;S) .~(4s-2). " . __

j'2m t(4s-1) plrn 1+pl/2-2s

Remark. In this ease the funetional equation ~(s)(J)(1-s)=1 is

easily verified with the use of the above expression for ~(s).
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