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Abstract

In this paper we introduce a new notion of a weight structure (w)
for a triangulated category C; this notion is an important natural
counterpart to the notion of t-structures. This allows to generalize
certain results of the previous paper [11] to a large class of triangulated
categories and functors.

The heart of w is an additive Hw ⊂ C; there are no non-trivial
C-distinguished triangles in Hw. We prove that a weight structure
defines Postnikov towers for any X ∈ ObjC (whose "factors" are Xi ∈
ObjHw); these towers are canonical and functorial "up to zero coho-
mology". For any (co)homological functor H : C → A (A is abelian)
we construct a weight spectral sequence T : H(Xi[j]) =⇒ H(X[i+j]);
it is canonical and functorial starting from E2. This spectral sequences
specializes to the usual weight spectral sequences for "classical" realiza-
tions of (Voevodsky’s) motives and to the Atiyah-Hirzebruch sequence
in topology. We prove that K0(C) ∼= K0(Hw) in the bounded case
if Hw is idempotent complete. Under certain restrictions, we prove
a similar equality for K0(End C). We define a canonical conservative
weakly exact functor t from C to a certain weak category of complexes
Kw(Hw).

We also define adjacent weight and t-structures; their hearts are
dual in a very interesting sense.

These results give us a better understanding of Voevodsky’s mo-
tives DM eff

gm ⊂ DM eff
− (that were studied in [11]) and also of the
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stable homotopy category SH (and cellular towers for spectra). We
define a new (Chow) t-structure for DM eff

− which is adjacent to the
Chow weight structure. The philosophy of adjacent structures also
allows to express torsion motivic cohomology of certain motives in
terms of étale cohomology of their "submotives". The latter fact is an
extension of the calculation of E2 of the coniveau spectral sequence
(by Bloch and Ogus). We also calculate very explicitly the groups
K0(SHfin) and K0(End SHfin) (and also certain K0(Endn SHfin) for
n ∈ N).
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Introduction
The purpose of this paper is the introduction of a new formalism of weight
structures for triangulated categories; this notion is an important natural
counterpart to the notion of t-structures.
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In [11] for a triangulated category C with a (negative) differential graded
enhancement a conservative exact weight complex functor t0 : C → K(Hw)
for a certain additive Hw was constructed. For any ’enhanceble’ realization
functor G : C → K(A) for an abelian A a spectral sequence starting from
the cohomology of t0(X) and converging to the cohomology of G(X) was
constructed. It was proved that K0(C) ∼= K0(Hw) if Hw is idempotent
complete.

The first goal of the current paper is to generalize these results to cat-
egories and functors that do not (necessarily) have a differential graded en-
hancement. Our main tool is the (new) formalism of a weight structure (w
for C is defined via Cw≤0, Cw≥0 ⊂ C). We obtain the generalizations wanted
(up to certain modifications) as well as several new results. The main idea
is that a weight structure defines Postnikov towers of objects; these tow-
ers are canonical and functorial "up to cohomology zero". These results
give us a better understanding of Voevodsky’s motives (that were studied
in [11]) and of the stable homotopy category SH (that doesn’t possess any
enhancements of this sort!). In particular, we calculate very explicitly the
groups K0(SHfin) and K0(EndSHfin) (and also certain K0(Endn SHfin) for
n ∈ N). Besides we obtain a certain "weight filtration" on homotopy groups
of spectra; the corresponding "weight" spectral sequence is usually called the
Atiyah-Hirzebruch spectral sequence. The author doesn’t think that all of
these results are new; however they illustrate our methods very well. Note
also that in the topological case the Postnikov tower corresponding to the
weight structure constructed is called a cellular tower; its most basic proper-
ties (parallel to those for the general case studied in the current paper) are
described in §6.3 of [26].

Another goal of the current paper is the exposition of the yoga of adjacent
structures and related spectral sequences results. This concept seems to be
completely new. Under certain conditions (see §4) for a weight structure w
one can construct a certain t-structure which is adjacent to w. Vice versa,
for a t-structure one can often construct adjacent weight structures (such
that either Cw≤0 = Ct≤0 or Cw≥0 = Ct≥0). In particular, this is the case for
the Voevodsky’s category DM eff

− (and the Chow weight structure essentially
constructed in [11]) and for the stable homotopy category (and the Postnikov
t-structure). The hearts of adjacent structures are dual in a very interesting
sense (see Theorem 4.4.2). Moreover, even in the case when an adjacent w
does not actually exist, under certain conditions (that w exists "in the limit")
one could relate the cohomology of X with coefficients in the t-structure
truncations of a "theory"H with the limit ofH-cohomology of certain objects
related to X. These calculations are closely related with the well-known
calculations of the E2-terms of the coniveau spectral sequence; see [9] and

4



[12]. In particular, one can express torsion motivic cohomology of some
motives in terms of étale cohomology of their "submotives" (in a certain
sense). In topology, our spectral sequence results corresponds to the fact
that the Atiyah-Hirzebruch spectral sequence for the cohomology of a space
X with coefficient in a spectrum S could be obtained either by considering
the cellular filtration of X or the Postnikov t-truncations of S. An analogue
of our formulas with étale cohomology replaced by the singular one should
be related to a certain (non-existent yet) "theory of mixed motives up to
algebraic equivalence".

The definition of a weight structure for a triangulated category C is almost
dual to those of a t-structure; yet some properties of these definitions are
surprisingly distinct. The heart Hw of a weight structure is defined in the
same way as the heart of a t-structure; yet if A → B → C → A[1] is a
distinguished triangle in C whose terms belong to Hw then it necessarily
splits. Besides, any weight structure defines a canonical conservative weakly
exact functor t (the weight complex functor) from C to a certain weak category
of complexes Kw(Hw) (which is a factor of K(Hw)). For C = SH we have
Kw(Hw) = K(Hw) ∼= K(Abfr) (the homotopy category of complexes of free
abelian groups); t is exact in the usual sense.

For any (co)homological functor H and X ∈ ObjC one has a spectral
sequence T : H(X i[j]) =⇒ H(X[i+j]) whereX i are the terms of t(X). This
spectral sequence is canonical and functorial starting from E2; it specializes to
the usual weight spectral sequences for "classical" realizations of motives and
to the Atiyah-Hirzebruch sequence for cohomology of spectra (in topology).

Predecessors of the definition of a weight structure were the classical
notions of "filtration bete" (see §3.1.7 of [5]) and of connective spectra (see
§7 of [22]). Still, our axiomatics and most of main results are completely
new. The only exception known to the author is that a part of Theorem
4.5.2 (those that concerns t-structures) is a slight generalization of Theorem
1.3 of [19]. Besides, recently weight structures were also (independently)
introduced by D. Pauksztello (he called them co-t-structures), see [28]; some
of easier results of the current paper were also proved there. In [11] a weight
structure was (essentially) constructed for Voevodsky’s motives. A similar
construction for Hanamura’s motives was described in §1 of [18] (see property
(6) in the end of the §1 loc. cit.); note that in §4 of [11] it was proved that
Hanamura’s category of motives is anti-equivalent to (the rational hull of)
those of Voevodsky. Possibly, the so-called cofiltrations considered in [4] are
also related to the subject.

A general example of a category which has a natural weight structure is
the category of twisted complexes over a negative differential graded category;
all these notions are defined in section 6. In [11] these concepts were studied
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in detail; it was shown that the Voevodsky’s category of motives DM s ⊂
DM eff

gm is an example of our situation (without mentioning weight structures
explicitly); we also recall those results here. The relevant definitions and
constructions are described in subsection 6.4 independently from [11]; yet an
interested reader could certainly compare the differential graded versions of
proofs (presented in [11]; see also [6]) with those here.

Another important example of a category with adjacent weight and t-
structures is the stable homotopy category SH. The weight complex functor
in this case computes singular homology and cohomology of spectra, see §4.6.
Note that SH certainly cannot have a differential graded description! The
spherical weight structure is "generated" by the sphere spectrum; it is left
adjacent to the (usual) Postnikov t-structure on SH. A Postnikov tower
corresponding to this weight structure is called a cellular tower; its most
basic properties (parallel to those described here for the general situation)
are described in §6.3 of [26]. Note also that the spherical weight structure
is also defined on the category of finite spectra, whereas the Postnikov t-
structure is not. The reason for this is that the sphere spectrum is finite
whereas Eilenberg-Maclane spectra aren’t.

Our results in [11] easily yield a Chow weight structure for DM eff
gm (and

hence also for DMgm) such that DM eff
gm

w=0 = Choweff ; we describe it in §6.
We also prove in §7.1 that there is a Chow t-structure on DM eff

− that is right
adjacent to the Chow weight structure. Moreover, an easy application of the
weight spectral sequence yields that if the "mixed motivic" cohomology of
motives exists, then its images have certain canonical weight filtration, which
behaves well under regulators.

Now we list the contents of the paper.
In section 1 we give the definition of a weight structure w in a triangu-

lated category C. We describe some other basic definitions and prove their
(relatively) simple properties. Our central objects of study are weight de-
compositions of objects and morphisms. We also describe certain Postnikov
towers for object of C that come from weight structures.

In section 2 we describe the weight spectral sequence T (H,X) (for X ∈
ObjC and a (co)homological functor H : C → A) that comes from the
Postnikov towers described. It is canonical and functorial starting from E2. It
specializes to the "usual" weight spectral sequences for "classical realizations"
of varieties (or motives; at least with rational coefficients). Moreover, in this
case the spectral sequence degenerates at E2 and its E2-terms are exactly
the graded pieces of the weight filtration.

In section 3 we define the weight complex functor t. Its target is a certain
"weak category of complexes" Kw(Hw). Kw(Hw) is a factor of K(Hw)
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which is no longer triangulated; yet the kernel of the projection K(Hw) →
Kw(Hw) is an ideal whose square is zero so our ("weak") weight complex
functor is not much worse than the "strong" one (as constructed in [11] in
the differential graded case). In particular, t is conservative, weakly exact,
and preserves the filtration given by the weight structure (in the bounded
case). We conjecture that the "strong" weight complex functor exists also;
see Remark 3.3.4 and §8.3. Besides, in some cases (for example, for all
subcategories of SH mentioned in this paper) we have Kw(Hw) = K(Hw).
Our main tool of study is the weight decomposition functor WD : C →
K

[0,1]
w (C); see Theorem 3.2.2.
In section 4 we prove that weight structures are closely related to t-

structures. In particular, in several cases a triangulated category possesses
simultaneously a t-structure and a weight structure which are "dual" in a
very interesting sense. In the case when structures are adjacent we have
a certain duality of their hearts, whereas spectral sequences coming from
these structures are closely related (by Deligne’s decalage). We also prove
that a weight structure could often be described in terms of some "negative"
additive subcategory of C.

In §4.6 we apply our results to the study of the stable homotopy cat-
egory. It turns out that the weight complex for it calculates the singular
(co)homology of spectra. Besides our results immediately yield a certain
"weight filtration" on homotopy groups of spectra (and the corresponding
"weight" spectral sequence).

In section 5 we prove that a bounded C is idempotent complete iff Hw
is; the idempotent completion of a general bounded C has a weight struc-
ture whose heart is the idempotent completion of Hw. If C is bounded and
idempotent complete then K0(C) ∼= K0(Hw). In §5.4 we study a certain
Grothendieck group of endomorphisms in C. Though it is not always iso-
morphic to K0(EndHw), it is if Hw is regular in a certain sense. Besides, we
can still say something about K0(EndC) in the general case. In particular,
this allows us to generalize Theorem 3.3 of [8] (on independence of l for traces
of "open correspondences"); see also §8.4 of [11]. As an application of our re-
sults, we also calculate explicitly the groups K0(SHfin) and K0(EndSHfin)
(along with their ring structure). We also extend these results to the calcu-
lation of certain K0(Endn SHfin) for n ∈ N.

In section 6 we translate the results of [11] into the language of weight
structures. In particular, we show that Voevodsky’s DM eff

gm (⊂ DMgm) ad-
mits the Chow weight structure whose heart it Choweff (resp. Chow). This
allows us to prove that weight spectral sequences for realizations ("almost
the same as" those described in §7 of [11]; see §6.4) exists for any realiza-
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tions (not necessarily admitting a differential graded enhancement) and do
not depend on the choice of enhancements.

In section 7 we show that the Chow weight structure of DM eff
gm extends

to DM eff
− and admits a right adjacent Chow t-structure (whose heart is the

category Choweff∗ = AddFun(Choweff , Ab) ⊃ Choweff ). We prove that
any possible (conjectural) "mixed motivic" t-structure induces a canonical
"weight filtration" on the values of the corresponding homological functor
DM eff

gm → MM . We prove that (a certain version of) the weight complex
functor can be defined on DM eff

gm without using the resolution of singularities
(so one can define it for motives over any perfect field).

Next, we apply the philosophy of adjacent structures to express the coho-
mology of a motif X with coefficients in homotopy (t-structure) truncations
of anyH ∈ ObjDM eff

− in terms of the limit ofH-cohomology of certain "sub-
motives" of X. These calculations are closely related with the well-known
calculations of the E2-terms of the coniveau spectral sequence; see [9], [12],
and also [27]. In particular, one can express torsion motivic cohomology
of certain motives in terms of étale cohomology of their "submotives" (this
requires Beilinson-Lichtenbaum conjecture). As a partial case, we obtain
a formula for the (torsion) motivic cohomology with compact support of a
smooth quasi-projective variety.

In section 8 we show that a weight structure w on C which induces a
weight structure on a triangulated D ⊂ C yields also a weight structure on
the localization C/D. Next we prove a funny result: functors represented by
compositions of t-truncations with respect to distinct t-structures could be
expressed in terms of the corresponding adjacent weight structures (as certain
images). We prove (by an argument due to A. Beilinson) that any f -category
enhancement of C yields a "strong" weight complex functor C → K(Hw).
We also describe other possible sources of conservative "weight complex-like"
functors (they are "usually" conservative) and related spectral sequences.

The author is deeply grateful to prof. A. Beilinson, prof. J. Wildeshaus,
prof. S. Schwede, and prof. S. Podkorytov for their interesting remarks, and
to prof. Bruno Kahn for his remarks to the preprint [11] which resulted in
the invention of weight structures.

Notation. For a category C, A,B ∈ ObjC, we denote by C(A,B) the set
of A-morphisms from A into B.

For categories C,D we write C ⊂ D if C is a full strict subcategory of D.
Recall that D is called strict if it contains all objects in ObjC isomorphic to
those from ObjD.

For a category C, X, Y ∈ ObjC we say that X is a retract of Y if idX
could be factorized through Y . Note that if C is triangulated or abelian then
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X is a retract of Y iff X is its direct summand. For an additive D ⊂ C the
subcategory D is called Karoubi-closed in C if it contains all retracts of its
objects in C.

X ∈ ObjC will be called compact if the functor X∗ = C(X,−) commutes
with arbitrary direct sums.

For a category C we denote by Cop the opposite category.
C will usually denote a triangulated category; usually it will be endowed

with a weight structure w (see Definition 1.1.1 below). We will use the
term "exact functor" for a functor of triangulated categories (i.e. for a for a
functor that preserves the structures of triangulated categories). We will call
a covariant additive functor C → A for an abelian A homological if it converts
distinguished triangles into long exact sequences; homological functors Cop →
A will be called cohomological when considered as contravariant functors
C → A.

For f ∈ C(X, Y ), X, Y ∈ ObjC we will call the third vertex of (any)
distinguished triangle X f→ Y → Z a cone of f . Recall that different choices
of cones are connected by non-unique isomorphisms (easy, see IV.1.7 of [15]).
Besides, in C(A) we have canonical cones of morphisms, see section §III.3 of
[15].

We will often specify a distinguished triangle by two of its morphisms.
The author apologizes for this as well as for absence of certain diagrams
(mostly "octahedron diagrams") that could help to understand this text.

When dealing with triangulated categories we (mostly) use conventions
and auxiliary statements of [15]. For a set of objects Ci ∈ ObjC, i ∈ I, we
will denote by 〈Ci〉 the smallest strictly full subcategory containing all Ci;
for D ⊂ C we will write 〈D〉 instead of 〈ObjD〉.

We will say that Ci generate C if C equals 〈Ci〉. We will say that Ci
weakly generate C if for X ∈ ObjC we have C(Ci[j], X) = {0} ∀i ∈ I, j ∈
Z =⇒ X = 0. We will say that a set of Ci weakly cogenerates C if for
X ∈ ObjC we have C(X,Ci[j]) = {0} ∀i ∈ I, j ∈ Z =⇒ X = 0.

In this paper all complexes will be cohomological i.e. the degree of all
differentials is +1; respectively, we will use cohomological notation for their
terms.

For an additive category A we denote by C(A) the unbounded category
of complexes over A; K(A) is the homotopy category of C(A) i.e. the mor-
phisms of complexes are considered up to homotopy equivalence; C−(A) de-
notes the category of complexes over A bounded above; Cb(A) ⊂ C−(A)
is the subcategory of bounded complexes; Kb denotes the homotopy cate-
gory of bounded complexes. We will denote by C(A)≤i (resp. C(A)≥i) the
unbounded category of complexes concentrated in degrees ≤ i (resp. ≥ i).
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For an abelian A we will denote by D(A), D−(A), Db(A) the correspond-
ing versions of the derived category of A.

Ab is the category of abelian groups; Abfr is the category of free abelian
groups; Abfin.fr is the category of finitely generated free abelian groups.

For additive C,D we denote by AddFun(C,D) the category of additive
functors from C to D (we will be always able to assume that C,D are small).
For an additive A we will denote by A∗ the category AddFun(A,Ab) and
by A∗ the category AddFun(A,Abop). Note that both of these are abelian.
Moreover, Yoneda’s lemma gives full embeddings of A into A∗ and of Aop
into A∗ (these send X ∈ ObjA to X∗ = A(−, X) and to X∗ = A(X,−),
respectively). A′∗ will denote the full abelian subcategory of A∗ generated by
A.

It is easily seen that any object of A becomes projective in A∗. Besides,
any object of A∗ has a resolution by (infinite) direct sums of objects of A.
These fact are rather easy; the proofs can be found in the beginning of §8 of
[25].

The definition of a cocompact object is dual to those of a compact one:
X ∈ ObjC is cocompact if C(

∏
i∈I Yi, X) =

⊕∏
i∈I C(Yi, X) for any set I

and any Yi ∈ ObjC such that the product exists.
We list the main definitions of this paper. Weight structures, Cw≥0, Cw≤0,

and weight decompositions of objects are defined in Definition 1.1.1; Hw (the
heart of w), Cw=0, Cw≥l, Cw≤l, C [j,i], non-degenerate, and bounded (above,
below or both) weight structures are defined in Definition 1.2.1; Xw≤i and
Xw≥i+1 are defined in Remark 1.2.2; C−, C+, and Cb are defined in Defini-
tion 1.3.3; several notation and definitions for weight decomposition of mor-
phisms, (infinite) weight decomposition of objects, and Postnikov towers for
objects are introduced in §1.5; the weight filtration of functors is introduced
in Definition 2.1.1; the weight complex of objects is defined in Definition
2.2.1; weight spectral sequences (denoted by T (H,X)) are introduced in §2.3
and §2.4; T / MorA (T is an ideal of morphisms for A) is defined in Defini-
tion 3.1.1; A/T is defined in Remark 3.1.2; the weak category of complexes
Kw(A), distinguished triangles in it, and weakly exact functors are defined
in Definition 3.1.6; the weight decomposition functor WD and the weight
complex functor t are described in Theorem 3.2.2; t-structures are recalled
in §4.1; countable homotopy colimits and their properties are described in
§4.2; negative subcategories, Karoubi-closures, and small envelopes are in-
troduced in Definition 4.3.1; the categories SH and SHfin of spectra are
mentioned in Corollary 4.3.3; adjacent (weight and t-structures) are defined
in Definition 4.4.1; negatively well-generating sets of objects are defined in
Definition 4.5.1; more categories of spectra, singular cohomology, and singu-
lar homology Hsing of spectra are considered in §4.6; we discuss idempotent
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completions in §5.1; K0-groups of Hw, C, EndHw, EndC, EndnHw, and
EndnC are defined in §5.3 and §5.4; regular additive categories are defined
in Definition 5.4.2; differential graded categories and twisted complexes over
them are defined in §6.1; truncation functors tN are constructed in §6.3; the
spectral sequence S(H,X) is considered in §6.4; we recall SmCor, J , H,
DM eff

− , DM s, DM eff
gm , and DMgm in §6.5.

1 Weight structures in triangulated categories:
basic definitions and properties; auxiliary state-
ments

In this section we give the definition of a weight structure w in a triangulated
category C (in §1.1) (this includes the notion of a weight decomposition of
an object). We give other basic definitions and prove their certain simple
properties in §1.2 and §1.3. We recall certain auxiliary statements that will
help us to prove that the weight decomposition is functorial (in a certain
sense) in §1.4. We study weight decompositions of morphisms, infinite weight
decompositions and Postnikov towers for objects in §1.5.

1.1 Weight structures: definition and simple examples

Definition 1.1.1 (Definition of a weight structure). A pair of subclasses
Cw≤0, Cw≥0 ⊂ ObjC for a triangulated category C will be said to define a
weight structure w for C if they satisfy the following conditions:

(i) Cw≥0, Cw≤0 are additive and Karoubi-closed (i.e. contain all retracts
of their objects that belong to ObjC).

(ii) "Semi-invariance" with respect to translations.
Cw≥0 ⊂ Cw≥0[1], Cw≤0[1] ⊂ Cw≤0.
(iii) Orthogonality.
For any X ∈ Cw≥0, Y ∈ Cw≤0[1] we have C(X, Y ) = {0}.
(iv) Weight decomposition.
For any X ∈ ObjC there exists a distinguished triangle

B[−1]→ X → A
f→ B (1)

such that A ∈ Cw≤0, B ∈ Cw≥0.

The triangle (1) will be called a weight decomposition of X.
The basic example of a weight structure is given by the stupid filtration

on the homotopy category of complexes over an arbitrary additive category
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A. We will omit w in this case and denote by K(A)≤0 (resp. K(A)≥0) the set
of complexes that are (up to homotopy) retracts of complexes concentrated
in degrees ≤ 0 (resp. ≥ 0). Its heart (see Definition 1.2.1 below) lies in the
idempotent completion of A (it is its small envelope; see part 3 of Definition
4.3.1 below). Moreover, we will see below (cf. Theorems 3.2.2, 3.3.1, and
Remark 3.3.4) that this example is "almost universal" if one fixes the heart.

Note that in the case when A is an abelian category with enough projec-
tives and injectives then often the appropriate version (i.e. we impose some
boundedness conditions) of D(A) is equivalent to K(I) and K(P ) where P
and I denote the categories of projective and injective objects of A. Hence
we see that some triangulated categories can support more then one weight
structure; note that their hearts are usually not isomorphic.

Remark 1.1.2. Obviously, the axioms of weight structures are self-dual (recall
that the same is true for axioms of triangulated categories). This means that
(C1, C2) define a weight structure for C iff (Cop

2 , C
op
1 ) define a weight structure

for Cop. Recall also the same is true for t-structures (see Definition 4.1.1).
We will apply these observations several times.

1.2 Other definitions

We will also need the following definitions.

Definition 1.2.1. [Other basic definitions]
1. The category Hw ⊂ C whose objects are Cw=0 = Cw≥0 ∩ Cw≤0,

Hw(X, Y ) = C(X, Y ) for X, Y ∈ Cw=0, will be called the heart of the weight
structure w. We will see below that Hw is additive.

2. Cw≥l (resp. Cw≤l) will denote Cw≥0[−l] (resp. Cw≤0[−l]).
3. For all i, j ∈ Z, i ≥ j we define C [j,i] = Cw≥j ∩ Cw≤i. B abuse of

notation, we will sometimes identify C [j,i] with the corresponding full additive
subcategory of C.

4. w will be called non-degenerate if

∩lCw≥l = ∩lCw≤l = {0}.

5. w will be called bounded above (resp. bounded below) if ∪lCw≤l =
ObjC (resp. ∪lCw≥l = ObjC).

6. w will be called bounded if it is bounded both above and below.

Next we observe an important difference between ’decompositions of ob-
jects’ with respect to t-structures and weight structures.
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Remark 1.2.2. In contrast to the t-structure situation, the presentation of X
in the form (1) is (almost) never unique. The only exception is the following
totally degenerate situation: for any X ∈ ObjC there exist Y ∈ ∩lCw≤l

and Z ∈ ∩lCw≥l such that for some f ∈ C(Y, Z) we have X ≈ Cone(f).
Indeed, otherwise we can replace (A,B, f) by (A ⊕D, B ⊕D, f ⊕ idD) for
any D ∈ Cw=0. It could be easily seen that Cw=0 is zero only in the totally
degenerate case (we don’t give the proof since degenerate cases are not very
interesting).

Yet we will need to choose some (A,B, f) several times. We will write
that A = Xw≤0, B = Xw≥1 if there exists a distinguished triangle (1). In
Theorem 3.2.2 below we will verify that X → (A,B, f) is a functor ’up to
zero maps on cohomology’.

We will also often denote X[−i]w≤0 by Xw≤i and X[i]w≥1 by Xw≥i+1 for
all i ∈ Z. Note that we have Xw≤i ∈ Cw≤0 and Xw≥i ∈ Cw≤0.

Below we will introduce a similar convention for the weight complex of X.
Besides, we will sometimes denote Xw≤i[−i] by w≤i(X) and Xw≥i[−i] by

w≥i(X). So, for any i ∈ Z we have a distinguished triangle

w≥i+1(X)→ X → w≤i(X).

Yet if X does not have weight 0 (a term proposed by J. Wildeshaus) then
there exists a unique "nice" choice of a weight decomposition for X; see part
2 of Remark 1.5.2 below.

1.3 Simple basic properties of weight structures

For any C,w also the following fundamental properties are fulfilled. These
properties (except part 7) are parallel to those of t-structures; part 7 illus-
trates the distinction between these notions.

Proposition 1.3.1. 1. If C(Y,X) = {0} for some X ∈ ObjC and all
Y ∈ Cw≥1 then X ∈ Cw≤0.

2. Vice versa, if C(X, Y ) = {0} for some X ∈ ObjC and any Y ∈ Cw≤−1

then X ∈ Cw≥0.
3. If A → B → C → A[1] is a distinguished triangle and A,C ∈ Cw≥0

(resp. A,C ∈ Cw≤0, resp. A,C ∈ Cw=0) then B ∈ Cw≥0 (resp. B ∈ Cw≤0,
resp. B ∈ Cw=0).

4. All Cw≤i are closed with respect to arbitrary (small) direct products
(those, which exist in C).

5. All Cw≥i are closed with respect to arbitrary (small) direct sums (those,
which exist in C).
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6. For any weight decomposition of X ∈ Cw≥0 (see (1)) we have A ∈
Cw=0, B ∈ Cw≥0.

7. If A → B → C → A[1] is a distinguished triangle and A,C ∈ Cw=0

then B = A⊕ C.

Proof. 1. Let B[−1]→ X → A→ B be a weight decomposition of X. Since
C(B[−1], X) = {0} we obtain that X is a retract of A; hence X ∈ Cw≤0.

2. The proof is similar to those of part 1 and could be obtained by
dualization (see Remark 1.1.2). If B[−1] → X[−1] → A → B is a weight
decomposition of X[−1] then C(X[−1], A) = {0}. Hence X is a retract of
B.

3. Let A,C ∈ Cw≥0. For any Y ∈ ObjC we have a (long) exact sequence
· · · → C(C, Y )→ C(B, Y )→ C(A, Y )→ . . . ; hence by part (ii) of Definition
1.1.1 we obtain that C(B, Y ) = {0} for any Y ∈ Cw≤−1. Now assertion 2
implies that B ∈ Cw≥0.

The proof for the case A,C ∈ Cw≥0 could be obtained by dualization.
The statement for the case A,C ∈ Cw=0 now follows immediately from

the definition of Cw=0.
4. Obviously, assertion 1 implies that Cw≤i = {Y ∈ ObjC : C(X, Y ) =

{0}∀X ∈ Cw≥i+1}. This yields the result immediately.
5. Similarly, by assertion 2 we have Cw≥i = {X ∈ ObjC : C(X, Y ) =

{0} ∀Y ∈ Cw≤i−1}; this yields the result.
6. A ∈ Cw≤0 by definition. Since we have a distinguished triangle X →

A→ B → X[1], assertion 3 implies that A ∈ Cw≥0.
7. Since C ∈ Cw≥0 and A[1] ∈ Cw≤−1, the morphism C → A[1] in the

the distinguished triangle is zero; so the triangle splits.

Remark 1.3.2. 1. We try to answer the questions when a morphism b[−1] ∈
C(B[−1], X) for B ∈ Cw≥0 extends to a weight decomposition of X and
a ∈ C(X,A) for A ∈ Cw≤0 extends to a weight decomposition of X (i.e.
Cone(f) ∈ Cw≥0) using parts 1 and 2 of Proposition 1.3.1.

We apply the long exact sequence corresponding to the functor C∗ for
C ∈ Cw≥0 (resp. to C∗ for C ∈ Cw≤0). In the first case we obtain that b[−1]
extends to a weight decomposition iff the map C(C[i], B[−1])→ C(C[i], X)
induced by b is bijective for i = −2 and is surjective for i = −1 for all
C ∈ Cw≥0. Dually, a extends to a weight decomposition iff for any C ∈ Cw≤0

the map C(A,C) → C(X,C) induced by a is bijective for i = 1 and is
injective for i = 0.

Moreover, in many important cases (cf. section 4 below) it suffices to
check the conditions of part 1 (resp. part 2) of Proposition 1.3.1 only for
Y = C[i] for C ∈ Cw=0, i < 0 (resp. for i > 0). Then these conditions are
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equivalent to the bijectivity of all maps C(C[i], B[−1])→ C(C[i], X) induced
by b for i < −1 and their surjectivity for i = −1 for all C ∈ Cw=0 (resp. to
the bijectivity of all maps C(A,C) → C(X,C) induced by a for i > 0 and
their injectivity for i = 0).

We will use this observation below.
2. Certainly, parts 4 and 5 of the Proposition imply that all Cw≥i, Cw≤i, Cw=i

are additive (i.e. closed with respect to direct sums of two objects) for any
i ∈ Z.

3. Since all (co)representable functors are additive, for any class of C ⊂
ObjC the classes of X ∈ ObjC satisfying C(X, Y ) = {0} for all Y ∈ C and
C(Y,X) = {0} for all Y ∈ C are Karoubi-closed in C. We will use this fact
below.

Definition 1.3.3. We consider C− = ∪Cw≤i and C+ = ∪Cw≥i

We call Cb = C+ ∩ C− the set of bounded objects of C.

Proposition 1.3.4. 1. C−, C+, Cb are Karoubi-closed triangulated subcat-
egories of C.

2. w induces weight structures for C−, C+, Cb whose hearts equal Hw.
3. w is non-degenerate when restricted to Cb.

Proof. 1. From part 3 of Proposition 1.3.1 we easily deduce that C−, C+, Cb

are closed with respect to direct sums, cones of morphisms, and retracts.
2. It suffices to verify that for any object X of C−, C+, Cb, respectively,

the components of all of its possible weight decompositions belong to the
corresponding category.

Let a distinguished triangle B[−1] → X → A → B → X[1] be a weight
decomposition of X, i.e A ∈ Cw≤0, B ∈ Cw≥0.

If X in Cw≤i for some i > 0 then part 3 of Proposition 1.3.1 implies
B ∈ Cw≤i−1. Similarly, if X in Cw≥i for some i ≤ 0 then A ∈ Cw≥i. We
obtain the claim.

3. Let X ∈ ObjCb⋂(∩Cw≥i); in particular, X ∈ Cw≤j for some j ∈ Z.
Then, by the orthogonality property for w, we have C(X,X) = {0}, hence
X = 0.

A similar argument proves that ObjCb⋂(∩Cw≤i) = {0}.

Cb is especially important; note that it equals C if (C,w) is bounded.
Now we prove a simple lemma that will help us several times below to

verify that a pair of subcategories satisfy axioms of weight structures.

Lemma 1.3.5. 1. Let C ⊂ ObjC. Then the classes C1 = {T ∈ ObjC :
C(Y, T [1]) = {0} ∀Y ∈ C} and C2 = {T ∈ ObjC : C(T, Y [1]) = {0} ∀Y ∈
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C} are strict, additive, Karoubi-closed; for a distinguished triangle U → V →
W if U,W ∈ Ci then V ∈ Ci (for i = 1, 2).

2. Let C be additive, Karoubi-closed, and satisfy C ⊂ C[1]. Suppose also
that for any X ∈ ObjC there exist A ∈ C1, B ∈ C and a distinguished trian-
gle B[−1] → X → A→B. Then the pair (C1, C) defines a weight structure
for C.

3. If for D1, D2 ⊂ ObjC we have C(X, Y [1]) = {0} for any X ∈ D1,
Y ∈ D2, then the same is true for Karoubi-closures of D1, D2.

4. Let C be additive, Karoubi-closed, and satisfy C[1] ⊂ C. Suppose also
that for any X ∈ ObjC there exist A ∈ C, B ∈ C2 and a distinguished trian-
gle B[−1] → X → A→B. Then the pair (C,C2) defines a weight structure
for C.

Proof. 1. The assertion follows immediately form the fact that (co)representable
functors are additive and cohomological (resp. homological).

2. Applying assertion 1, we obtain that it suffices to check that C1[1] ⊂
C1. Now, for any X ∈ C1, Y ∈ C we have C(Y,X[2]) = C(Y [−1], X[1]) =
{0} (from the definition of C1 and C[−1] ⊂ C ⇐⇒ C ⊂ C[1]).

3. Immediate from the biadditivity of C(−,−).
4. This is exactly the dual of assertion 2 (see Remark 1.1.2).

Lastly we prove a simple statement on comparison of weight structures.

Lemma 1.3.6. Suppose that v, w are weight structures for C; let Cv≤0 ⊂
Cw≤0 and Cv≥0 ⊂ Cw≥0. Then v = w (i.e. the inclusions are equalities).

Proof. Let X ∈ ObjCw≤0; let B[−1]
h→ X → A→ B be a weight decomposi-

tion of X with respect to v. Since B[−1] ∈ Cw≥1, the orthogonality property
for w implies h = 0. Hence X is a retract of A. Since Cv≤0 is Karoubi-closed,
we have X ∈ Cv≤0.

We obtain that Cv≤0 = Cw≤0. The equality Cv≥0 = Cw≥0 is proved
similarly.

1.4 Some auxiliary statements: "almost functoriality"
of distinguished triangles

We will prove below that the weight decomposition is functorial in a certain
sense ("up to zero cohomology"). We will need some (general) statements on
"almost functoriality" of distinguished triangles for this. This means that a
morphism of between (two) vertices of two distinguished triangles can often
be completed to a large commutative diagram.
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Lemma 1.4.1. Let T : X → A → B → X[1] and T ′ : X ′ → A′ → B′ →
X ′[1] be distinguished triangles.

1. Let C(B,A′[1]) = {0}. Then for any morphism g : X → X ′ there exist
h : A→ A′ and i : B → B′ completing g to a morphism of triangles T → T ′.

2. Let moreover C(B,A′) = {0}. Then g and h are unique.

Proof. This fact can be easily deduced from Proposition 1.1.9 of [5] (or Corol-
lary IV.1.4 of [15]); we use the same argument here.

1. Since the sequence C(B,A′)→ C(B,B′)→ C(B,X ′[1])→ C(B,A′[1])
is exact, there exists i : B → B′ such that b′ ◦ i = g[1] ◦ b0. By axiom Tr3
(see §IV.1 of [15]) there also exist a morphism h : A → A′ that completes
(g, i) to a morphism of triangles.

2. Now we also have C(B,A′) = {0}. Hence the exact sequence men-
tioned in the proof of part I now also yields the uniqueness of i.

The condition on h is that h ◦ a0 = a′ ◦ f . We have an exact sequence
C(B,A′) → C(A,A′) → C(X,A′). Since C(B,A′) = {0}, we obtain that h
is unique also.

Proposition 1.4.2. [3× 3-Lemma]
Any commutative square

X
a−−−→ Ayg yh

X ′
a′−−−→ A′

could be completed to a 4×4 diagram (we will mainly need its upper left 3×3
part) of the following sort:

X
a−−−→ A

f−−−→ B −−−→ X[1]yg yh yi yg[1]

X ′
a′−−−→ A′

f ′−−−→ B′ −−−→ X ′[1]y y y y
X ′′

a′′−−−→ A′′
f ′′−−−→ B′′ −−−→ X ′′[1]y y y y

X[1]
a[1]−−−→ A[1]

f [1]−−−→ B[1] −−−→ X[2]

(2)

such that all rows and columns are distinguished triangles and all squares are
commutative, except the right lowest square which anticommutes.
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Proof. The proof is mostly a repetitive use of the octahedron axiom. However
it requires certain unpleasant diagrams. It is written in [5], Proposition
1.1.11.

We will also apply the octahedron axiom (see §IV.1.1 of [15]) directly.
We recall that it states that any diagram X

f→ Y
g→ Z can be completed

to an octahedron diagram. In particular, there exists a distinguished tri-
angle Cone(g ◦ f) → Cone(g) → Cone(f)[1], whereas the map Cone(g) →
Cone(f)[1] is obtained by composing of two of the maps in the distinguished
triangles that define Cone(f) and Cone(g) (see §IV.1.8 of [15]).

1.5 Weight decomposition of morphisms; multiple weight
decomposition of objects

Starting from this moment the triangle

Tk[k] : X[k]
ak→ Xw≤k fk→ Xw≥k+1 bk→ X[k + 1] (3)

will be a weight decomposition of X[k] for some X ∈ ObjC, k ∈ Z; T ′k[k] :

X ′[k]
a′k→ X ′w≤k

f ′k→ X ′w≥k+1
b′k→ X ′[k + 1] will be a weight decomposition of

X ′[k]. Sometimes we will drop the index k in the case k = 0.

Lemma 1.5.1. 1. Let l ≤ m. Then for any morphism g : X → X ′ there
exist h : w≤m(X)→ w≤l(X

′) and i : Xw≥m+1[−m]→ X ′w≥l+1[−l] completing
g to a morphism of triangles Tm → T ′l .

2. Let l < m. Then h and i are unique.
3. For l = m any two choices (h, i) and (h′, i′) we have h − h′ = (s ◦

fm)[−m] and i− i′ = (f ′m ◦ s′)[−m] for some s, s′ ∈ C(Xw≥m+1 → X ′w≥m).

Proof. 1,2: Immediate from Proposition 1.4.1.
3. If suffices to consider the case g, h, i = 0. Since ak[−k] ◦ h = 0, Tk is

a distinguished triangle, we obtain that h′ can be presented as (s ◦ fm)[−m].
Dually, i′ can be presented as (f ′m ◦ s′)[−m]

Remark 1.5.2. 1. For l < m we will denote i, h constructed by gXw≤m,X′w≤l

and gXw≥m+1,X′w≥l+1 , respectively.
For l = m = 0 we will call any pair (h, i) a weight decomposition of g.
2. Suppose that X admits a weight decomposition such that Xw≤0 ∈

Cw≤−1 (in the terminology of J. Wildeshaus, X does not have weight 0).
Then such a decomposition is unique up to a unique isomorphism. Indeed,

18



in this case we can take X[−1]w≤0 = Xw≤0. Therefore, we can apply part 2
of the previous lemma for l = −1, m = 0, X ′ = X, g = idX .

This statement was communicated to the author by prof. J. Wildeshaus.
3. The statement of part 3 of Lemma 1.5.1 is the best possible in a certain

sense. It is not possible (in general) to choose s = s′. In particular, one can
take

X = X ′ = Z/8Z ×2→ Z/8Z ∈ ObjC [0,1]((Z/8Z)−mod) ⊂ C(Ab).

Then for g = 0 there exists a pair (h, i) = (×4, 0) that is not homotopic to
0. Certainly, this example could be generalized to X = X ′ = R/r3R for any
commutative ring R, r ∈ R, such that r2 - r3. In particular, this problem is
not "torsion".

Note that the example of the weight decomposition described is obviously
not a "nice" one. In particular, it cannot be extended to a 3×3 diagram. Yet
adding this example to the obvious weight decomposition of idX one obtains
another weight decomposition of idX that is not homotopy equivalent to the
first one; yet it does not seem to be "bad" in any sense.

Still one can check that extending morphismsX → X ′ to (Xw≤i, Xw≥i)→
(X ′w≤i, X ′w≥i) using part 1 is sufficient to prove the functoriality of the coho-
mology of the weight complex of X as defined in §2.2 below (the cohomology
objects belong to Hw′∗, see the Notation and part 2 of Remark 3.1.7 below).

We check that gXw≤m,X′w≤l and gXw≥m+1,X′w≥l+1 are "functorial".

Lemma 1.5.3. Let T ′′[j] : X ′′[j]
a′′j→ X ′′w≤j

f ′′j→ X ′′w≥j+1
b′′j→ X ′′[j + 1] be

a weight decomposition of X ′′[j] for X ′′ ∈ ObjC for some j ≤ i ≤ 0; let
p ∈ C(X,X ′) and q ∈ C(X ′, X ′′).

If j < 0 then for any choice of (h′, h′′) satisfying

h′ ◦ a0 = a′i ◦ p and h′′ ◦ a′i = a′′j ◦ q (4)

we have (q ◦ p)Xw≤0,X′′w≤j = h′ ◦ h, while for any choice of (i′, i′′) satisfying
b′i ◦ i′ = p[1] ◦ b0 and b′′j ◦ i′′ = q[1] ◦ b′i we have (q ◦ p)Xw≥1,X′′w≥j+1 = i′ ◦ i.

Proof. We apply the uniqueness proved in the previous lemma.
Both sides of the first equality calculate the only map h that satisfies

h◦a0 = a′′j ◦ (q ◦p), while both sides of the second equality calculate the only
map i that satisfies b′′j ◦ i = (q ◦ p)[1] ◦ b0.

To prove the (weak) exactness of the weight complex functor (below), we
will need the following lemma.

19



Lemma 1.5.4. Let DT : C → X
g→ X ′ be a distinguished triangle. Then

DT could be completed to a diagram

X
ai[−i]−−−→ Xw≤i[−i] fi[−i]−−−→ Xw≥i+1[−i]yg ygXw≤i,X′w≤i−1

ygXw≥i+1,X′w≥i

X ′
a′i−1[1−i]
−−−−−→ X ′w≤i−1[1− i]

f ′i−1[1−i]
−−−−−→ X ′w≥i[1− i]y y y

C[1] −−−→ Ci[1− i] −−−→ C ′i[1− i]

(5)

whose rows and columns are distinguished triangles, all squares commute,
Ci, C

′
i ∈ ObjC. Moreover, the last row (shifted by [i − 1]) gives a weight

decomposition of C[i].
Besides, the choice of the part of (5) consisting of six upper objects and

arrows connecting them is unique (even if we don’t demand that this part
could be completed to the whole (5)).

Proof. By part 2 of Lemma 1.5.1, g could be uniquely completed to a mor-
phism of triangles that are the first two rows of (5). Since the left upper
square of (5) is commutative, it could be completed to a 3× 3-diagram (see
Proposition 1.4.2). Hence the first two rows of this diagram will be as in (5).
It remains to study the third row.

By part 3 of Proposition 1.3.1, the second column yields Ci ∈ Cw≤0,
whereas the third column yields C ′i ∈ Cw≥0. Hence C[i] → Ci → C ′i is a
weight decomposition of C[i].

Remark 1.5.5. 1. In fact, the lemma is valid in a more general situation.
Suppose that we have a pair of full subcategories D,E ⊂ C satisfying the
orthogonality condition of weight structures (i.e. C(X, Y ) = {0} for all
X ∈ ObjE and Y ∈ ObjD[1]) and "closed with respect respect to taking
middle terms of distinguished triangles" (as Cw≤0 and Cw≥0 in part 3 of
Proposition 1.3.1). Then any "weight decompositions" of X[i] and X ′[i− 1]
(defined similarly to the case when D,E form a weight structure) can be
completed to a diagram 5 with Ci ∈ ObjD, C ′i ∈ ObjE.

Indeed, it suffices to use the orthogonality to construct the diagram re-
quired (for some Ci, C ′i ∈ ObjC). Next, the second column yields yields
Ci ∈ ObjD, whereas the third column yields C ′i ∈ ObjE.

We will use this statement below for constructing weight decompositions
for certain "candidate weight structures".
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2. Lemma 1.5.4 and its expansion show that it suffices to know weight de-
compositions for some "basic" objects of C in order to obtain weight decom-
positions for all objects; see Theorems 4.3.2 and 4.5.2, and §7.1 below. The
situation is quite different for t-structures; for this reason weight structures
are more likely to exist (than t-structures), especially in "small" triangulated
categories; cf. part 4 of Remark 4.3.4.

Now we study what happens if one combines more than one weight de-
compositions Tk.

Proposition 1.5.6. [Multiple weight decomposition]
1. [Double weight decomposition]
Let Tk be fixed for some X ∈ ObjC for k being equal to some i, j ∈ Z,

i > j.
Then there exist unique morphisms sij : Xw≤i[j − i] → Xw≤j, qij :

Xw≥i+1[j − i] → Xw≥j+1 making the corresponding triangles commutative.
There also exists X [i,j] ∈ C [0,i−j−1], and distinguished triangles

Xw≤i[j − i] sij→ Xw≤j cij→ X [i,j] dij→ Xw≤i[j − i+ 1] (6)

and
X [i,j][−1]

xij→ Xw≥i+1[j − i] qij→ Xw≥j+1 yij→ X [i,j] (7)

for some C-morphisms cij, dij, xij, yij.
2. [Infinite weight decomposition]
Let Tk be fixed for all k ∈ Z. Then for all k ∈ Z there exist unique

morphisms sk : Xw≤k[−1] → Xw≤k−1, qk : Xw≥k+1[−1] → Xw≥k making
the corresponding triangles commutative. There also exists Xk ∈ Cw=0, and
distinguished triangles

Xw≤k[−1]
sk→ Xw≤k−1 ck→ Xk dk→ Xw≤k (8)

and
Xk[−1]

xk→ Xw≥k+1[−1]
qk→ Xw≥k yk→ Xk (9)

for some C-morphisms ck, dk, xk, yk.
Moreover, ck and xk can be chosen equal to yk ◦ fk−1 and (fk ◦ dk)[−1],

respectively.

Proof. 1. Applying Lemma 1.5.1 for X = X ′ and g = idX we obtain the
existence and uniqueness of sij, qij. It remains to study cones of these mor-
phisms.

The 3 × 3-Lemma (i.e. Proposition 1.4.2) implies that the map of tri-
angles Ti[i] → Tj[j] could be completed to a 3 × 3 diagram whose rows
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and columns are distinguished triangles. Hence there exists an distinguished
triangle Cone(idX) → Cone(sij) → Cone(qij); hence Cone(sij) ∼= Coneqij .
Part 3 of Proposition 1.3.1 applied to the distinguished triangle (6) implies
X [i,j] ∈ Cw≤i−j−1; the same statement applied to the distinguished triangle
(7) implies X [i,j] ∈ Cw≥0.

2. The first part of the assertion is immediate from part 1 applied for
(i, j) = (k + 1, k) for all k ∈ Z.

To prove the second part it suffices to complete the commutative triangle
X[k]

ak→ Xw≤k sk[1]→ Xw≤k−1[1] to an octahedron diagram.

Corollary 1.5.7. Cw=0 generates Cb (as a triangulated category).

Proof. Since Cb is a triangulated category that contains Hw, it suffices to
prove that any object of Cb could be obtained from objects of Hw by a finite
number of taking cones of morphisms.

Let X ∈ Cw≥j ∩ Cw≤i. Then we can take Xw≤k = 0 for k < j and
Xw≥k = 0 for k > i in (3). Then X = Xw≤i and the formula (8) gives a
sequence of distinguished triangles implying that X ∈ 〈Cw=0〉.

We will need the following definition several times.

Definition 1.5.8. We will denote by Po(X) (a Postnikov tower for X) the
following data: all ak (in (3)) and all triangles (8).

Remark 1.5.9. 1. A Postnikov tower (of X) is certainly not unique; yet we
will prove below that it is "unique and functorial up to cohomology zero" in
a certain sense.

The corresponding functoriality facts for the Postnikov towers of spectra
are described in §6.3 of [26].

2. Po(X) could be recovered from ak and Xw≤k uniquely up to a non-
canonical isomorphism.

2 The weight spectral sequence
The goal of this section is to describe the weight spectral sequence T (H,X)
(for X ∈ ObjC and a functor H : C → A) generalizing the classical one
as one as (in a certain sense) those of §7 of [11]; cf. Remark 7.4.4 loc. cit.
and §6.4 below. It will specialize to the "usual" weight spectral sequence for
"classical realizations" of varieties (or motives); see part 2 of Remark 2.4.2.
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Moreover, in this case the spectral sequence degenerates at E2 (rationally)
and its E2 terms are exactly the graded pieces of the weight filtration.

In §2.1 we define the "weight filtration" for any functor from C with an
abelian target. This will allow us to prove that the D2-term of the derived
exact couple for T (H,X) is functorial in X.

In §2.2 we define the weight complex of X in the terms of Po(X). Its
"cohomology" will yield the E2 terms of the weight spectral sequence.

For simplicity we only construct in detail only the spectral sequence for
homological functors (in §2.3); dualization immediately extends the result to
the cohomological functor case (see §2.4). We conclude the section by noting
that our spectral sequence induces the standard weight filtration for the
rational étale and Hodge realizations of varieties (and motives); see Remark
2.4.2.

2.1 The weight filtration for (co)homological functors

We fix some choice of Tk (in the notation of subsection 1.5). Let A be an
abelian category.

Definition 2.1.1. 1. If H : C → A, is any covariant functor then for any
i ∈ Z we define Wi(H)(X) = Im(H(w≥i(X))→ H(X)).

2. If H is contravariant then we define W i(H)(X) = Im(w≤i(X)) →
H(X)).

Proposition 2.1.2. 1. Let H be covariant. Then the correspondence X →
Wi(H)(X) gives a canonical subfunctor of H(X). This means thatWi(H)(X)
does not depend on the choice of the weight decomposition of X[i] and for
any f : X → Y we have f∗(Wi(H)(X)) ⊂ Wi(H)(Y ) (for X, Y ∈ ObjC).

2. The same is true for contravariant H and W i(H)(X).

Proof. 1. Part 1 of Lemma 1.5.1 implies that for any choice of weight decom-
positions of anyX[i], Y [i] we have f∗(Wi(H)(X)) ⊂ Wi(H)(Y ). In particular,
taking Y = X, f = idX we obtain that Wi(H)(X) does not depend on the
choice of the weight decomposition of X[i]

2. The statement is exactly the dual of assertion 1 (see Remark 1.1.2).

Remark 2.1.3. 1. In the case when H is (co)homological, we can replace the
images in Definition 2.1.1 by certain kernels (since they coincide).

Besides, Proposition 2.1.2 is true if A is any category with well-defined
images of morphisms.

2. A partial case of this method for defining weight filtration for coho-
mology was (essentially) considered in Proposition 3.5 of [18].
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3. [Universal functor; semi-motives]
Recall that we have a natural embedding C → C∗. Then for any i ∈ Z

and X ∈ ObjC we can define a functor A → Wi(X∗(A)) : C → Ab. This
yields an object of C∗; it equals Wi(i)(X) for i being the embedding functor
that sends X ∈ ObjC to X∗ = C(−, X) . We obtain a sequence of functors
Wi : C → C∗. The usual Yoneda’s isomorphism F (X) ∼= MorFun(C,−)((X →
X∗), F ) for a covariant functor F : C → A can be easily generalized to

Wi(F )(X) ∼= MorFun(C,−)((X → Wi(X)), F ) (10)

Hence the sequence of functors ∗, (Wi,−) is universal in the category of (co-
variant functors from C + their weight filtrations). Moreover, for any coho-
mological F : C → A one could easily check that

W i(F )(X) ∼= MorFun(C,−)((X → X∗/Wi+1(X)), F ) (11)

In particular, one can apply this construction to the Chow weight filtra-
tion of Voevodsky’s motives (see §6.5 below). For any motif X (an so, for any
variety) one obtains a sequence of objects of DM eff

gm ∗ which could be called
semi-motives. These objects contain important information on X. In partic-
ular, (10) and (11) show that they have both homological and cohomological
realizations!

2.2 The definition of the weight complex

Now we describe the weight complex of X ∈ ObjC. We will prove that it is
canonical and functorial (in a certain sense) in §3.2 below.

We adopt the notation of subsection 1.5.

Definition 2.2.1. We define the morphisms hi : X i → X i+1 as ci+1 ◦ di. We
will call (X i, hi) the weight complex of X.

Note that all information on t(X) is contained in Po(X) (including the
’connection’ of t(X) with X).

Proposition 2.2.2. 1. Weight complex is a complex indeed i.e. an object of
C(Hw).

2. If for some i ∈ Z and X ∈ Cw≤i (resp. X ∈ Cw≥i) then there exists a
choice of the weight complex of X belonging to C(Hw)≤i (resp. to C(Hw)≥i).

Proof. 1. We have

hi+1 ◦ hi = ci+2 ◦ (di+1 ◦ ci+1) ◦ di = ci+2 ◦ 0 ◦ di = 0

24



for all i.
2. Similarly to the proof of Corollary 1.3.4, we can take Xw≥k = 0 for

k > i (resp. Xw≤k = 0 for k < i). Then we would have Xw≤k = X for
k ≥ i (resp. Xw≥k = X for k ≤ i). Therefore the corresponding choice of the
weight complex of X belongs to C(Hw)≤i (resp. to C(Hw)≥i) by definition.

We will study the functoriality of the weight complex in §3 below.

2.3 The weight spectral sequence for homological func-
tors

Let A be an abelian category; let H : C → A be a homological functor (i.e.
a covariant additive functor that transfers distinguished triangles into long
exact sequences). The cohomological functor case will be obtained from the
homological one by dualization.

Let X ∈ ObjC, (X i, hi) = t(X). We construct a spectral sequence whose
E1-terms are H(X i[j]) which converges to H(X[i + j]) in many important
cases.

Definition 2.3.1. We denote H(Y [p]) by Hp(Y ) for any Y ∈ ObjC.
For a cohomological H we will denote by Hp(Y ) the object H(Y [−p]).

First we describe the exact couple. It is obtained by applying H to
a Postnikov tower for X (see Definition 1.5.8). In the first three parts of
Theorem 2.3.2 we will fix the choice of a Postnikov tower.

Our exact couple is almost the same as the exact couple in §IV2, Exercise
2, of [15]. We take Epq

1 = Hq(Xp), Dpq
1 = Hq(X≤p). Then the distinguished

triangles (8) give E1, D1 the structure of an exact couple.

Theorem 2.3.2. [The homological weight spectral sequence]
I There exists a spectral sequence T = T (H,X) with Epq

1 = Hq(Xp) which
weakly converges to Hp+q(X) such that the map Epq

1 → Ep+1q
1 equals Hq

∗(hp);
the corresponding filtration on H(X) coincides with those of Definition 2.1.1.

II T (H,X) =⇒ Hp+q(X) in either of the following cases:
(i) X ∈ Cb.
(ii) H vanishes on Cw≥q for q large enough and on Cw≤q for q small

enough.
(iii) X ∈ C− (resp C+) and H vanishes on Cw≤q for q small enough

(resp. on Cw≥q for q large enough).
III T is functorial with respect to H i.e. for any transformation of func-

tors H → H ′ we have a canonical morphism of spectral sequences T (H,X)→
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T (H,X ′); these morphisms respect sums and compositions of transforma-
tions.

IV T is canonical and functorial with respect to X starting from E2.

Proof. I The standard construction of the spectral sequence for an exact
couple shows that the boundary maps for E1 equal Hq

∗(hp) indeed. The
induced filtration on H(X) is the weight filtration (of Definition 2.1.1) by
definition.

II In case (ii) the exact couple is obviously bounded (this is already true
at level 1).

In case (i) this will be also true if we choose the weight complex of X to
be bounded (we can do this by the definition of Cb). Now, for an arbitrary
choice of the weight complex we can connect it with some bounded choice
by a quasi-isomorphism; see Remark 3.2.3 below. Applying the statement of
part IV we obtain that the spectral sequence will be bounded starting from
E2 (moreover, the derived exact couple is bounded).

The proof in case (iii) is similar.
III This is obvious since all components of the exact couple are functorial

with respect to H.
IV It suffices to check that the correspondence X → (E2, D2) (the derived

exact couple) defines a functor. Dpq
2 (T ) = ImHq(X≤p) → Hq+1(X≤p−1) is

canonical and functorial by Lemma 1.5.3. Indeed, by this Lemma these
terms and morphisms between them do not depend on the choices of the
corresponding h-components of weight decompositions of morphisms.

Next, E2 factorizes through the weight complex functor t defined in §3.2
below; see part 3 of Remark 3.1.7. It can be also easily seen that the mor-
phisms that define the derived couple are also functorial in X (and hence,
canonical).

2.4 The weight spectral sequence for cohomological func-
tors

Inverting the arrows in the proof of the previous theorem we obtain the
following cohomological analogue.

Theorem 2.4.1. [The cohomological weight spectral sequence]
I There exists a spectral sequence T = T (H,X) with Epq

1 = Hq(X−p)
which weakly converges to Hp+q(X) such that the map Epq

1 → Ep+1q
1 equals

Hq∗(h−1−p). The corresponding filtration on H(X) coincides with those of
Definition 2.1.1.
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II T (H,X) =⇒ Hp+q(X) in either of the following cases:
(i) X ∈ Cb.
(ii) H vanishes on Cw≥q for q large enough and on Cw≤q for q small

enough.
(iii) X ∈ C− (resp C+) and H vanishes on Cw≤q for q small enough

(resp. on Cw≥q for q large enough)
III T is functorial with respect to H i.e. for any transformation of func-

tors H → H ′ we have a morphism of spectral sequences T (H,X)→ T (H,X ′).
IV T is canonical and (contravariantly) functorial with respect to X start-

ing from E2.

Proof. It suffices to apply Theorem 2.3.2 to the functor Hop : C → Aop.

Remark 2.4.2. 1. Let w be bounded. Suppose that there are no maps between
different weights for H i.e. there exists a family of full abelian subcategories
Ai ⊂ A such that H i(P ) ∈ ObjAi for all i ∈ Z, P ∈ Cw=0, and there are no
non-zero A-maps between different Ai. Then we easily obtain that T (H,X)
degenerates at E2. Besides for any a ∈ ObjA there cannot exist more than
one finite filtration W j on a such that W j(a)/W j+1(a) ∈ ObjAj; whereas
our definition (2.1.1) of W (H)(−) provides us with such a filtration for all
H(X), X ∈ ObjC.

2. We will see in §6 below that Voevodsky’s DMgm ⊃ DM eff
gm admits

a Chow weight structure whose heart is Chow. Hence we obtain the weight
spectral sequence and weight spectral sequence for any realization of motives.
In particular, this is the case for étale and Hodge realizations of motives, and
motivic cohomology.

Now, it is well known that for the rational étale and Hodge realizations
there are no non-zero maps between different weights (in the corresponding
categories of mixed structures) in the sense described above. Therefore for the
rational étale and Hodge realizations of motives our weight filtration coincides
with the usual one up to a change of indices; see also §7.4 of [11]. Still recall
that "classically" the weight filtration is well-defined only for cohomology
with rational coefficients. Yet our method allows to define canonical weight
filtrations integrally; this generalizes the construction of Theorem 3 of [16].

Now we consider the case of motivic cohomology. A simple example of
the spectral sequence obtained comes from the Bloch long exact localization
sequence for motivic cohomology; see part 1 of Remark 7.3.1 in [11]. Since
the latter is not trivial, the "weight" filtration obtained is non-trivial in this
case either; it appears not to be mentioned in the literature (in the general
case). This filtration is compatible with the regulator maps (whose targets
are "classical" cohomology theories).
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3 The weight complex functor
In §5 of [11] for a triangulated category C with a negative differential graded
enhancement a conservative exact weight complex functor t0 : C → K(Hw)
(in our notation) was constructed; see §6.3. The goal of this section is to
extend this result to the case of arbitrary (C,w).

The results of §1.5 easily imply that any g : X → X ′ where X,X ′ ∈ ObjC
could be extended to a morphism of (any possible) Postnikov towers for
X,X ′ (the "topological case" of this statement is Lemma 14 of §6.3 of [26]).
Moreover, for compositions of morphisms the corresponding morphisms of
Postnikov towers could be composed. Yet, as the example of part 3 of Remark
1.5.2 shows, this construction cannot give a canonic morphism of weight
complexes in K(Hw). We have to consider a certain factor Kw(Hw) of this
category. This factor is no longer triangulated (in the general case; yet cf.
Remark 3.3.4). Still the kernel of the projection K(Hw) → Kw(Hw) is an
ideal (of morphisms) whose square is zero; so our ("weak") weight complex
functor is not much worse than the "strong" one of [11].

We define and study Kw(Hw) in §3.1. We construct the weight complex
functor t in §3.2 and prove its main properties in §3.3. One of our main tools
is the weight decomposition functor WD : C → K

[0,1]
w (C); see Theorem 3.2.2.

One of the main properties of the functor t is that it calculates the E2-
terms of the weight spectral sequence T , see part 3 of Remark 3.1.7. In fact,
this is why t it called the weight complex; this term was used for the first
time in [16] (see §2 and §3.1 of [16]).

3.1 The weak category of complexes

Let A be an additive category. We will need the following, very natural
definition.

Definition 3.1.1. A class T of morphisms in A will be called a (two-sided)
ideal if it is closed with respect to sums and differences (of two morphisms
of T lying in the same morphism group), direct sums and compositions with
any morphism in A.

We will abbreviate these properties as T / MorA.

Remark 3.1.2. Obviously, for any T /MorA we can consider an additive cate-
goryA/T whose object are the same as forA, andA/T (X, Y ) = A(X, Y )/T (X, Y )
for all X, Y ∈ ObjA.

Besides, it is easily seen that one can naturally "multiply" ideals ofMorA
via the composition operation.
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Now, we will denote by Z(X, Y ) for X, Y ∈ ObjK(A) the subgroup of
K(A)(X, Y ) consisting of morphisms that could be presented as (si+1 ◦ diX +
di−1
Y ◦ ti) for some set of si, ti ∈ A(Xi, Yi−1) (here X = (Xi), Y = (Yi)).

Remark 3.1.3. We will often use the fact that sd+ dt = (s− t)d+ (dt+ td)
is homotopy equivalent to (s − t)d; hence we may assume that t = 0 in the
definition of Z.

Now we check that for Z = ∪X,Y ∈ObjK(A)Z(X, Y ) we have Z /MorK(A)
and Z2 = 0. A easy standard argument also shows that for any C all ideals
Z /MorC that satisfy Z2 = 0 satisfy a collection of nice properties.

Lemma 3.1.4. I1. Z /MorK(A).
2. Let L,M,N ∈ ObjK(A), let g ∈ Z(L,M) ⊂ K(A)(L,M), h ∈

Z(M,N) ⊂ K(A)(M,N). Then h ◦ g = 0 (in K(A)).
II Let T /MorC for some additive category C, suppose also that T 2 = 0;

let D be an additive category. Let p : C → D be an additive functor such that
for any X, Y ∈ ObjC we have Ker(C(X, Y )→ D(p(X), p(Y ))) = T (X, Y ).

Then the following statements are valid.
1. Let p be a full functor. Then it is conservative i.e. p(g) is an isomor-

phism iff g is (for any morphism g in C).
2. For any X ∈ ObjC and r ∈ C(X,X) if p(r) is an idempotent then it

could be lifted to an idempotent r′ ∈ C(X,X) (i.e. p(r′) = p(r)).
3. If C is idempotent complete then its categorical image in D also is.

Here we consider a not necessarily full subcategory of D such that all its
objects and morphisms are exactly those that come from C.

Proof. I1. Obviously, Z is closed with respect to sums and direct sums.
Lastly, let d denote the differential, let f, g, and h be composable mor-

phisms; let g = s ◦ d, for s being a collection of arrows shifting the degree by
−1. Then we have f ◦ g = (f ◦ s) ◦ d and g ◦ h = −(s ◦ h) ◦ d; note that h
"anticommutes with the differential".

2. Let L = (Li), M = (Mi), N = Ni. Suppose that for all i ∈ Z we have
gi = si+1 ◦ diL for some set of si ∈ A(Li,Mi−1), whereas hi = ui+1 ◦ diM for
some set of ui ∈ A(Mi, Ni−1)

Then hi ◦ gi = ui+1 ◦ diM ◦ si+1 ◦ diL. Recall now that g is a morphism of
complexes; hence for all i ∈ Z we have diM ◦ si+1 ◦ diL = diM ◦ di−1

M ◦ si = 0.
We obtain that h ◦ g is homotopic to 0.

II1. Since p is a functor, it sends isomorphisms to isomorphisms.
Now we prove the converse statement. Let g ∈ C(X,X ′) for X,X ′ ∈

ObjC, let p(h) for some h ∈ C(X ′, X) be the inverse to p(g). We have
h ◦ g− idX ∈ T (X,X) and g ◦ h− idX′ ∈ T (X ′, X ′). It suffices to check that
h ◦ g and g ◦ h are invertible in C. The last assertion follows from equalities
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(h◦g−idX)2 = 0 and (g◦h−idX′)2 = 0 in C, that yield (h◦g)(2idX−h◦g) =
idX and (g ◦ h)(2idX′ − g ◦ h) = idX′ .

2. This is just the standard statement that idempotents could be lifted
(in rings).

We consider r′ = −2r3+3r2. Since p(r)2 = p(r) inD and r′ = r+(r2−r)◦
(idX−2r), we have p(r′) = p(r). Since r′i2−r′ = (r2−r)2 ◦ (4r2−4r−3idX),
we obtain that r′ is an idempotent.

3. The assertion follows immediately from II2. Indeed, any idempotent
d in the image could be lifted to an idempotent c in C. Since c splits in C,
p(c) = d splits in the image.

Remark 3.1.5. The assertions of part II remain valid for any nilpotent T . For
l that satisfies ln = 0, n > 0, the inverse to idX − l is given by idX + l+ l2 +
· · ·+ ln−1. If ln = 0, r2− r = l, then the equality (x− (x−1))2n−1 = 0 allows
to construct explicitly a polynomial P (x) such that P ≡ 0 mod xnZ[x] and
P ≡ 1 mod (x− 1)nZ[x]. Then P (r)2 = P (r); P (r)− r could be factorized
through l.

Definition 3.1.6. [The definition of Kw(A)]
We define Kw(A) as K(A)/Z (in the sense of Remark 3.1.2) with isomor-

phic (i.e. homotopy equivalent) objects identified.
We have the obvious shift functor [1] : Kw(A)→ Kw(A).
A triangle X → Y → Z → X[1] in Kw(A) will be called distinguished if

any of its two sides could be lifted to two sides of some distinguished triangle
in K(A).

An additive functor F : C → Kw(A) for a triangulated C will be called
weakly exact if it commutes with shifts and sends distinguished triangles to
distinguished triangles.

The bounded subcategories of Kw(A) are defined in the obvious way.

Remark 3.1.7. [Why Kw(A) is a category; cohomology ]
1. Kw(A) is a category since we just factorize the class of objects of

K(A)/Z with respect to a class of invertible morphisms; see Remark 3.1.2.
2. Let B be an abelian category; let F : A → B be an additive functor.

Then any g ∈ Z(X, Y ) gives a zero morphism on cohomology of F∗(X). It
follows that the cohomologies of F∗(X) give well-defined functors Kw(A)→
B. Besides, these functors are easily seen to be "cohomological" i.e. they
translate distinguished triangles in Kw(A) into long exact sequences.

In particular, this is true for the "universal" functor A→ A′∗ (recall that
A′∗ is the full abelian subcategory of A∗ generated by A). Hence there are
well defined cohomology functors Hi : Kw(A)→ A′∗.
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3. Now suppose that for a triangulated C we have a weakly exact func-
tor u : C → Kw(A). Then the cohomology of F∗(u(X)) gives well-defined
functors C → B. Again, distinguished triangles in C are translated into long
exact sequences.

In particular, this statement can be applied to the weight complex functor
t : C → Kw(Hw) described in part II of Theorem 3.2.2 below. This concludes
the proof of (part IV of) Theorem 2.3.2.

Lemma 3.1.4 immediately yields the following statement.

Proposition 3.1.8. 1. The projection p : K(A)→ Kw(A) is conservative.
2. Let A be idempotent complete. Then Kb

w(A) is idempotent complete
also.

Proof. 1. Immediate from part II1 of Lemma 3.1.4.
2. It is well known that Kb(A) is idempotent complete; see, for example,

[3]. Hence part II3 of Lemma 3.1.4 yields the result.

3.2 The functoriality of the weight complex

We will use the following simple fact.

Lemma 3.2.1. If X ∈ Cw≥0, Y ∈ Cw≤0 then any f ∈ C(X, Y ) could be
factorized through some morphism X0 → Y 0 (of the zeroth terms of weight
complexes).

Proof. Easy from the equality C(Xw≥1[−1], Y ) = C(X0, Y w≤−1[1]) = {0}.

Now we prove that the "single" and the "infinite" weight decompositions
define functors. Let X,X ′ denote arbitrary objects of C.

Theorem 3.2.2. I1. The (single) weight decomposition of objects and mor-
phisms gives a functor WD : C → K

[0,1]
w (C) (i.e. the image is concentrated

in degrees 0, 1).
2. Morphisms g ∈ C(X,X ′), h ∈ C(Xw≤0, X ′w≤0) and i : C(Xw≥1, X ′w≥1)

give a morphism of weight decompositions (of X and X ′) iff (h, i) = WD(g)
in Kw(C).

3. The homomorphism C(X,X ′)→ K
[0,1]
w (C)(WD(X),WD(X ′)) is sur-

jective.
4. For all X,X ′ ∈ ObjC we make the notation

T (X,X ′) = Ker(C(X, Y )→ Kw(Hw)(WD(X),WD(X ′)).
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Then T / MorC; T 2 = 0.
5. If WD(X) ∼= WD(X ′) in Kw(C) then X ∼= X ′ in C.
6. For any X ∈ ObjC, p ∈ C(X,X), if WD(p) is idempotent then

WD(p) could be lifted to an idempotent p′ in C(X,X).
II The infinite weight decomposition of objects and morphisms (cf. the

construction described in the proof) gives a functor C → Kw(Hw).

Proof. 1. By part 1 of Lemma 1.5.1, any morphism X → X ′ could be ex-
tended to a morphism of their (fixed) weight decompositions. This extension
is uniquely defined in K

[0,1]
w (C) by part 3 of loc. cit. One can compose

such homomorphisms in Kw(C) since one of the possible extensions of the
composition of morphisms X → X ′ → X ′′ (in C(C)) is the composition of
(arbitrary) extensions for the morphisms X → X ′ and X ′ → X ′′.

It remains to check that the image of X in ObjK [0,1]
w (C) does not depend

on the choice of the weight decomposition. Let K,K ′ ∈ ObjK(C) be given
by two weight decompositions of X; idX induces g ∈ K(C)(K,K ′) and h ∈
K(C)(K ′, K). By part 3 of Lemma 1.5.1, h ◦ g− idK ∈ Z(K,K) and g ◦ h−
idK′ ∈ Z(K ′, K ′). It suffices to check that h ◦ g and g ◦ h are invertible in
K(C); this follows from part 1 of Proposition 3.1.8.

2. By definition ofWD, the triple (g,WD(g)) gives a morphism of weight
decompositions.

Now suppose that (h, i) = WD(g) i.e. (h, i) ∈ C(C)(WD(X),WD(X ′))
and (h, i) ≡ WD(g) mod T (WD(X),WD(X ′)). It follows that i◦f = f ′◦h
(in the notation of (3)). Besides, there exist (h′, i′) that give a morphism
of weight decompositions; h − h′ = s ◦ f and i − i′ = f ′ ◦ t for some s, t ∈
C(Xw≥1, X ′w≤0). We obtain that h◦a = h′◦a = a′◦g and b′◦i = b′◦i′ = g[1]◦b.

Hence (g, h, i) give a morphism T0 → T ′0.
3. By definition, any h ∈ K [0,1]

w (C)(WD(X),WD(X ′)) comes from some
commutative square

Xw≤0 f0−−−→ Xw≥1y y
X ′w≤0 f ′0−−−→ X ′w≥1

Extending this square to a morphisms of triangles T0 → T ′0 (i.e. of weight
decompositions of X and X ′) immediately yields the result.

4. Since WD is a functor, T is an ideal.
We prove that T 2 = 0 similarly to the proof of I2 of Lemma 3.1.4.
Let X,X ′, X ′′ ∈ ObjC, let g ∈ T (X ′, X ′′) ⊂ C(X,X ′), h ∈ T (X ′, X ′′) ⊂

C(X ′, X ′′).
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We should check that h ◦ g = 0 (in C). We can choose any weight
decompositions of X,X ′, X ′; denote them by T, T, T ′′ (similarly to (3)).

Since WD(g) = WD(h) = 0, by assertion I2 we obtain that (g, 0, 0)
and (h, 0, 0) give morphisms of weight decompositions. This means that
a′ ◦ g = a′′ ◦ h = g[1] ◦ b = h[1] ◦ b′ = 0. Hence g could be presented as
b′[−1] ◦ c for some c ∈ C(X,X ′w≥1[−1]). Then h ◦ g = (h[1] ◦ b′)[−1] ◦ c = 0.

5. By assertion I3 any isomorphism WD(X) → WD(X ′) is induced by
some morphism X → X ′. Now by part II1 of Lemma 3.1.4, t is conservative
(we apply assertion I4); this yields the result.

6. Immediate from part II2 of Lemma 3.1.4.
II Exactly the same reasoning as in part I1 will prove the assertion after we

verify that morphisms in C give well-defined morphisms of weight complexes
(in Kw(Hw)).

Applying part I1 to weight decompositions of X[k], X ′[k] for X,X ′ ∈
ObjC and all k ∈ Z, we obtain that any g ∈ C(X,X ′) gives a (non-unique)
family of gk : Xw≤k → X ′w≤k. Besides, for all k ∈ Z we have gk ◦ sk+1 =
s′k+1 ◦ gk+1[−1] (see Lemma 1.5.3); here we extend the notation of part 2 of
Proposition 1.5.6 to X ′. These morphisms can be extended to a morphism
Po(X) → Po(X ′); hence we obtain some morphism t(g) : t(X) → t(X ′). It
remains to verify that for g = 0 we have t(g) ∈ Z(t(X), t(X ′)).

We study the possibilities for gi : X i → X ′i. Note that Xi depends on
the maps rk : Xw≤k → X ′w≤k only for k = i, i−1. This dependence is linear.
Moreover, any pair of (ri, ri−1) could be presented as (0, ri−1)+(ri, 0). Hence
it suffices to prove that gi could be presented as (si+1 ◦ hiX + hi−1,X′ ◦ ti) for
some si+1 ∈ Hw(X i+1, X ′i), ti ∈ Hw(X i, X ′i−1) in two cases: either ri or
ri−1 equals 0. (Recall that h denotes the boundary of a weight complex).

In the case ri = 0 we can present gi[−1] as the second component of
WD(0 : Xw≤i[−1] → X ′w≤i[−1]). Hence gi equals ci−1,X′ ◦ ui for some
ui ∈ C(X i, X ′w≤i−1). Note now that ui could be factorized through X ′i−1

(see Lemma 3.2.1).
In the case ri−1 = 0 we can present gi as the first component of WD(0 :

Xw≥i → X ′w≥i). Hence gi equals vi+1◦xiX [1] for some vi+1 ∈ Hw(Xw≥i+1, X ′i).
It remains to note that vi could be factorized through X i+1.

Combining the two cases, we obtain our claim.

Remark 3.2.3. The functoriality of t implies that for any X ∈ ObjC any two
choices for t(X) are connected by a (canonical) isomorphism in Kw(Hw).
Then part II1 of Lemma 3.1.4 (combined with part I2 of the Lemma) implies
that they are isomorphic (not necessarily canonically) in K(Hw) i.e. they
are homotopy equivalent (in C(Hw)).
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WD and t "commute" in the following sense.

Proposition 3.2.4. Let X,X ′ ∈ ObjC, g ∈ C(X,X ′).
1. Any choice of (t(i), t(l)) for (i, l) = WD(g) comes from a truncation

of t(g) (here we fix some weight decompositions of X and X ′ and consider
all compatible lifts of t(g) to MorC(Hw)).

2. Let some (r′, s′) = (t(i′), t(l′)) for some weight decomposition (i′, l′) of
g, let r + s : t(X) → t(X ′) be homotopic to r′ + s′ (here we consider sums
of collections of arrows). Then (r, s) = (t(i), t(l)) for some (other) weight
decomposition (i, l) of g.

Proof. 1. By the definition of t(g) (see part II of Theorem 3.2.2) any choice
of (t(i), t(l)) is a possible truncation of t(h) over C(Hw).

2. It suffices to prove the statement for g = 0. Suppose that (r, s) could
be obtained from some WD(0) via t. Note that (replacing r, s by equivalent
morphisms if needed) we can assume that r = r0, s = s1 (i.e. they are
concentrated in degrees 0, 1). Hence there exists some l ∈ Hw(X1, X ′0) such
that r0 = l ◦ h0, s1 = h′0 ◦ l.

Now it remains to note that the triple (0, d′0 ◦ l ◦ c1, x′0[1] ◦ l ◦ y1) gives a
weight decomposition of 0 : X → X ′. This fact follows from the equalities
d′0 ◦ l ◦ c1 ◦ a0 = 0 = b′0 ◦ x′0[1] ◦ l ◦ y1 (see (8) and (9)), whereas

f ′0 ◦ d′0 ◦ l ◦ c1 = x′0[1] ◦ l ◦ c1 = x′0[1] ◦ l ◦ y1 ◦ f0.

3.3 Main properties of the weight complex

Now we prove the main properties of the weight complex functor.

Theorem 3.3.1. [The weight complex theorem]
I Exactness.
t is a weakly exact functor.
II Nilpotence.
I(−,−) = KerC(−,−)→ Kw(t(−), t(−)) defines an ideal in MorC. For

any i ≤ j ∈ Z the restriction I [i,j] of I to C [i,j] satisfies (I [i,j])j−i+1 = 0.
III Idempotents.
If X ∈ Cb, g ∈ C(X,X), t(g) = t(g ◦ g), then t(g) could be lifted to an

idempotent g′ ∈ C(X,X).
IV Filtration.
If X ∈ Cw≤i (resp. Cw≥i) for some i ∈ Z then t(X) ∈ Kw(Hw)w≤i

(resp. Kw(Hw)w≥i) i.e. it is homotopy equivalent to a complex concentrated
in degrees ≤ i (resp. ≥ i).
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If X is bounded from above (resp. from below) then the converse implica-
tions are valid also.

V Conservativity.
If w is non-degenerate then the functor t is conservative on C+ and C−.
VI If X, Y ∈ C [0,1] then t(X) ∼= t(Y ) =⇒ X ∼= Y .
VII Let X ∈ Cw≥a for some a ∈ Z; consider the homomorphism t∗ :

C(X,X ′)→ Kw(Hw)(t(X), t(X ′)). Then the following statements are valid.
1. t is bijective if X ′ ∈ Cw≤a.
2. t is bijective if X ′ ∈ Cw≤a+1.

Proof. I Let C a→ X
f→ X ′

b→ C[1] be a distinguished triangle. We should

prove that the triangle t(C)
t(a)→ t(X)

t(f)→ t(X ′)
t(b)→ t(C)[1] is distinguished. It

suffices to construct a triangle of morphisms

V : t(X ′[−1])
m→ t(C)

n→ t(X) (12)

that splits componentwisely (in C(Hw)) such that m is some choice for
t(b)[−1] and n is some choice for t(a). Indeed, it is a well known fact that
any such V gives a distinguished triangle in K(Hw). Hence any two sides
of t(V ) could be lifted to two sides of a distinguished triangle in K(Hw); so
t(V ) is distinguished (see Definition 3.1.6).

In order to prove our claim we apply Lemma 1.5.4 for all i ∈ Z. By the
Lemma, the triangles C[i]→ Ci → C ′i obtained from (5) by shifting the last
row are weight decompositions of C[i] for all i ∈ Z. Hence first two columns
could be completed to morphisms Po(X ′)→ Po(C)[1]→ Po(X)[1].

Now we check that the corresponding map of weight complexes splits
componentwisely.

We apply Lemma 1.5.4 to the morphism gXw≤i,X′w≤i−1 [i] and the weight

decompositions X i di→ Xw≤i → Xw≤i−1[1] and X ′i−1[1]
d′i−1[1]
→ X ′w≤i−1[1] →

X ′w≤i−2[2] of the corresponding objects. We obtain a diagram

X i di−−−→ Xw≤i −−−→ Xw≤i−1[1]y0

ygXw≤i,X′w≤i−1[−i]

y
X ′i−1[1]

d′i−1[1]
−−−−→ X ′w≤i−1[1] −−−→ X ′w≤i−2[2]y y y

Di[1] −−−→ Ci[1]
ti[2]−−−→ Ci−1[2]

(13)

for some Di ∈ ObjC and some ti. The first column gives Di
∼= X i ⊕X ′i−1.

Hence Ci[−1]
ti→ Ci−1 → Di is a weight decomposition of Ci[−1]. Applying
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the fact that the morphisms Ci[−1] → Ci−1 that correspond to idCi[−1] is
unique, we obtain that ti equals the corresponding morphism coming from
the infinite weight decomposition of C (see Proposition 1.5.6). Hence we
obtain our claim.

II I is an ideal since t is an additive functor.
Obviously, it suffices to check that for X ∈ C [0,n] the ideal J = {g ∈

C(X,X) : t(g) = 0} of the ring C(X,X)) satisfies Jn+1 = 0. We will prove
this fact by induction in n. In the case n = 0 we have C [0,n] = Hw, hence
J = {0}.

To make the inductive step we consider g0 ◦ g1 ◦ . . . gn, gi ∈ J , let r =
(g0 ◦ g1 ◦ . . . gn−1)[n − 1], s = gn[n − 1] ◦ r. By Proposition 3.2.4, we can
choose a representative (hi, li) ofWD(gi[n−1]) such that t(hi) = 0. Then by
the inductive assumption we have WD(r) = (0,m) for some m : Xn → Xn.
Considering the morphism of triangles corresponding to WD(r) we obtain
that r = bn−1[−1] ◦ q for some q : X[n− 1]→ Xn[−1]. Next, since t(gn) = 0,
we can assume that t(gn[n − 1]) = (u, 0) for some u (by Proposition 3.2.4).
Hence gn[n− 1] = v ◦ an−1 for some v ∈ C(Xw≤n−1, X[n− 1]) and we obtain
s = v ◦ (an−1 ◦ bn−1[−1]) ◦ q = 0. The assertion is proved.

III Follows from assertion II by a standard reasoning, see Remark 3.1.5.
IV By part 2 of Proposition 2.2.2 if X ∈ Cw≤i (resp. Cw≥i) then choosing

Xw≥i+1 = 0 (resp. Xw≤i−1 = 0) we obtain that the corresponding choice of
t(X) is concentrated in degrees ≤ i (resp. ≥ i). Now note that all choices of
t(X) are homotopy equivalent by part 1 of Proposition 3.1.8.

Conversely, let w be non-degenerate, let t(X) ∈ Kw(Hw)w≤i. We can
assume that i = 0; let X ∈ Cw≤n. Then t(idX) is homotopy equivalent to a
morphism concentrated in degrees ≤ 0. Hence Proposition 3.2.4 implies that
for WD(idX) = (l,m) we can assume that t(m) = 0.

Then by assertion II we have WD(idnX) = (ln, 0). Considering the distin-
guished triangle corresponding to WD(idnX) we obtain that idX = idnX could
be factorized through Xw≤0. Hence X is a retract of Xw≤0; since Cw≤0 is
Karoubi-closed in C we obtain that X ∈ Cw≤0.

The case t(X) ∈ Kw(Hw)w≥i is considered similarly.
V Since t is weakly exact (see Definition 3.1.6), it suffices to check that

t(X) = 0 implies X = 0. This is immediate from assertion IV.
VI Immediate from part I5 of Theorem 3.2.2.
VII We can assume that a = 0.
1. The proof is just a repetitive application of axioms (of weight struc-

tures).
Note first that t∗ is bijective for X,X ′ ∈ Cw=0. Next, for X ∈ Cw=0

and any X ′ we consider the distinguished triangle X ′w≤−1 → X ′0 → X ′ →
X ′w≤−1[1]. Then orthogonality yields that any h : C(X,X ′0) gives a mor-
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phism X → X ′; hence t is surjective in this case. We also can apply this
statement for X ′′ = X ′w≤−1 Hence considering the diagram

(C(X,X ′w≤−1) −−−→ C(X,X ′0) −−−→ C(X,X ′) −−−→ 0y y y
Kw(Hw)(t(X), t(X ′w≤−1)) −−−→ Kw(Hw)(t(X), t(X ′0)) −−−→ Kw(Hw)(t(X), t(X ′)) −−−→ 0

induced by t we obtain that t∗ is bijective in this case.
Now considering the distinguished triangle Xw≥1[1]→ X → X0 → Xw≥1

and applying the dual argument one can easily obtain the claim.
2. Let h ∈ Kw(Hw)(t(X), t(X ′)). By definition, we can "cut" h to obtain

a commutative diagram

t(X0)
t(f0)−−−→ t(Xw≥1)y y

t(X ′)w≤0 t(f ′0)
−−−→ t(X ′1)

By assertion VII1, this diagram corresponds to some homomorphism
WD(X)→ WD(X ′). It remains to apply part I3 of Theorem 3.2.2.

Remark 3.3.2. 1. Parts IV and V imply that t it is always conservative and
respect the filtrations on Cb; see part 3 of Proposition 1.3.4.

2. In fact, our notion of a distinguished triangle in Kw(A) (see Definition
3.1.6) is rather weak. It is similar to the notion of an exact triangle in
Definition 0.3 of [31]. Since exact triangles are not distinguished in general
(see loc.cit.), part I of our theorem does not imply that for a distinguished
triangle C → X → X ′ the triangle t(C) → t(X) → t(X ′) comes from some
distinguished triangle in K(Hw).

We will not prove the latter fact in detail, since we will only need it in
Remark 3.3.4 below. Yet the proof is rather easy. In the proof of part I of our
theorem it suffices to check that some choice of t(f) inK(Hw) yields the third
side of the distinguished triangle in question. Using (obvious) functoriality
properties of the construction in the proof, one can reduce the latter claim
to the case X,X ′ ∈ Cw=0. Certainly, the statement is obvious in this case.

It seems probable that t could de lifted to a certain "strong weight com-
plex" functor.

Conjecture 3.3.3. t could be lifted to an exact functor tst : C → K(Hw).
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Remark 3.3.4. 1. Let Hw be (fully) embedded into the subcategory B =
Proj A of projective objects of an abelian category A (probably, the most
reasonable choice for A is Hw′∗; cf. Lemma 5.4.3 below). Then we have
a full embedding K(Hw) ⊂ K(B) ⊂ D(A). Suppose now that A is of
projective dimension 1. Then any complex over A is quasi-isomorphic to
a complex with zero differentials; hence it could be presented in D(A) as
a direct sum of some monomorphisms in B (i.e. of complexes of the form
. . . 0→ X

i→ Y → 0→ . . . placed in pairwise distinct dimensions). We check
that Kw(B) = K(B). Note that it suffices to prove the corresponding fact
for Kb. Therefore it suffices to check that Kw(B)(X, Y ) = K(B)(X, Y ) for
X, Y being monomorphisms (as two-term complexes); let X = X−1 → X0. If
Y ∈ C [−1,0](B) then K(B)(X, Y ) = A(H0(X), H0(Y )) = Kw(B)(X, Y ) (see
part 2 of Remark 3.1.7). If Y ∈ C [−2,−1](B) then the equality K(B)(X, Y ) =
Kw(B)(X, Y ) is obvious (cf. part VII of Theorem 3.3.1). For Y placed in all
other positions we have K(B)(X, Y ) = {0} = Kw(B)(X, Y ).

We conclude that Kw(Hw) = K(Hw). Therefore part 2 of Remark 3.3.2
implies that t is exact (as a functor of triangulated categories).

In particular, this reasoning can be applied if Hw = Abfin.fr or Hw =
Abfr. Hence this is the case for all categories of spectra considered in §4.6
below.

2. In §6.3 below we will also verify the conjecture in the case when C has
a differential graded enhancement.

3. Prof. A. Beilinson has kindly communicated to the author a proof of
the conjecture in the case when C has a filtered triangulated enhancement;
see §8.3 below. Probably, a filtered triangulated enhancement exists for any
"reasonable" triangulated category.

4 Connection between weight structures and t-
structures; duality of hearts

In this section we prove that weight structures are closely related to t-
structures.

In §4.1 we recall the definition of a t-structure in a triangulated C.
In §4.2 we recall the (standard) construction of countable homotopy col-

imits in triangulated categories and study its properties.
In §4.3 we show that in many cases a weight structure could be described

by specifying a negativeH ⊂ C. In particular, this is the case for the category
of finite spectra (⊂ SH).

In §4.4 we define the notion of adjacent weight and t-structure for C; their
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hearts are "dual" in a very interesting sense (see Theorem 4.4.2). We also
compare spectral sequences arising from adjacent weight and t-structures.

In §4.5 we study the conditions for adjacent weight and t-structures to
exist. We only consider in detail the cases which are relevant for our main
examples (motives and SH); other possibilities are described in Remark 4.5.3.
Note also that the weight resolution construction used in the proof of Theorem
4.5.2 allows to construct Eilenberg-Maclane spectra in SH.

In 4.6 we apply the results of this section to the study of SH. In partic-
ular, we obtain a certain "weight filtration" on homotopy groups of spectra.
In §7.1 below we will apply our results to DM eff

− (the category of motivic
complexes of Voevodsky).

4.1 t-structures: reminder

To fix the notation we recall the definition of a t-structure.

Definition 4.1.1. A pair of subclasses Ct≥0, Ct≤0 ⊂ ObjC for a triangulated
category C will be said to define a t-structure t if Ct≥0, Ct≤0 satisfy the
following conditions:

(i) Ct≥0, Ct≤0 are strict i.e. contain all objects of C isomorphic to their
elements.

(ii) Ct≥0 ⊂ Ct≥0[1], Ct≤0[1] ⊂ Ct≤0.
(iii)Orthogonality. For anyX ∈ Ct≤0[1], Y ∈ Ct≥0, we have C(X, Y ) =

{0}.
(iv) t-decomposition. For any X ∈ ObjC there exists a distinguished

triangle
A→ X → B→A[1] (14)

such that A ∈ Ct≤0, B ∈ Ct≥0[−1].

Non-degenerate and bounded (above, below, or both) t-structures could
be defined similarly to Definition 1.2.1.

We will need some more notation for t-structures.

Definition 4.1.2. 1. A category Ht whose objects are Ct=0 = Ct≥0 ∩ Ct≤0,
Ht(X, Y ) = C(X, Y ) for X, Y ∈ Ct=0, will be called the heart of t. Recall
(cf. Theorem 1.3.6 of [5]) that Ht is abelian (short exact sequences come
from distinguished triangles in C).

2. Ct≥l (resp. Ct≤l) will denote Ct≥0[−l] (resp. Ct≤0[−l]).

Remark 4.1.3. Recall (cf. Lemma IV.4.5 in [15]) that (14) defines additive
functors C → Ct≤0 : X → A and C → Ct≥1 : X → B. We will denote A,B
by X t≤0 and X t≥1[−1], respectively.
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Moreover, the functor X → X t≤0 is right adjoint to the inclusion Ct≤0 →
C. It follows that this functor commutes with all those direct sums that exist
in C. Besides, if ⊕Xi, ⊕X t≤0

i , and ⊕X t≥1
i exist in C then the distinguished

triangle ⊕X t≤0
i → ⊕Xi → ⊕X t≥1

i [−1] yields that (⊕Xi)
t≥1 = ⊕(X t≥1

i ).

The t-components of X[i] will be denoted by X t≤i ∈ Ct≤0 and X t≥i+1 ∈
Ct≥0, respectively. (14) will be called the t-decomposition of X.

We denote by H0t the zeroth cohomology functor corresponding to t (cf.
part 10 of §IV.4 of [15]); i.e. H0t(X) is defined similarly to X [0,1] in part
1 of Proposition 1.5.6. Shifting the t-decomposition of X t≤0[−1] by [1] we
obtain a canonical and functorial (with respect to X) distinguished triangle
X t≤−1[1]→ X t≤0 → H0t(X) with X t≤−1 ∈ Ct≤0.

Lastly, τ≤iX will denote X t≤i[−i]; τ≥iX = X t≥i[−i].

4.2 Countable homotopy colimits in triangulated cate-
gories: the construction and properties

The triangulated construction of countable (filtered) homotopy colimits is
fairly standard, cf. Definition 1.6.4 of [23].

Definition 4.2.1. Suppose that we have a sequence of objects Yi (starting
from some j ∈ Z) and maps φi : Yi → Yi+1. Let there exist D = ⊕Yi
in C. We consider the map d : ⊕idYi

⊕
⊕(−φi) : D → D (we can define

it since its i-th component is could be easily factorized as a composition
Yi → Yi ⊕ Yi+1 → D). Denote the cone of a as Y . We will write Y = lim−→Yi
and call Y the homotopy colimit of Yi.

We will say that the colimit exists (in C) if the direct sum D exists.

Remark 4.2.2. 1. By Lemma 1.7.1 of [23] the homotopy colimit of Yij is the
same for any subsequence of Yi. In particular, we can discard any (finite)
number of first terms in Yi.

2. By Lemma 1.6.6 of [23] the homotopy colimit of X idX→ X
idX→ X

idX→
X

idX→ . . . is X. Hence we obtain that lim−→Xi
∼= X if for i � 0 all φi are

isomorphisms and Xi
∼= X.

3. The construction of lim−→Yi easily yields: if countable direct sums exist in
Cw≤0 then Cw≤0 is closed (in C) with respect to homotopy colimits. Indeed,
we have D ∈ Cw≤0; hence it suffices to apply part 3 of Proposition 1.3.1.
On the other hand, it is easy to construct a counterexample to the similar
statement on Cw≥0 (though colimits of object of Cw≥0 always belong to
Cw≥−1). To settle this problem we will describe a "clever" method for passing
to the colimit in Cw≥0 below.
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We study the behaviour of colimits under (co)representable functors.

Lemma 4.2.3. 1. For any C ∈ ObjC we have a natural epimorphism
C(Y,C)→ lim←−C(Yi, C).

2. This epimorphism is bijective if all φi[1]∗ : C(Yi+1[1], C)→ C(Yi[1], C)
are surjective for all i� 0.

3. If C is compact then C(C, Y ) = lim−→C(C, Yi).

Proof. 1. For any C we have C(D,C) =
∏
C(Yi, C).

This yields a long exact sequence

· · · → C(D[1], C)
a[1]∗→ C(D[1], C)→ C(Y,C)→ C(D,C)

a∗→ C(D,C)→ . . . .

It is easily seen that the kernel of a∗ equals

{(si) : si ∈ C(Yi, C), si+1 = si ◦ φi} = lim←−C(Yi, C);

this yields the result.
2. By part 1 of Remark 4.2.2, we can assume that the homomorphisms

φ[1]∗ are surjective for all i. In this case a[1]∗ is easily seen to be surjective;
this yields the result.

3. Similarly to the proof of part 1, we consider the long exact sequence

· · · → C(C,D)
a∗→ C(C,D)→ C(C, Y )→ C(C,D[1])

a[1]∗→ C(C,D[1])→ . . . .

Since C is compact, we have C(C,D) = ⊕C(C, Yi). Then it is easily seen
that map a[1]∗ is surjective, whereas the cokernel of a∗ is lim−→C(C, Yi). See
also Lemma 2.8 of [24].

Now we describe a "clever" method for passing to the colimit in Cw≥0.
Since we will use it to prove that a certain "candidate" for being a weight
structure is a weight structure indeed, we will describe it in a (somewhat)
more general setting than those of weight structures.

Suppose that we have a full subcategory D ⊂ C that is "closed with
respect to taking middle terms of distinguished triangles". Define a full
subcategory E ⊂ C by

X ∈ ObjE ⇐⇒ C(X, Y ) = {0} ∀Y ∈ ObjD[1].

Note that E is also "closed with respect to taking middle terms of distin-
guished triangles", wheareas the pair (D,E) satisfies the conditions of Re-
mark 1.5.5.
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Lemma 4.2.4. Let φi : Yi → Yi+1 be a sequence of C-morphisms; denote
Coneφi by Ci; let the first of Yi be Yl. Suppose that Yl and all Ci have
"weight decompositions with respect to D,E" i.e. that there exist distin-
guished triangles Yl → Dl → El and Ci → Fi → Gi with Dl, Fi ∈ ObjD
and El, Gi ∈ ObjE. Suppose also that for any possible choice of weight de-
compositions of Yi (Yi → Di → Ei with Di ∈ ObjD and Ei ∈ ObjE) the
sum ⊕Ei exists. Then there exists a choice of Ei and of the morphisms
φ′i : Ei → Ei+1 coming from φi (defined similarly to part 1 of Lemma 1.5.1)
such that lim−→Ei ∈ ObjE (note that the colimit exists!).

Proof. We fix weight decompositions for all Ci and for Yl.
Now we fix φ′i and the weight decompositions of Yi+1 starting from i = l

inductively.
Suppose that we have fixed some weight decomposition of Yi. By Remark

1.5.5 we can construct Ei+1 and φ′i that fit into a distinguished triangle

Ei
φ′i→ Ei+1 → Gi, whereas Ei+1[−1]→ Yi+1 yields a weight decomposition of

Yi.
Now we check that passing to the limit of Ei this way we obtain an object

of E. Let Z be the limit of Ei. We should check that C(Z,C) = {0} for any
C ∈ ObjD[1]. By part 2 of Lemma 4.2.3 to this end it suffices to check that
all φ′i[1]∗ : C(Ei+1, C) → C(Ew≥1

i [1], C) are surjective. Indeed, then we will
have C(Z,C) = lim←−C(Ei, C) = {0}. Lastly, the surjectivity is immediate
from the long exact sequences (for all i)

· · · → C(Ei+1[1], C)→ C(Ei[1], C)→ C(Gi, C)(= {0})→ . . . .

Lastly we prove that t-truncations "approximate" objects. We will prove
this statement in the form that is relevant for §7.1; certainly, some other
versions of it are valid for similar reasons.

Lemma 4.2.5. Let t be a non-degenerate t-structure; suppose that all count-
able direct sums exist for objects of Ct≤0. Let Yi ∈ Ct≤l for some l ∈ Z, let
φi : Yi → Yi+1 be a sequence of C-morphisms.

Suppose that there exists such an Y that for any i and all j ≥ i we have
Y t≥i
j
∼= Y t≥i

j and these isomorphisms commute with φj∗ : Y t≥i
j → Y t≥i+1

j .
Then lim−→Yi exists and ∼= Y .

Proof. Since countable direct sums exist in Ct≤0, they also exist in Ct≤0.
This implies the existence of lim−→Yi. We denote lim−→Yi by Z.
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We obviously have Y ∈ Ct≤l. Then the definition of lim−→ easily yields (at

least, one) morphism lim−→(Y
idY→ Y

idY→ Y
idY→ . . . ) = Y → lim−→Yi = Z; to this

end one should apply Proposition 1.4.2.
Since t is non-degenerate, it suffices to prove that Y t≤j ∼= Zt≤j for any j.

We fix j.
By part 1 of Remark 4.2.2 we can assume that φi∗ are isomorphisms for all

i. We apply the functorX → X t≤j to the definition of lim−→Yi. Since countable
direct sums exist in Ct≤l and (by Remark 4.1.3) the functor X → X t≥i

commutes with them we obtain: Zt≥j ∼= lim−→(Y t≥j id
Y t≥j→ Y t≥j id

Y t≥j→ Y t≥j →
. . . ). By part 2 of Remark 4.2.2 we conclude that Zt≥i ∼= Y t≥i.

4.3 Recovering w from Hw

In many cases instead of describing Cw≤0 and Cw≥0 it is easier to specify only
Cw=0. We describe some conditions that ensure that w could be recovered
from Hw.

Definition 4.3.1. Let H be a strict full additive subcategory of C.
1. We will say that H is negative if for any X, Y ∈ ObjH and i > 0 we

have C(X, Y [i]) = {0}.
2. We will say that H ′ ⊂ C is the Karoubi-closure of H if the objects of

H ′ are exactly all retracts of objects of H (in C).
3. We define the small envelope of an additive category A as a category A′

whose objects are (X, p) for X ∈ ObjA and p ∈ A(X,X) : p2 = p such that
there exist Y ∈ ObjA and q ∈ A(X, Y ), s ∈ A(Y,X) satisfying sq = 1 − p,
qs = idY . We define

A′((X, p), (X ′, p′)) = {f ∈ A(X,X ′) : p′f = fp = f}. (15)

The small envelope of A is (naturally) a full subcategory of the idempotent
completion of A (cf. subsection 5.1 below). One should think of A′ as of the
category of X 	 Y for X, Y ∈ ObjA, Y is a retract X. Here X 	 Y is a
certain "complement" of Y to X.

It can be easily checked that the small envelope of an additive category
is additive; X → (X, idX) gives and full embedding A→ A′.

Theorem 4.3.2. I Let A be a full additive subcategory of some triangulated
C. Then the embedding A→ C could be extended to a full embedding of the
small envelope of A into C.

II Let H be negative and generate C.

43



1. There exists a unique weight structure w for C such that H ⊂ Hw.
Moreover, it is bounded.

2. Hw equals the small envelope of H.
III Let H be negative and weakly generate C, suppose that for any X ∈

ObjC there exists a j ∈ Z such that

∀ Y ∈ ObjH we have C(Y,X[i]) = {0} ∀i > j. (16)

Let H ′ ⊂ H be additive. Suppose that either
(i) There exists a cardinality c such that for any direct of sum of < c

objects of H exists and belongs to H, whereas Card H ′ < c. For any X ∈
ObjC and any Y ∈ ObjH ′ the group C(Y,X) considered as a C(Y, Y )-module
can be generated by < c elements. Any object of H can be presented as ⊕i∈ICi
for Ci ∈ ObjH ′, Card I < c. For any I : Card(I) < c, Y ∈ ObjH ′, j ∈ Z,
and Xi ∈ ObjH, i ∈ I, we have

C(Y,⊕j∈IXj) = ⊕C(Y,Xj) (17)

or
(ii) Arbitrary direct sums exist in H; all objects of H ′ are compact; ObjH ′

is a set; any object of H can be presented as ⊕i∈ICi for Ci ∈ ObjH ′ and some
set I.

Then there exists a weight structure w for C such that H ⊂ Hw. More-
over, it is non-degenerate and bounded above. In case (ii) it admits negative
direct sums, in case (i) it admits negative direct sums of < c objects.

IV Suppose that all conditions of part III ((i) or (ii)) except (16) are
fulfilled. Denote the set of objects of C satisfying (16) for some j ∈ Z by C−;
denote the class of objects of C satisfying (16) for a fixed j ∈ Z by Cw≤j.
Then the category C− is triangulated and satisfies all conditions of part III
(we will identify the class C− with the corresponding full subcategory of C).

Proof. I We map (X, p) to (any choice of) Cone(q); we denote this object by
Z.

Now we define the embedding on morphisms. We note that in A the
map q is a projection of X onto Y . Hence A′ we have X ∼= (X, p) ⊕ Y ,
the isomorphism is given by (p, q). Since q has a section in C, we have a
distinguished triangle Z → X

q→ Y
0→ Z[1] i.e. we also have a similar

decomposition of X in C. It is easily seen that C(Z,Z ′) is given exactly by
the formula (15) if we assume that Z is a subobject of X i.e. if we fix the
splitting of the projection X → Z. Hence if we fix the embedding Z → X
for each (X, p) then (al possible choices) of objects Cone(q) would give a
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subcategory that is equivalent to the small envelope of A; it is obviously
additive.

II 1. We define C ′w≥0 as the smallest subset of ObjC that contains
ObjH[i] for i ≤ 0 and satisfies the property 3 of Proposition 1.3.1; for C ′w≤0

we take a similar ’closure’ of the set ∪ObjH[i] for i ≥ 0.
Obviously, C ′w≥0 and C ′w≤0 satisfy property (ii) of Definition 1.1.1; we

define C ′w≥i and C ′w≤i for i ∈ Z in the usual way.
If we have a distinguished triangle X → Y → Z → X[1] with C(X,A) =

C(Z,A) = {0} for some X, Y, Z,A ∈ ObjC then C(Y,A) = {0}; the same
statement is valid for a functor of the type C(B,−). Hence the equality
C(X[i], Y [j]) = {0} for i < 0 ≤ j, X, Y ∈ H easily implies (by induction)
that C(Z, T ) = {0} for all Z ∈ Cw≥1, T ∈ Cw≤0.

Now we verify that any X ∈ ObjC has a "weight decomposition" (with
respect to C ′w≥0 and C ′w≤0). We prove this by induction on the "complexity"
of X i.e. on the number of distinguished triangles that we have to consider
to "generate" X from objects of H[i], i ∈ Z.

For X of "complexity zero" (i.e. for X ∈ ObjH[i]) we can take a "trivial"
weight decomposition i.e. define Xw≤0 as X for i ≥ 0 and 0 otherwise; Xw≥0

will be 0 and X, respectively.
Suppose now that X ∼= Cone(Y

d→ Z) for Y, Z of "complexity less than
that ofX". By the inductive assumption there exist "weight decompositions"
of Y and Z[−1] i.e. distinguished triangles Y a→ A → B and Z[−1]

a′[−1]→
A′[−1] → B′[−1] for A ∈ C ′w≤0, A′ ∈ C ′w≤−1, B ∈ C ′w≥1, B′ ∈ C ′w≥0.
We apply Remark 1.5.5 for D = C ′w≤0 and E = C ′w≤0. It yields a "weight
decomposition" of X.

Now we take for Cw≥0 and Cw≤0 the Karoubi-closures of C ′w≥0 and C ′w≤0,
respectively. By part 3 of Lemma 1.3.5, they satisfy the orthogonality axiom
of weight structures. Hence they define a weight structure w for C.

Now, since any object of C could be obtained by a finite sequence of
considerations of cones of morphisms of objects of Hw, we obtain that w is
bounded.

It remains to check that w is the only weight structure such thatH ⊂ Hw.
By part 3 of Proposition 1.3.1 for any weight structure u satisfying H ⊂ Hu
we have C ′w≥0 ⊂ Cu≥0 and C ′w≤0 ⊂ Cu≤0. Since Cu≥0 and Cu≤0 are Karoubi-
closed, we also have Cw≥0 ⊂ Cu≥0 and Cw≤0 ⊂ Cu≤0. Now Lemma 1.3.6
implies our claim immediately.

2. By assertion I, C contains the small envelope of H. To check that
this envelope is actually contained in Hw it suffices to note that the object
X 	 Y could be presented both as a cone of the "embedding" Y → X and
of the "projection" X → Y .
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To check the inverse inclusion we can assume that H equals its small
envelope. Let X ∈ Cw=0.

We apply the weight complex functor t. We obtain that t(X) = X
is a retract of two objects A,B ∈ ObjKb

w(Hw); A ∈ ObjKb,≥0
w (Hw) and

B ∈ ObjKb,≤0
w (Hw). Next, applying Lemma 3.1.4 we obtain that the same

is true in Kb(Hw). This easily implies that t(X) = t(Z) for some Z that
could be presented as an object of a small envelope of H in C. Hence the
assertion follows from part VI of Theorem 3.3.1.

III Again, for Cw≥0 we take the smallest Karoubi-closed subset of ObjC
that contains H[i] for i ≤ 0 and satisfies the property 3 of Proposition 1.3.1.

For Cw≤0 we take

{X ∈ ObjC : C(X, Y ) = {0} ∀Y ∈ ObjH[i], i < 0}.

The proof of orthogonality is by induction on "complexity" of Y ∈ Cw≥0

as in the proof of part II1. We have C(X, Y ) = {0} for anyX ∈ Cw≤0 and any
Y ∈ Cw≥0 of "complexity zero". Now using the fact that all (co)representable
functors are homological on C, we obtain that the same is true for objects
of Cw≥0 of arbitrary complexity. Obviously, the same is true for their direct
sums i.e. for the whole Cw≥0.

Cw≤0 is Karoubi-closed, additive, and strict by part 1 of Lemma 1.3.5. Be-
sides, for any distinguished triangle X → Y → Z we have X,Z ∈ Cw≤0 =⇒
Y ∈ Cw≤0. Cw≥0 has these properties also. Moreover, part 3 of Proposition
1.3.1 shows that for any w′ satisfying the conditions we have Cw≥0 ⊂ Cw′≥0,
hence Cw≤0 ⊃ Cw′≤0.

To prove that w is a weight structure, it remains to prove the existence
of weight decompositions (see part 2 of Lemma 1.3.5). We will construct
Xw≤0 and Xw≥1 for a fixed X ∈ ObjC explicitly. The construction could
be called the weight resolution, cf. the proof of Proposition 4.5.2 below and
Proposition 7.1.2 of [22].

First we treat case (i). For each object Y of H ′ any Z ∈ ObjC we
choose some set of fi(Y, Z) ∈ C(Y, Z) of cardinality < c that fi(Y, Z) are
C(Y, Y )-generators of C(Y, Z). Let j ∈ Z satisfy (16).

Now we construct a certain sequence ofXk for k ≤ j starting fromXj = j.
For k = j we take Pj =

⊕
Y ∈ObjH′,fi(Y,Xj [j])

Y . Note that the number of
summands is < c, hence the sum exists and belongs to ObjH. Then we
have a morphism fj : Pj → Xj[j] given by

∏
fi(Y,X[j]). Let Xj−1[j] denote

a cone of fj. Repeating the construction for Xj−1 instead of Xj and with
k = j − 1 we get an object Pj−1 ∈ ObjH ′, fj−1 : Pj−1 → Xj−1[j − 1]; we
denote a cone of f1 by Xj−2[j − 1]. Proceeding, we get an infinite sequence
of (Pi, fi, Xi). Note that we have Pi ∈ Cw≥0.
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We denote the maps Xi → Xi−1 given by the construction by gi, hi =
gj ◦ · · · ◦ gi+2 ◦ gi+1 : X → Xi. We denote a cone of hi by Yi[−1]; the map
Y → Xi given by the corresponding distinguished triangle by ri.

The octahedron axiom implies that the commutative triangle X hi→ Xi
gi→

Xi−1 can be completed to an octahedron diagram (cf. §IV.1 of [15], or the
last paragraph of 1.4). Hence we obtain a distinguished triangle Pi[−i] →
Yi → Yi−1 → Pi[1− i]. By induction on i we obtain that Yi[i] ∈ Cw≥0 for all
i ≤ j (using the definition of Cw≥0).

Now we denote Y0 by Y and X0 by Z. Y, Z will be our candidates for
Xw≥0 and Xw≤0.

It remains to prove that Z ∈ Cw≤0. We should check that C(C,Z[k]) =
{0} for all k > 0, C ∈ ObjH. Since C(−, Z) transforms arbitrary sums into
products, it suffices to consider C ∈ ObjH ′.

First we prove that C(C,Xk−1[k]) = {0} for all k ≤ j.
We apply the distinguished triangle

Vk : Pk → Xk[k]→ Xk−1[k]→ Pk[1]. (18)

Using (17), we obtain C(C,Pk[k]) = ⊕Y ∈ObjH′,fi(Y,Xk[k])C(C, Y ). By the def-
inition of fi(C, Y ) we obtain that this group surjects onto C(C,Xk[k]). More-
over, C(C,Pk[1] = ⊕Y ∈ObjH′,fi(Y,Xk[k])C(C, Y [1]) = {0}. We obtain C(C,Xk−1[k]) =
{0}.

Now we use distinguished triangles Vl for all l < k. Again (17) yields
C(C,Pl[1]) = C(C,Pl[2]) = {0}. Hence C(C,Xl−1[k]) = C(C,Xl[k]) = {0}
for all l < k.

Hence C(C,Z[k]) = {0} for all j ≤ k > 0.
Lastly, the distinguished triangles Vk easily yield by induction that C(C,Xl[k]) =

{0} for all l ≤ j and k > j.
The proof in case (ii) is almost the same; one should only always replace

some choice of generators fi(Y, Z) ∈ C(Y, Z) by all elements of C(Y, Z).
(C,w) is obviously bounded above by (16).
Now we check that (C,w) is non-degenerate. The condition (16) implies

that ∩Cw≥i = {0}. Next, for any X ∈ ObjC \ {0} there exists an f ∈
C(Y [i], X) for some Y ∈ H and i ∈ Z such that f 6= 0. Hence such an X
does not belong to Cw≤−1−i (see the definition of Cw≤i in the proof of part
III).

IV Everything is obvious except that a cone of a morphism of objects of
C− belongs to ObjC−. This fact is easy also since the functors C(Y,−) are
homological.
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Note that in the proofs it was specified explicitly how to recover w from
Cw=0.

Corollary 4.3.3. It is well known that there are no morphisms of positive
degrees between (copies) of the sphere spectrum S0 in the stable homotopy
category SH; cf. §4.6 below. Hence part II of Theorem 4.3.2 immediately
implies that the category of finite spectra SHfin (i.e. the full subcategory
of SH generated by S0) has a bounded weight structure w. Its heart can
be described as a category H of finite sums of (copies of) S0 (since any
retract of S0 is trivial, no new objects appear in the small envelope of H).
Since SH(S0, S0) = Z, Hw is equivalent to Abfin.fr (the category of finitely
generated free abelian groups).

This weight structure obtained is a certain "dual" of the Postnikov t-
structure for SH; cf. Theorem 4.4.2 and §4.6 below.

We will prove that the whole SH satisfies the conditions of part IV2, while
a certain category of quasi-finite spectra satisfies the conditions of part III
for c = ω, in §4.6.

Remark 4.3.4. 1. Recall that in the proof of Theorem 4.3.2 it was specified
explicitly how to recover w from Cw=0.

2. The conditions of parts III and IV could seem to be rather exotic. Yet
they can be easily checked for a natural subcategory of quasi-finite objects
in SH, see §4.6.

3. Obviously, if for anyX ∈ ObjC and any Y ∈ ObjH ′ the group C(Y,X)
is generated by < c elements as a group, then it is also generated by < c
elements as a C(Y, Y )-module. In particular, this is the condition which we
will actually check for the category SHfin.

4. Cw≤0 described in the proof of part III of Theorem 4.3.2 is often a
Ct≤0-part of a certain t-structure; then this t-structure is left adjacent to w
(see Definition 4.4.1 below). Yet in order for the t-decompositions to exist
when we take the only possible candidate for Ct≥0 (cf. Proposition 4.4.4
below) the homotopy colimit of all Yi (defined as in the proof of part III)
should exist for all X ∈ ObjC (cf. the proof of Proposition 4.5.2). Note that
this is not true for the category SHfin (see Corollary 4.3.3). For example, one
can note that Eilenberg-MacLane spectra do not belong to SHfin. Another
example: one could define the Chow weight structure on DM eff

gm whearas the
corresponding t-structure is only defined on DM eff

− ; see §6.5 and §7.1.
This shows that weight structures "exist more often than t-structures",

while Theorem 4.4.2 below shows that they "contain almost the same infor-
mation" as the corresponding t-structures. This evidence (along with the
corresponding results for Voevodsky’s motives below, see Proposition 6.5.3)
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supports author’s opinion that weight structures are more relevant for ’gen-
eral’ triangulated categories than t-structures.

Moreover, it could be easily seen that the natural "opposite" to the state-
ment of part II (i.e. we take a positive generating subcategory H and ask
whether a t-structure with H ⊂ Ht exists) is false.

4.4 Adjacent weight and t-structures

Definition 4.4.1. We say that a weight structure w is left (resp. right)
adjacent to a t-structure t if Cw≤0 = Ct≤0 (resp. Cw≥0 = Ct≥0).

In this situation we will also say that t is right (resp. left) adjacent to w.

A simple example is obtained if one takes the canonical t-structure of
(some version of) D(A) for an abelian A. Then we have adjacent weight
structures given by projective and injective resolutions in degrees ≥ 0 and
≤ 0 if such resolutions exist.

The following result shows that adjacent structures could be uniquely
recovered from each other. It also shows that Ht and Hw are connected by
a natural generalization of the relation between the categories A and ProjA
for an abelian A. Still note that in the latter case we also have Hw ⊂ Ht;
this is a rather non-typical situation.

Theorem 4.4.2 (Duality theorem). Let w be left adjacent to t. Then the
following statements are fulfilled.

1. Cw≥0 = {X ∈ ObjC : C(X, Y ) = {0} ∀Y ∈ Cw≤−1 = Ct≤−1}.
2. Ct≥0 = {X ∈ ObjC : C(Y,X) = {0} ∀Y ∈ Cw≤−1 = Ct≤−1}.
3. The functor C(−, Ht) : Hw → Ht∗ (see the Notation) that sends

X ∈ Cw=0 to Y → C(X, Y ), Y ∈ Ct=0 is a full embedding of Hw into the
full subcategory Ex(Ht,Ab) ⊂ Ht∗ which consists of exact functors.

4. The functor C(−, Ht) : Ht → Hw∗ that sends X ∈ Ct=0 to Y →
C(Y,X), Y ∈ Cw=0 is a full exact embedding of Ht into the abelian category
Hw∗.

5. Let t be non-degenerate. Then Ct=0 equals the class

S = {X ∈ ObjC : C(Y,X[i]) = {0} ∀Y ∈ Cw=0, i 6= 0}.

6. Let i ∈ Z, let Y ∈ ObjC be fixed. Then for the functor F (X) =
C(X, Y ) we have W i(F )(X) = Im(C(X, Y t≤−i[i]) → C(X, Y )) for any X ∈
ObjC.

7. For any i, j we have a functorial isomorphism

C(X, Y t≤i[j]) ∼= Im(C(Xw≤−j, Y [i])→ C(Xw≤1−j, Y [i+ 1])).
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8. For any i, j we have a functorial isomorphism

C(X, Y t≥i[j]) ∼= Im(C(Xw≥−j, Y [i])→ C(Xw≥−1−j, Y [i− 1])).

9. For any X, Y ∈ ObjC let · · · → Y −1 → Y 0 → Y 1 → . . . denote an
arbitrary choice of the weight complex for Y . Then we have

C(Y,X t=0) = (Ker(C(Y 0, X)→ C(Y −1, X))/ Im(C(Y 1, X)→ C(Y 0, X)).
(19)

10. For X ∈ Cb we have

X ∈ Cb,w≥0 ⇐⇒ C(X, Y ) = {0} ∀i > 0, Y ∈ Ct=0

and
X ∈ Cb,w≤0 ⇐⇒ C(X, Y [i]) = {0} ∀Y ∈ Ct=0, i < 0.

Proof. 1. Immediate from part 2 of Proposition 1.3.1 applied to w.
2. A well-known property of t-structures (note that one doesn’t have to

consider w).
3. First we note that for any X ∈ Cw=0 orthogonality for w implies

C(X, Y ) = {0} for all Y ∈ Cw≤−1 = Ct≤−1, while orthogonality for t gives
C(X, Y ) = {0} for all Y ∈ Ct≥1. In particular,

C(X, Y [i]) = {0} ∀ X ∈ Cw=0, Y ∈ Ct=0, i 6= 0. (20)

Now, short exact sequences inHt give distinguished triangles in C. Hence
for any homological functor F : C → Ab and for 0 → A → B → C → 0
being a short exact in Ht we have a long exact sequence · · · → F (C[−1])→
F (A)→ F (B)→ F (C)→ F (A[1])→ . . . . If F = C(X,−) then F (C[−1]) =
F (A[1]) = {0} (as was just noted). Hence objects of Hw induce exact
functors on Ht.

To prove that the restriction Hw → Ht∗ is a fully faithful functor it
suffices to prove that the restriction of the functor C(X,−) toHt forX ∈ Hw
determines X in a functorial way. Using Yoneda’s lemma, we see that it
suffices to recover C(−, X) from its restriction.

We prove that

C(X, Y ) = C(X,H0t(Y )) ∀X ∈ Cw=0, Y ∈ ObjC. (21)

We apply the t-decomposition (i.e. (14)) twice.
We have a distinguished triangle Y t≥1[−1] → Y t≤0 → Y → Y t≥1. Since

C(X, Y t≥1[−1]) = C(X, Y t≥1), we obtain C(X, Y ) = C(X, Y t≤0).
Next, we have a distinguished triangle Y t≤−1 → Y t≤0 → H0t(Y ) →

Y t≤−1[1]. Since C(X, Y t≤−1) = C(X, Y t≤−1[1]) = {0}, we obtain (21).
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4. Again, it suffices to prove that the restriction of the functor C(−, X)
to Hw for X ∈ Ct=0 determines X functorially.

We note that for any X ∈ Ct=0 the orthogonality axiom for w implies
C(Y,X) = {0} for all Y ∈ Ct≤−1 = Cw≤−1, while orthogonality for t gives
C(Y,X) = {0} for all Y ∈ Cw≥1.

Now we prove that

C(Y,X) = (Ker(C(Y 0, X)→ C(Y −1, X))/ Im(C(Y 1, X)→ C(Y 0, X)).
(22)

Indeed, consider the (infinite) weight decomposition of Y that gives our
choice of the weight complex and apply Theorem 2.4.1 to the functor C(−, X).
The spectral sequence obtained converges since it satisfies condition II(ii) of
Theorem 2.4.1 (it has only one non-zero column!). It remains to note that
this only non-zero column of (Epq

1 (T (C(−, X), Y ))) = (C(Y p, X[q])) is ex-
actly (Ep0

1 (T )) = · · · → C(Y 1, X)→ C(Y 0, X)→ C(Y −1, X)→ . . . .
We obtain (22).
5. By assertion 4, an object of Ht is non-zero iff it represents a non-zero

functor on Hw. Hence applying (21) we obtain that S is exactly the class of
objects that satisfy H it(X) = 0 for all i 6= 0. It remains to note that for a
non-degenerate t this set is exactly Ct=0.

6. We can assume that i = 0. We should check that g ∈ C(X, Y ) lifts to
some h ∈ C(Xw≤0, Y ) iff it lifts to some l ∈ C(X, Y t≤0). Now note that the
equality

C(w≥0X, τ≥1Y ) = C(w≥1X, τ≥0Y ) = {0}
yields that any morphism of these two morphism groups could be lifted to
some m ∈ C(w≥0X, τ≥0Y ). Hence if one of (h, l) exists then the other one
could be constructed from the corresponding m in the obvious way.

7. Shifting X, Y we can easily reduce the statement to the case i = j = 0.
The t-decomposition of Y yields exact sequences {0} = C(Xw≤0, Y t≥1[−2])→

C(Xw≤0, Y t≤0)→ C(Xw≤0, Y )→ C(Xw≤0, τ≥1Y ) = {0} and

{0} = C(Xw≤1, τ≥1Y )→ C(Xw≤1, Y t≤0[1])→ C(Xw≤1, Y [1])→ C(Xw≤1, Y t≥1)→ . . .

Next, weight decompositions of X and X[1] similarly yield that the
obvious morphism C(w≤0X, Y

t≤0) → C(w≤1X
,Y t≤0) is surjective whereas

C(w≤1X, Y
t≤0) ∼= C(X, Y t≤0).

We obtain a commutative diagram

C(w≤0X, Y
t≤0)

f−−−→ C(w≤0X, Y )yg yh
C(w≤1X, Y

t≤0)
p−−−→ C(w≤1X, Y )
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with f being bijective, g being surjective, and p being injective. Hence
C(X, Y t≤0) ∼= C(w≤1X, Y

t≤0) ∼= Im g ∼= Imh.
Note that the isomorphism constructed is obviously natural in Y whereas

it is natural in X by part 2 of Lemma 1.5.1.
8. This assertion is exactly the dual of the previous one (see Remark

1.1.2).
9. Immediate from (22) and (21).
10. ForX ∈ Cw≥0 (resp. X ∈ Cw≥0) the orthogonality statements desired

are valid by assertion 1.
Now we prove the converse implication. Let C(X, Y [i]) = {0} ∀Y ∈

Ct=0, i > 0. We should check that C(X,Z) = {0} ∀Z ∈ Ct≤−1. We have
C(X,H it(Z)[−i]) = {0} for all i. Besides, since X is bounded, we have
C(X, τ≤jZ) = {0} for some j (that is small enough). Hence considering
the t-decompositions of Zt≤k[−1] for all k > j one can easily obtain the
orthogonality statement required.

The case X : C(X, Y [i]) = {0} ∀Y ∈ Ct=0, i < 0 is considered similarly.

Remark 4.4.3. 1. Usually one can describe the images of embeddings in
parts 3 and 4 more explicitly. If C is ’large enough’ then these embedding
are equivalences; see Theorem 4.5.2 below.

2. Dually to assertion 6: for w right adjacent to t and F (X) = C(Y,X)
we obtain Wi(F )(X) = Im(C(τ≤−iY,X)→ C(Y,X)).

3. Assertion 6 and its dual show that the weight truncations are "almost
adjoint" to the corresponding t-truncations. These statements are counter-
parts to the fact that (for an arbitrary t-structure) any morphism X → Y
for Y ∈ Ct≥0 could be uniquely factorized through X t≥0 (and to its dual).

4. Assertions 7 and 9 imply that the derived exact couple for the spectral
sequence C(X−p[q], Y ) =⇒ C(X[p + q], Y ) (as in Theorem 2.4.1) could
also be described in terms of C(X[p], Y t≤q); see the proof of part IV of
Theorem 2.3.2. It follows that the spectral sequence S converging to C(X, Y )
corresponding to the t-truncations of Y could be "embedded into" our T
(i.e. for all i > 0 any Epq

i (S) ∼= Ep′q′

i+1(T ) for p′ = q + 2p, q′ = −p; these
isomorphisms respect the structure of spectral sequences).

In algebraic topology, this result corresponds to the fact (and implies it)
that the Atiyah-Hirzebruch spectral sequence for the cohomology of a space
X with coefficient in a spectrum S could be obtained either by considering
the cellular filtration of X or the Postnikov t-truncations of S.

Note that in our method we describe all terms of exact couples (in contrast
to [27], for example). The advantage of this is that the D-terms could be
very interesting; see Proposition 7.4.1 and Corollary 7.5.2 below.
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5. In fact, one could extend the notion of an adjacent structures to the
case when there are two distinct triangulated categories C and D equipped
with a duality Φ : Cop × D → Ab (that generalizes C(−,−) : Cop × C →
Ab. Dt≥1 should annihilate of Cw≤0 with respect to Φ, while Dt≤−1 should
annihilate Cw≥0. In this situation one can easily prove the natural analogue
of parts 6, 7, 8, and 9 of theorem 4.4.2 (the proofs are the same as above). In
particular, this would yield an alternative proof of the comparison of spectral
sequence statement of 6.4 (in the general case; see Remark 6.4.1). If Φ also
satisfies certain ’perfectness’ conditions (similar to parts 1,2 of the theorem)
then one would probably obtain a natural analogue of part 5 of the theorem.

See also §8.2 below for further ideas in this direction.
6. More generally, for parts 7,8 of the theorem it suffices for X, Y (lying

either in the same category or in different ones) to have Postnikov towers
whose terms satisfy the orthogonality conditions the same as those provided
by the definition of the weight structure. Indeed, the same proofs work!

Furthemore, it is sufficient for the orthogonality conditions to be satisfied
"in the limit" for a directed set of Postnikov towers (for X). Again, it is
no problem to generalize the proof to this case. Still, in order to make the
statement easier to understand, the author chose to formulate it in §7.4 below
only for a partial (yet very important!) case corresponding to the coniveau
spectral sequence.

Theorem 4.4.2 yields a simple description of adjacent structures (of any
type) when they exist.

Proposition 4.4.4. 1. Let w be a weight structure for C. Then there exists
a t-structure which is left (resp. right) adjacent to w iff for Ct≤0 = Cw≤0

and Ct≥0 = {X ∈ ObjC : C(Y,X) = {0} ∀Y ∈ Cw≤−1} (resp. Ct≥0 = Cw≥0

and Ct≤0 = {X ∈ ObjC : C(X, Y ) = {0} ∀Y ∈ Cw≥1), and any X ∈ ObjC
there exists a t-decomposition (14) of X. In this case our choice of Ct≤0 and
Ct≥0 is the only one possible.

2. Let t be a t-structure for C. Then there exists a weight structure
which is left (resp. right) adjacent to w iff for Cw≤0 = Ct≤0 and Cw≥0 =
{X ∈ ObjC : C(X, Y ) = {0} ∀Y ∈ Ct≤−1} (resp. Cw≥0 = Ct≥0 and
Cw≤0 = {X ∈ ObjC : C(Y,X) = {0} ∀Y ∈ Ct≥1), and any X ∈ ObjC there
exists a weight decomposition (1) of X. In this case our choice of Ct≤0 and
Ct≥0 is the only one possible.

Proof. First we note that by Theorem 4.4.2 our choices of the structures are
the only one possible. Hence it suffices to check when these choices indeed
give the corresponding structures.

1. We only consider the left adjacent structure case; the "right" case is
similar (and, in fact, dual; see Remark 1.1.2).
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The set Ct≥0 is automatically strict and since Cw≤0[1] ⊂ Cw≤0, we have
Ct≥0 ⊂ Ct≥0[1].

Hence we obtain a t-structure if and only if there always exists a t-
decompositions.

2. As in part 1, we consider only the "left" case (for the same reason).
It is well known that Ct≤0 is Karoubi-closed; hence both Cw≤0 and Cw≥0

are Karoubi-closed also. Again Ct≤0[1] ⊂ Ct≤0 implies Ct≥0 ⊂ Ct≥0[1].
Hence we obtain a weight structure if and only if there always exist weight

decompositions.

4.5 Existence of adjacent structures

Now we study certain sufficient conditions for adjacent weight and t-structures
to exist.

First we prove a statement that is relevant for Voevodsky’s DM eff
− and

for SH. We describe a certain version of the compactly generated category
notion; DM eff

− and SH will satisfy our conditions.

Definition 4.5.1. We will say that a set of objects Ci ∈ ObjC, i ∈ I (I is a
set) negatively well-generate C if

(i) Ci are compact; they weakly generate C (cf. the Notation).
(ii) For all j > 0, i, i′ ∈ I and j > 0 we have C(Ci, Ci′ [j]) = {0} (i.e. the

set {Ci} is negative).
(iii) C contains the category H whose objects are arbitrary (small) di-

rect sums of Ci; C also contains all homotopy colimits of Xi ∈ ObjC (see
Definition 4.2.1) such that X−1 = 0 and the cone of Xi → Xi+1 ∈ H[i].

Theorem 4.5.2. I1. Suppose that Ci ∈ ObjC, i ∈ I, negatively well-generate
C. For H described in (iii) of Definition 4.5.1 we consider a full subcategory
C− ⊂ C whose objects are

X ∈ ObjC : ∀ Y ∈ ObjH there exists j ∈ Z such that C(Y,X[i]) = {0} ∀i > j.
(23)

Then there exist a weight structure w on C− and a t-structure t on C
such that H ⊂ Hw, t restricts to a t-structure on C−, and Ct≤0 = C−,w≤0.

(Note that w and t restricted to C− are adjacent by definition.)
2. If C also admits arbitrary countable direct sums, then w could be

extended to the whole C.
II Let Ci, C, w, t be either as in part I2 or as in I1 with the additional

condition C = C− (i.e. w is defined on C) fulfilled. Then the following
statements are valid.
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1. Hw is the small envelope of the category H (whose objects are direct
sums of Ci) in C.

2. Restrict the functors from Ht (considered as a subset of Hw∗ by part
4 of Theorem 4.4.2) to the full additive subcategory C ⊂ Hw consisting of
finite direct sums of Ci. Then this restriction functor gives an equivalence of
Ht with C∗.

3. For any object of Y ∈ Ct=0 and any X ∈ ObjC we have C(X, Y ) =
(Ker(C(X0, Y ) → C(X−1, Y ))/ Im(C(X1, Y ) → C(X0, Y )) where · · · →
X−1 → X0 → X1 → . . . is an arbitrary choice of the weight complex for
X.

Proof. I1. The existence of w on C− is immediate from part III (version (ii))
of Theorem 4.3.2.

We define Ct≥0 = {X ∈ ObjC : C(Y,X) = {0} ∀Y ∈ Cw≤−1}. Then to
prove that t is a t-structure it suffices (cf. Proposition 4.4.4) to check that
for any X ∈ ObjC there exists a t-decomposition (14).

We will construct X t≤0 and X t≥1 explicitly. Our construction is uses
almost the same argument as in the proof of part III version (ii) of Theorem
4.3.2. It could also be thought about as of a triangulated version of the
construction of Eilenberg-MacLane spaces (this construction really allows to
construct Eilenberg-MacLane spectra from S0 in SH, see §4.6 below!).

We take P0 =
⊕

i∈I,s∈C(Ci,X)Ci. Then we have a morphism f0 : P0 → X

whose component that corresponds to (Ci, s) is given by s. Let X0 denote
a cone of f0. Repeating the construction for X0[−1] instead of X we get an
object P1 being a direct sum of certain Ci, f1 : P1 → X0[−1]; we denote a cone
of f1 by X1[−1]. Proceeding (with Xi[−1 − i]), we get an infinite sequence
of (Pi, fi, Xi). We denote the map X → X0 given by the construction by g0,
gi : Xi−1 → Xi, hi = gi ◦ · · · ◦ g1 ◦ g0 : X → Xi. We denote a cone of hi by
Yi[1]; the map Yi → X[1] given by the corresponding distinguished triangle
by ri. We have Pi ∈ Cw=0 by the definition.

We have Y0 = P0. The octahedron axiom implies that the commutative
triangle X

hi−1→ Xi−1
gi→ Xi could be completed to an octahedron diagram.

This yields a distinguished triangle Yi → Pi[i] → Yi−1[1] → Yi[1], we denote
the map Yi−1 → Yi by φi−1. The octahedron diagram (cf. §IV.1 of [15]) also
gives ri−1 = ri ◦ φi−1. Hence Yi ∈ Cw≤0 by definition.

Now we consider the homotopy colimit of Yi; cf. Definition 4.2.1. By
part 1 of Lemma 4.2.3, the sequence ri could be lifted to some morphism
f : Y → X. We denote its cone as Z.

Since (C,w) admit negative direct sums, by part 3 of Remark 4.2.2 we
have Y ∈ Cw≤0 (= Ct≤0). Y, Z will be our candidates for X t≤0 and X t≥1.
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We verify that Z ∈ Ct≥1. First we check that C(Ci[j], Z) = {0} for all
i ∈ I, j ≥ 0. This is equivalent to the fact that the map f∗ : C(Ci[j], Y )→
C(Ci[j], X) is an isomorphism for all i ∈ I, j ≥ 0 and is injective for j = −1
(cf. part 1 of Remark 1.3.2).

By part 3 of Lemma 4.2.3, for any compact C we have C(C, Y ) =
lim−→C(C, Yi). Moreover, we have C(Ci[−1], Y ) = {0} since Y ∈ Cw≤0 and
Ci[−1] ∈ Cw=1. Hence it suffices to verify that C(Ci[j], Xl) = {0} for
l > j ≥ 0 (this gives C(Ci[j], Yl) ∼= C(Ci[j], X)).

We apply the distinguished triangle Pj[j] → Xj−1 → Xj → Pj[j + 1].
Since Ci[j] is compact, we easily obtain

C(Ci[j], Pj[j]) =
⊕

m∈I,s∈C(Cm[j],Xj−1)

C(Ci, Cm).

Hence this group has an element for each morphism Cm[j]→ Xj−1; it follows
that the map C(Ci[j], Pj[j])→ C(Ci[j], Xj−1) is surjective. Next, since Ci[j]
is compact and Ci[j] ∈ Cw=j, C(Ci[j], Pj[j+ 1]) = C(Ci, Pj[1]) equals the di-
rect sum of corresponding C(Ci, Cm[1]); hence it is zero by the orthogonality
property for w (cf. Definition 1.1.1). We obtain C(Ci[j], Xj) = {0}.

Now we use distinguished triangle Pl[l]→ Xl−1 → Xl → Pj[l+1] for l > j.
Again compactness of Ci[j] yields C(Ci[j], Pl[l + 1]) = C(Ci[j], Pl[l]) = {0}.
Hence C(Ci[j], Xl) = C(Ci[j], Xl−1) = {0} for all l > j.

It remains to check that for any T ∈ ObjC the condition C(Ci[j], T ) =
{0} for all i ∈ I, j ≥ 0 implies that C(C, T ) = {0} for all C ∈ Cw≤0. This
follows immediately from part III version (ii) of Theorem 4.3.2.

Moreover, part III version (ii) of Theorem 4.3.2 implies that if on C−

(defined as in part IV of Theorem 4.3.2) there exists a weight structure such
that H ⊂ Hw. Note that C− also satisfies the conditions of the theorem.
The description of Cw≤0 in the proof of Theorem 4.3.2 shows that w is left
adjacent to t on C−.

2. We should check that w could be extended to the whole C. We define
Xw≥0 using the orthogonality axiom (of weight structures).

For any X ∈ ObjC we denote X t≤i[−i] by Xi for i > 1 and take Y being
the homotopy colimit of Yi for Yi = Xw≥1

i (see Definition 4.2.1). Here the
morphism Yi → Yi+1 are obtained by applying part 1 of Lemma 1.5.1 to
the natural morphisms Xi → Xi+1. By Lemma 4.2.4 we can assume that
Y ∈ Cw≥0.

Y will be our candidate for Xw≥1 (cf. the proof of part I1). By part 1
of Lemma 4.2.3 the system of composition maps Yi[−1]→ Xi → X could be
lifted to some f ∈ C(Y [−1], X).

Now we show that f extends to a weight decomposition of X using part 1
of Remark 1.3.2. We should check that C(Ck[j],Cone(f)) = {0} for all k ∈ I
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and j < 0 (see the description of Cw≤0 = C−,w≤0 in the proof of part III of
Theorem 4.3.2). Since all Ck are compact, as in the proof of part I1 we obtain
that C(Ck[j], Y ) = lim−→C(Ck[j], Yi). Moreover, C(Ck[j], Xi) = C(Ck[j], X)
for i > −j. Hence it suffices to note that the direct limit of isomorphisms is
an isomorphism, while a direct limit of surjections is surjective if the targets
stabilize (obvious!).

Now it remains to apply part 4 of Lemma 1.3.5.
II1. Obviously, Hw contains ObjH. Since Hw is Karoubi-closed in C, it

also contains all retracts of objects of H. Hence it suffices that any object of
Hw is such a retract.

We consider the "weight resolution" of X ∈ Cw=0 (in fact, it suffices to
consider first few terms). We obtain that the weight complex of X can be
presented by · · · → P1 → P0. Since it is homotopy equivalent to X, we
obtain that X is a retract of P0. The assertion is proved.

2. By assertion II1, the restriction of representable functors to the cate-
gory of all direct sums of Ci is fully faithful on Ht (see part 4 of Theorem
4.4.2). Since Ci are compact, we can fully faithfully restrict these functors
further to C. So it remains to compute the categorical image of this restric-
tion.

Since (C,w) admits negative direct sums, C contains all direct sums of
C(−, Ci). Since Ci are compact, these sums represent functors ⊕C(−, Ci) on
C. Since Ht is abelian, its image also contains all cokernels of morphisms of
objects that could be presented as ⊕C(−, Ci).

It remains to note that cokernels of morphisms of objects of the type
⊕C(−, Ci) give the whole C∗. This fact was mentioned in the Notation, see
also Lemma 8.1. of [25]. In fact, this is very easy: every F : C → Abop can
be presented as a factor of the natural

h :
∑

i∈I,x∈F (Ci)

Ci → F,

and the same could be said about the kernel of h.
3. This is just the formula (22).

Remark 4.5.3. 1. Dualizing part I2, one obtains certain sufficient conditions
for the right adjoint weight and t-structures to exist. Unfortunately, this
requires ’positive products’ and cocompact weak cogenerators which do not
usually exist.

2. If C is endowed with a t-structure then the question of existence of an
adjacent weight structure seems to be difficult in general; cf. Remark 7.1.1
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below. Yet see Theorem 4.1 of [28] for an interesting result in this direction
(though in rather restrictive conditions).

4.6 The spherical weight structure for the stable homo-
topy category

We consider the stable homotopy category SH. Recall some of its basic
properties.

The objects of SH are called spectra. SH contains the sphere spectrum
S0 that weakly generates it.

The groups Ai = SH(S0[i], S0) are called the stable homotopy groups
of spheres. We have Ai = 0 for i < 0, Ai = Z for i = 0; Ai are finite for
i > 0. For an arbitrary A ∈ ObjSH the groups SH(S0[i], A) are called the
homotopy groups of A (they are denoted by πi(A))).

The category SHfin ⊂ SH of finite spectra was defined in Corollary
4.3.3. We will also consider the category SHqfin ⊂ SH of quasi-finite spectra.
Its objects are described by the following conditions: all πi(A) are finitely
generated and πi(A) = 0 for all i > j for some j ∈ Z. Lastly, we will
also mention the full subcategory SH− ⊂ SH whose objects are spectra
with homotopy groups that are zero for i > j (for some j that depends on
the spectrum chosen). Obviously, all categories mentioned are triangulated
subcategories of SH.

We see that SHfin and SHqfin satisfy the conditions of part III (version
(i)) of Theorem 4.3.2 if we take H = H ′ equal to the category of finite direct
sums of S0 and c = ω. Indeed, in this case we only need finite sums and
their properties which are valid for arbitrary C.

Hence we obtain a certain non-degenerate weight structure w on SHfin ⊂
SHqfin. It is bounded above for SHqfin, whereas SHfin is bounded since it
is generated by S0. Recall that S0 are compact hence all objects of H ′ also
are. Hence using part III version (ii) of Theorem 4.3.2 we can extend w to
SH−.

Now we describe the heart of w for different categories of spectra. Since
SH(S0, S0) = Z, we obtain that H ′ ∼= Abfin.fr (the category of finitely
generated free abelian groups); note that H = H ′ in this case. Since H it is
idempotent complete, part III (i) of Theorem 4.3.2 implies that HwSHfin

=
HwSHqfin

∼= Abfin.fr.
In SH− we have H ∼= Abfr (the category of all free abelian groups). Since

Abfr is idempotent complete, we obtain HwSH− ∼= Abfr.
Now recall that SH admits countable (and also, in fact, arbitrary) direct

sums. Hence by part I2 of Theorem 4.5.2 we can extend w to the whole SH.

58



This certainly means that HwSH ∼= Abfr. Hence the functor t is "strong"
for all categories of spectra mentioned, see part 1 of Remark 3.3.4. Besides
we obtain a certain "weight filtration" on homotopy groups of spectra. By
definition, it is trivial (i.e. "canonical") on the homotopy of S0.

Note that any object of SHw=0 is isomorphic to a direct sum of spher-
ical spectra. Hence Postnikov towers (coming form w) in this case become
cellular towers for spectra in topology. Its construction and the functoriality
properties (in the topological case) are described in §6.3 of [26]; certainly,
the results of loc. cit. are parallel to ours.

Now we describe the connection of the weight complex functor for this
weight structure with singular homology and cohomology of spectra.

To this end we recall that SH supports a non-degenerate Postnikov t-
structure tPost; the corresponding cohomology functor is given by SH(S0,−).
We obtain that SH−,w≤0 = SH tPost≤0. Hence tPost is exactly the t-structure
described in part I1 of Theorem 4.5.2. Besides by part 5 of Theorem 4.4.2, any
Eilenberg-MacLane spectrum belongs to SH tPost=0. Recall that the singular
cohomology theory H i

sing for spectra is represented by the Eilenberg-Maclane
spectrum HZ that corresponds to Z, while the singular homology of X can
be calculated as SH(S0, HZ ∧ X); we will denote it by Hsing

i (X) (see the
notation of Definition 2.3.1).

We identify Hw = H with Abfr using the functor H(S0,−).

Proposition 4.6.1. Let X be a spectrum.
1. H i(t(X)) ∼= Hsing

i (X).
2. H0(Ab(X−i,Z)) ∼= H0

sing(X).
3. For X ∈ ObjSHfin we have X ∈ SHw≥0

fin ⇐⇒ H i
sing(X) = 0 ∀i > 0

and X ∈ SHw≤0
fin ⇐⇒ H i

sing(X) = 0 ∀i < 0.

Proof. 1. We apply Theorem 2.3.2 to the functor Hsing
0 . We have Epq

1 =
Hsing
q (Xp) while each Xp is a (possibly, infinite) direct sum of copies of S0.

Now, the only non-zero homology group of S0 is Z placed in dimension 0;
the functor Y → HZ∧ Y commutes with (arbitrary) homotopy colimits and
sums.

Hence the spectral sequence T (Hsing, X) degenerates to the weight com-
plex ofX. By the convergence condition II(ii) of loc. cit. we have T (Hsing, X) =⇒
Hsing(X).

2. Part II3 of Theorem 4.5.2 calculates SH(X, Y ) for any Eilenberg-
MacLane spectrum Y . In particular, taking Y = HZ we obtain the claim.

3. As in part 10 of Theorem 4.4.2, if X ∈ SHw≥0 (resp. X ∈ SHw≤0)
then the corresponding conditions on the cohomology of X are fulfilled.
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Conversely, let H i
sing(X) = 0 ∀i > 0. Then by (22) the complex t(X) is

acyclic in negative degrees. Since it is a complex of free abelian groups, it
is homotopy equivalent to a complex concentrated in non-negative degrees.
Hence part IV of Theorem 3.3.1 yields the assertion desired.

The case of X : H i
sing(X) = 0 ∀i < 0 is considered similarly.

Remark 4.6.2. 1. Alternatively, if we take an Eilenberg-MacLane spectrum
HI corresponding to some injective group I instead, we will get SH(X,HI) =
Ab(H0(t(X)), I).

2. Note also that S0[−1]t≥1 is exactly HZ. Hence HZ could be obtained
by applying the construction described in the proof of Theorem 4.5.2 to S0.

3. The proof of part 1 of Proposition 4.6.1 shows that the weight filtration
given by the spherical weight structure on singular homology coincides with
the canonical filtration. This is not the case for homotopy groups of spectra.

5 Idempotent completions; K0 of categories with
bounded weight structures

In §5.1 we recall that an idempotent completion of a triangulated category is
triangulated. In §5.2 we prove that a bounded C is idempotent complete iff
Hw is; in general, the idempotent completion of a bounded C has a weight
structure whose heart is the idempotent completion of Hw.

In §5.3 we prove that if C is bounded and idempotent complete then the
embedding Hw → C induces an isomorphism K0(C) ∼= K0(Hw). It is a ring
isomorphism if Hw ⊂ C are endowed with compatible tensor structures. In
§5.4 we study a certain Grothendieck group of endomorphisms in C. Un-
fortunately, it is not always isomorphic to K0(EndHw); yet it is if Hw is
regular; see Definition 5.4.2. Besides, we can still say something about it in
other cases. In particular, this allows us to generalize Theorem 3.3 of [8] to
arbitrary endomorphisms of motives (in Corollary 5.4.6); see also §8.4 of [11].

In §5.5 we calculate explicitly the groups K0(SHfin) and K0(EndSHfin).
It turns out that the classes of [X] and [g : X → X] are easily recovered from
the rational singular homology of X; see Proposition 5.5.1. More generally,
one could calculate certain groups K0(Endn SHfin) for n ∈ N in a similar
way, see Remarks 5.5.2 and 5.4.7.
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5.1 Idempotent completions: reminder

We recall that an additive category A is said to be idempotent complete if for
any X ∈ ObjA and any idempotent p ∈ A(X,X) there exists an image of p
in A.

Any additive A can be canonically idempotent completed. Its idempotent
completion is (by definition) the category A′ whose objects are (X, p) for
X ∈ ObjA and p ∈ A(X,X) : p2 = p; we define

A′((X, p), (X ′, p′)) = {f ∈ A(X,X ′) : p′f = fp = f}.
It can be easily checked that this category is additive and idempotent com-
plete, and for any idempotent complete B ⊃ A we have a natural unique
embedding A′ → B.

The main result of [3] (Theorem 1.5) states that an idempotent com-
pletion of a triangulated category C has a natural triangulation (with dis-
tinguished triangles being all direct summands of distinguished triangles of
C).

In this section C ′ will denote the idempotent completion of C, Hw′ will
denote the idempotent completion of Hw.

Note that if C is idempotent complete then Hw is also, since Hw ⊂ C
and Hw is Karoubi-closed.

5.2 Idempotent completion of a triangulated category
with a weight structure

We prove that Cb is idempotent complete if Hw is.
Lemma 5.2.1. If w is bounded, Hw is idempotent complete, then C also is.
Proof. We prove that all C [i,j] are idempotent complete by induction on j−i.
The base is: C [i,i] = Cw=0[−i] is idempotent complete.

To make the inductive step it suffices to prove that C [−i,1] if idempotent
complete if C [−i,0] is (for i > 0). For X ∈ C [−i,1] and an idempotent p ∈
C(X,X) we consider the functor WD (see part I of Theorem 3.2.2). We
obtain an idempotent q = WD(p) ∈ K

[0,1]
w (C)(WD(X),WD(X)) whereas

Y = WD(X) has the form (Z → T ) for Z, T ∈ ObjKb
w(C [−i,0]). Since C [−i,0]

is idempotent complete, Kb
w(C [−i,0]) also is by part 2 of Proposition 3.1.8.

Hence there exists a Z ′ → T ′ and idempotent endomorphisms r, s of Z ′ and
T ′, respectively, such that (Y, q) could be presented by the diagram

Z ′ −−−→ T ′yr ys
Z ′ −−−→ T ′
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(in K [0,1]
w (C [−i,0])).

By Part I5 of Theorem 3.2.2, Z ′, T ′ come from a certain weight decompo-
sition of X. Then any corresponding weight decomposition of p is homotopy
equivalent to (r, s). Then part I2 of Theorem 3.2.2 yields that (r, s) also
give a weight decomposition of p. Hence the object (X, p) ∈ ObjC ′ (see §5.1)
could be presented as a cone of a certain map (Z ′, r)→ (T ′, s) in C ′; whereas
(Z ′, r), (T ′, s) ∈ ObjC by the inductive assumption.

Now we prove that in the general (bounded) case a weight structure could
be extended from C to its idempotent completion C ′.

Proposition 5.2.2. Let w be bounded. Then the following statements are
valid.

1. w extends to a bounded weight structure w′ for C ′.
2. The heart of C ′ equals Hw′ (the idempotent completion of Hw).

Proof. 1. By Part II1 of Theorem 4.3.2, we have a bounded weight structure
that extends w on the subcategory D ⊂ C ′ generated by Hw′. Hence it
suffices to recall that D is idempotent complete; see Lemma 5.2.1.

2. Since Hw′ is idempotent complete, the assertion follows from part II2
of Theorem 4.3.2.

Corollary 5.2.3. If (C,w) is bounded and non-degenerate then Hw′ gener-
ates C ′.

Proof. By Proposition 5.2.2, Hw′ is the heart of a bounded non-degenerate
weight structure for C ′. Now Corollary 1.5.7 yields the result.

Remark 5.2.4. It seems possible that the boundedness condition for w is in
Proposition 5.2.2 could be weakened. However this does not seem to be actual
since in all "natural" cases either (C,w) is bounded or C admits countable
direct sums. In the latter case C is idempotent complete, see Proposition
1.6.8 of [23].

5.3 K0 of a triangulated category with a bounded weight
structure

We recall some standard definitions (cf. 3.2.1 of [16]). We define the Grothendieck
group of an additive category A as a group whose generators are of the form
[X], X ∈ ObjA; the relations are [X⊕Y ] = [X]+ [Y ] for X, Y ∈ ObjA. The
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K0-group of a triangulated category T is defined as the group whose gener-
ators are [t], t ∈ ObjT ; if A → B → C → A[1] is a distinguished triangle
then [B] = [A] + [C]. Note that X ⊕ 0 ∼= X implies that [X] = [Y ] if X ∼= Y
(in A or in T ).

For an additive A we define K0(K
b
w(A)) similarly to K0(K

b(A)); hence it
equals K0(K

b(A)) (see Definition 3.1.6).
The existence of a bounded w allows to calculate K0(C) easily.

Theorem 5.3.1. Let (C,w) be bounded, let Hw be idempotent complete.
Then the inclusion i : Hw → C induces an isomorphism K0(Hw)→ K0(C

b).

Proof. Since t is an weakly exact functor (see Definition 3.1.6), it gives an
abelian group homomorphism a : K0(C) → K0(K

b
w(Hw)) = K0(K

b(Hw)).
By Lemma 3 of 3.2.1 of [16], there is a natural isomorphism b : K0(K

b(Hw))→
K0(Hw). The embedding Hw → C gives a homomorphism c : K0(Hw) →
K0(C). The definitions of a, b, c imply immediately that b ◦ a ◦ c = idK0(Hw).
Hence a is surjective, c is injective.

It remains to verify that c is surjective. It follows immediately from the
fact that Hw generates C, see Corollary 1.5.7.

Remark 5.3.2. Obviously, if C is a tensor triangulated category then K0(C)
is a ring. If the tensor structure on C induces a tensor structure on Hw then
K0(Hw) is a ring also and c is a ring isomorphism.

For the convenience of citing we concentrate certain assertions relevant
for motives in a single statements.

Proposition 5.3.3. Suppose that C contains an additive negative (see Defi-
nition 4.3.1) subcategory H such that H is idempotent complete and C is the
idempotent completion of 〈H〉. Then the following statements are valid.

1. 〈H〉 = C.
2. There exists a conservative weight complex functor C → Kb

w(H) which
sends h ∈ ObjH to h[0] ∈ ObjKb

w(H). It could be extended to an exact func-
tor t′ : C → Kb(H) in the case when C has a differential graded enhancement
(see part 4 of Definition 6.1.2 below).

3. K0(C) ∼= K0(H).

Proof. 1. By part II of Theorem 4.3.2 there exists a bounded weight structure
w′ on 〈H〉 whose heart equals the small envelope of H i.e. to H. Next, by
Proposition 5.2.2 w extends to some bounded w on C whose heart equals
the idempotent completion of H i.e. H. Hence Corollary 5.2.3 immediately
yields assertion 1.
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2. The weight complex functor t : C → Kw(H) could be factorized
through Kb

w(H) since w is bounded. t is conservative by part V of Theorem
3.3.1. If C has a differential graded enhancement then t could be lifted to t′
by part 2 of Remark 6.2.2 below.

3. Immediate from Theorem 5.3.1.

5.4 K0 for categories of endomorphisms

Now we define various Grothendieck groups of endomorphisms in an additive
category A. Our definitions are similar to those of [1].

Definition 5.4.1. 1. The generators of Kadd
0 (EndA) are endomorphism of

objects of A; the relations are of the form [g] = [f ] + [h] if (f, g, h) give an
endomorphism of a split short exact sequence.

2. If A is also abelian then we also consider the group Kab
0 (EndA). Its

generators again are endomorphism of objects of A; the relations are of the
form [g] = [f ] + [h] if (f, g, h) give an endomorphism of an arbitrary short
exact sequence.

3. If A is triangulated then we consider the group Ktr
0 (EndA).

The generators of Ktr
0 (EndA) are endomorphism of objects of A again;

the relations are [g] = [f ] + [h] if (f, g, h) give an endomorphism of a distin-
guished triangle in A.

Note thatKab
0 (EndA) andKtr

0 (EndA) are natural factors ofKadd
0 (EndA)

when these groups are defined. Indeed, Kab
0 (EndA) andKtr

0 (EndA) have the
same generators as Kadd

0 (EndA) and more relations.
Let C be bounded. We provide some sufficient conditions for K0(EndC)

to be isomorphic to K0(EndHw). We need a notion of a regular additive
category A. Recall that A′∗ is the full abelian subcategory of A∗ generated
by A.

Definition 5.4.2. An additive category A will be called regular if it satisfies
the following conditions.

1. A equals its small envelope (see part 3 of Definition 4.3.1) i.e. if
X, Y ∈ ObjA, X is a retract of Y , is then X has a complement to Y (in A).

2. Every object of A′∗ has a finite resolution by objects of A.

The most simple examples of regular categories are abelian semisimple
categories and the category of finitely generated projective modules over a
noetherian (commutative) local ring all of whose localizations are regular
local; cf. the end of §1 of [1].
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We will need the following technical statement. Let R be an associative
ring with a unit.

Lemma 5.4.3. 1. If A is regular then Kadd
0 (EndA) ∼= Kab

0 (EndA′∗).
2. If A is the category of finitely generated projective modules over R then

A∗ is the category of all (left) modules over R.

Proof. 1. We apply the method of the proof of Proposition 5.2 of [2]. First
we consider the obvious category EndHw′∗ and note that it is abelian. Next,
the objects of Hw become projective in Hw′∗. Hence all 3-term complexes
in Hw that become exact in Hw′∗ do split in Hw. Therefore we can de-
fine Kadd

0 (EndHw∗) as the Grothendieck group of an exact subcategory of
EndHw′∗.

Condition 1 of Definition 5.4.2 ensures that for any short exact sequence
0→ G′ → G→ G′′ → 0 in EndHw′∗ if G,G′′ ∈ EndHw then G′ ∈ EndHw
(i.e. G′ is an endomorphism of an object of Hw). Lastly, condition 2 of
Definition 5.4.2 easily implies that any G ∈ EndHw′∗ has a finite resolution
by objects of EndHw (again note that objects of Hw become projective
in Hw′∗!). Hence applying Theorem 16.12 of [30] (page 235) we obtain the
result.

2. The equivalence is given by sending a functor F to F (R) and a module
Q/R to P → HomR(P,Q) (here R is also considered as right R-module).
Note that all F (P ) could be uniquely recovered from F (R) since all finitely
generated projective modules are direct summands of Rm, m ∈ N.

Proposition 5.4.4. 1. There exist natural homomorphisms K0(EndHw)
c→

Ktr
0 (EndC)

d→ Kab
0 (EndHw′∗); c is a surjection.

2. c is an isomorphism if Hw is regular.

Proof. 1. c is induced by i : Hw → C. For g : X → X we define

d(g) =
∑

(−1)i[gi∗ : H i(t(X))→ H i(t(X))]. (24)

Here H i(t(X)) ∈ ObjHw′∗ are the cohomology of the weight complex; see
part 2 of Remark 3.1.7. We obtain a well-defined homomorphism since t is a
weakly exact functor (see Definition 3.1.6); see part 3 of Remark 3.1.7.

c is surjective since for g : X → X we have the equality [g] =
∑

(−1)i[gi :
X i → X i]. This equality follows easily from the fact that repetitive appli-
cation of the (single, shifted) weight decomposition functor to a morphism
yields its infinite weight decomposition (see Theorem 3.2.2; note that X is
bounded).
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2. In the case when Hw is abelian semi-simple we have Hw = Hw′∗.
Hence the equality d ◦ c = idK0(EndC) yields the assertion (in this case).

Now, in the general (regular) case it suffices to apply the equalityK0(EndC) =
K0(EndHw′∗) (this is part 1 of Lemma 5.4.3).

Remark 5.4.5. 1. Unfortunately, c is not an isomorphism in the general case.
To see this it suffice to consider the example described in part 3 of Remark
1.5.2 for C = Kb(Z) where Z is the category of free Z/8Z-modules. This
fact is also related to the observation in the end of §1 of [1]. Certainly, Z is
not regular.

2. Certainly, if i : Hw → C is a tensor functor then c, d are ring homo-
morphisms, cf. Remark 5.3.2.

The surjectivity of c immediately implies the following fact.

Corollary 5.4.6. Let r : C → Db(R) and s : C → Db(S) be exact func-
tors for an abelian R, S; let r∗ : K0(C) → K0(D

b(R)) and s∗ : K0(C) →
K0(D

b(S)) be the induced homomorphisms. Let u : K0(EndDb(R))→ K0(EndR)
and v : K0(EndDb(S)) → K0(EndS) be defined as (g : X → X) → [gi∗ :
H i(X) → H i(X)]. Let T be an abelian group; x : K0(EndR) → T and
y : K0(EndS)→ T be group homomorphisms. Then the equality x◦u◦r∗◦c =
y ◦ v ◦ s∗ ◦ c implies x ◦ u ◦ r∗ = y ◦ v ◦ s∗.

In particular, one could take C = DM eff
gm , Hw = Choweff (see §6 below),

r, s be given by l-adic cohomology realizations (for two different l), x, y be
given by traces of endomorphisms. It follows that the alternated sum of traces
of maps induced by g ∈ DM eff

gm (X,X)) on the cohomology of X does not de-
pend on l. We also obtain the independence from l of nλ(H) = (−1)inλg

∗
Hi(X);

here nλg∗(Hi(X)) for a fixed algebraic λ denotes the algebraic multiplicity of the
eigenvalue λ for the operator g∗Hi(X).

This generalizes Theorem 3.3 of [8] to arbitrary correspondences of mo-
tives; see §8.4 of [11] for more details.

Lastly, we consider some more general K0-groups.
Remark 5.4.7. 1. For an additive A instead of EndA one could for any
n ≥ 0 consider the category EndnA whose objects are the following n +
1-tuples: (X ∈ ObjA; g1, . . . , gn ∈ A(X,X)). We have End0(A) = A,
End1(A) = EndA. Generalizing Definition 5.4.1 in an obvious way one de-
fines Kadd

0 (EndnA), Kab
0 (EndnA), and Ktr

0 (EndnA) (for A additive, abelian
or triangulated, respectively). Next, one can define c, d as in Proposition
5.4.4; exactly the same argument as in the proof of the Proposition shows
that c is always surjective and it is also injective if Hw is regular. In partic-
ular, this is true for C = SHfin; see Proposition 5.5.1 below.
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2. Even more generally, for any ring R one could consider the category
End(R,A) of R-representations in A i.e. of pairs (X,H : R → A(X,X));
here X ∈ ObjA, H is a unital homomorphism of rings. In particular, we
have End(R,A) = A for R = Z, = EndA for R = Z[t], and = EndnA
for R = Z〈t1, . . . , tn〉 (the algebra of non-commutative polynomials). Again
one defines Kadd

0 (End(R,A)), Kab
0 (End(R,A)), and Ktr

0 (End(R,A)), c and
d. Yet the method of the proof of Proposition 5.4.4 fails for a general R; one
can only note that d ◦ c is an isomorphism if Hw is abelian semi-simple.

5.5 An application: calculation ofK0(SHfin) andK0(EndSHfin)

Now we calculate explicitly the groups K0(SHfin) and Ktr
0 (EndSHfin). The

author doesn’t think that (all of) these results are new; yet they illustrate
our methods very well.

We will need the following simple observation: K0(A) is naturally a direct
summand of K0(EndA) (both in the "triangulated" and in the "additive"
case). The splitting is induced by [f : X → X] → [X] → [0 : X → X]; see
§1 of [1].

We define the group Λ as a subgroup of the multiplicative group Λ(Z) =
{1 + tZ[[t]]} that is generated by polynomials (with constant term 1). Λ and
Λ(Z) are also rings; see Proposition 3.4 of [2] for Λ and [17] for Λ(Z).

Proposition 5.5.1. 1. K0(SHfin) ∼= Z with the isomorphism sending X ∈
ObjSHfin to [X] =

∑
(−1)i dimQ(Hsing

i (X) ⊗ Q) (the rational singular ho-
mology of X).

2. Ktr
0 (EndSHfin) ∼= Z⊕Λ with the isomorphism sending g : X → X to

[X]⊕
∏

i(detQ[t](id− git⊗Q))(−1)i; here git⊗Q is the map induced by g ⊗ t
on Hsing

i (X)⊗Z Q[t].

Proof. 1. We have Hw = Abfin.fr for the spherical weight structure w on
SHfin; see §4.6. Hence K0(SHfin) ∼= K0(Abfin.fr) = K0(Z) = Z.

The second assertion could easily be deduced from part 1 of Proposition
4.6.1. Note that K0(SHfin) is a direct summand of Ktr

0 (EndSHfin); hence

[X] =
∑

(−1)i[H i(t(X))] =
∑

(−1)i[Hsing
i (X)]

by (24). We also use the fact that K0(Z) injects into K0(Q), so [Hsing
i (X)]

could be computed rationally.
2. By part 2 of Lemma 5.4.3 we have Hw∗ ∼= Abfin.fr (the category

of finitely generated abelian groups). Hence Hw is regular (see Definition
5.4.2). Therefore by part 2 of Proposition 5.4.1 we have Ktr

0 (EndSHfin) ∼=
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Kadd
0 (EndAbfin.fr). Then the Main Theorem in §1 of [1] implies thatKtr

0 (EndSHfin) ∼=
Z⊕ Λ.

Next, (24) implies [g] = (−1)i[gi∗]. Now note that Λ(Q) → Λ(Z) is
injective; so it suffices to calculate [gi∗] rationally. Lastly, the equality

[gi∗ ⊗Q] = dimQ(Hsing
i (X)⊗Q)⊕ det Q[t](id− git⊗Q)

follows from the formula at the bottom of p. 376 of [1].

Remark 5.5.2. 1. Note that the isomorphisms described are compatible with
the natural ring structures of K0-groups involved.

2. Assertion 1 doesn’t seem to be new; yet the author doesn’t know of
any paper that contains assertion 2 in its current form.

3. One also has Ktr
0 (Endn SHfin) ∼= Kadd

0 (EndnAbfin.fr); see Remark
5.4.7.

6 Twisted complexes over a negative differen-
tial graded category; Voevodsky’s motives

The goal of this section is to apply our theory to triangulated categories
that have differential graded enhancements of a certain sort (as considered
in [11]); this will allow to use it for motives.

In §6.1 we recall the definitions of differential graded categories and
twisted complexes over them. In 6.2 we consider negative differential graded
categories; we obtain a weight structure on the category of twisted complexes
(over them). In §6.3 we construct the so-called truncation functors tN ; t0 is
the strong weight complex functor for this case, see Conjecture 3.3.3.

In §6.4 we recall the spectral sequence S(H,X) constructed in §7 of [11]
for H having a differential graded enhancement and prove that it could be
obtained from T (H,X) by decalage. In particular, this shows that S does not
depend on the choice of enhancements. We prove that truncated realizations
for representable realizations are represented by the adjacent t-truncations
of representing objects (see also §7.1).

In §6.5 we apply our theory to Voevodsky’s motivic categoriesDM eff
gm and

DMgm; we calculate the heart of the corresponding Chow weight structures
obtained in §6.6.
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6.1 Basic definitions

We recall the basic definitions and results of the theory as they were presented
in [11]; cf. also [6] and [10]

Categories of twisted complexes were first considered in [10]. However our
notation differs slightly from those of [10]; some of the signs are also different.

An additive category C is called graded if for any P,Q ∈ ObjC there is a
canonical decomposition C(P,Q) ∼= ⊕iCi(P,Q) defined; this decomposition
satisfies Ci(∗, ∗)◦Cj(∗, ∗) ⊂ Ci+j(∗, ∗). A differential graded category (cf. [10]
or [6]) is a graded category endowed with an additive operator δ : Ci(P,Q)→
Ci+1(P,Q) for all i ∈ Z, P,Q ∈ ObjC. δ should satisfy the equalities δ2 = 0
(so C(P,Q) is a complex of abelian groups); δ(f ◦g) = δf ◦g+(−1)if ◦δg for
any P,Q,R ∈ ObjC, f ∈ Ci(P,Q), g ∈ C(Q,R). In particular, δ(idP ) = 0.

We denote δ restricted to morphisms of degree i by δi.
For an additive category A one can construct the following differential

graded categories.
We denote the first one by S(A). We setObjS(A) = ObjA; S(A)i(P,Q) =

A(P,Q) for i = 0; S(A)i(P,Q) = 0 for i 6= 0. We take δ = 0.
We also consider the category Bb(A) whose objects are the same as

for Cb(A) whereas for P = (Pi), Q = (Qi) we define B−(A)(P,Q)i =
⊕j∈ZA(Pj, Qi+j). Obviously Bb(A) is a graded category. B(A) will denote
the unbounded analogue of Bb(A).

We set δf = dQ ◦ f − (−1)if ◦ dP , where f ∈ Bi(P,Q), dP and dQ
are the differentials in P and Q. Note that the kernel of δ0(P,Q) coincides
with C(A)(P,Q) (the morphisms of complexes); the image of δ−1 are the
morphisms homotopic to 0.

Bb(A) can be obtained from S(A) by means of the category functor Pre-Tr
described below.

For any differential graded C we define a category H(C); its objects are
the same as for C; its morphisms are defined as

H(C)(P,Q) = Ker δ0
C(P,Q)/ Im δ−1

C (P,Q).

Having a differential graded category C one can construct another differ-
ential graded category Pre-Tr(C) as well as a triangulated category Tr(C).
The simplest example of these constructions is Pre-Tr(S(A)) = Bb(A).

Definition 6.1.1. The objects of Pre-Tr(C) are

{(Pi), Pi ∈ ObjC, i ∈ Z, qij ∈ Ci−j+1(Pi, Pj)};

here almost all Pi are 0; for any i, j ∈ Z we have

δqij +
∑
l

qlj ◦ qil = 0 (25)
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We call qij arrows of degree i − j + 1. For P = {(Pi), qij}, P ′ = {(P ′i ), q′ij}
we set

Pre-Trl(P, P
′) =

⊕
i,j∈Z

Cl+i−j(Pi, P
′
j).

For f ∈ Cl+i−j(Pi, P ′j) (an arrow of degree l+ i− j) we define the differential
of the corresponding morphism in Pre-Tr(C) as

δPre-Tr(C)f = δCf +
∑
m

(q′jm ◦ f − (−1)(i−m)lf ◦ qmi).

It can be easily seen that Pre-Tr(C) is a differential graded category (see
[10]). There is also an obvious translation functor on Pre-Tr(C). Note also
that the terms of the complex Pre-Tr(C)(P, P ′) do not depend on qij and q′ij
whereas the differentials certainly do.

We denote by Q[j] the object of Pre-Tr(C) that is obtained by putting
Pi = Q for i = −j, all other Pj = 0, all qij = 0. We will write [Q] instead of
Q[0].

Immediately from the definition we have Pre-Tr(S(A)) ∼= Bb(A).
A morphism h ∈ Ker δ0 (a closed morphism of degree 0) is called a twisted

morphism. For a twisted morphism h = (hij) ∈ Pre-Tr((Pi, qij), (P
′
i , q
′
ij)),

hij ∈ C(Pi, P
′
j) we define Cone(h) = P ′′i , q

′′
ij, where P ′′i = Pi+1 ⊕ P ′i ,

q′′ij =

(
qi+1,j+1 0
hi+1,j q′ij

)
We have a natural triangle of twisted morphisms

P
f→ P ′ → Cone(f)→ P [1], (26)

the components of the second map are (0, idP ′i ) for i = j and 0 otherwise.
This triangle induces a triangle in the category H(Pre-Tr(C)).

Now we define a certain distinguished triangles in Tr(C) and a certain
differential graded subcategory Pre-Tr+(C) ⊂ Pre-Tr(C).

Definition 6.1.2. 1. For distinguished triangles in Tr(C) we take the tri-
angles isomorphic to those that come from the diagram (26) for P, P ′ ∈
Pre-Tr(C).

2. Pre-Tr+(C) is defined as a full subcategory of Pre-Tr(C). A =
{(Pi), qij} ∈ Obj Pre-Tr+(C) if there exist mi ∈ Z such that for all i ∈ Z we
have qij = 0 for i+mi ≥ j +mj.

3. Tr+(C) is defined as H(Pre-Tr+(C)); the definition of distinguished
triangles is the same as for Tr(C).

4. We will say that C admits a differential graded enhancement if it is
equivalent to Tr(C) for some differntial graded C.
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We summarize the properties of of categories defined that are most rele-
vant for the current paper. See [11] and [10] for the proofs.

Proposition 6.1.3. I Tr+(C) ⊂ Tr(C) (the embedding is full) are triangu-
lated categories.

II For any additive category A there are natural isomorphisms
1. Pre-Tr(B(A)) ∼= B(A).
2. Tr(B(A)) ∼= K(A).
3. Tr(S(A)) ∼= Bb(A)
III 1. There are natural embeddings of categories i : C → Pre-Tr+(C)

and H(C)→ Tr+(C) sending P to [P ].
2. Pre-Tr, Tr, Pre-Tr+, are Tr+ are functors on the category of differ-

ential graded categories i.e. any differential category functor F : C → C ′

naturally induces functors Pre-TrF , TrF , Pre-Tr+ F , and Tr+F .
4. Let F : Pre-Tr+(C) → D be a differential graded functor. Then

the restriction of F to C ⊂ Pre-Tr(C) gives a differential graded functor
FC : C → D. Moreover, since FC = F ◦ i, we have Pre-Tr+(FC) =
Pre-Tr+(F ) ◦ Pre-Tr+(i); therefore Pre-Tr+(FC) ∼= Pre-Tr+(F ).

IV Tr+(C) as a triangulated category is generated by the image of the
natural map ObjC → ObjTr+(C) : P → [P ].

For example, for X = (Pi, qij) ∈ Obj Pre-Tr(C) we have Pre-TrF (X) =
(F (Pi), F (qij)); for a morphism h = (hij) of Pre-Tr(C) we have Pre-TrF (h) =
(F (hij)). Note that the definition of Pre-TrF on morphisms does not involve
qij; yet Pre-TrF certainly respects differentials for morphisms.

Remark 6.1.4. By definition, any morphism g : A = (Pi, fij)→ B = (P ′i , f
′
ij)

can be described as sets (gij) ∈ Ci−j(P ′j)(Pi), i, j ∈ Z, where gij satisfy

δCgij−1 +
∑
m

(f ′mj ◦ gim − gmj ◦ fim) = 0 ∀i, j ∈ Z. (27)

Moreover, two sets of gij give the same morphism whenever they are
"homotopy equivalent" i.e. there exist hij ∈ Ci−j−1(P

′
j)(Pi), i ≤ j, such that

δChij−1 +
∑
m

(f ′mj ◦ him − (−1)i−mhmj ◦ fim) = gij ∀i, j ∈ Z.

6.2 Negative differential graded categories; a weight struc-
ture for Tr(C)

Suppose now that a differential graded category C is negative i.e. for any
X, Y ∈ ObjC we have i > 0 =⇒ Ci(X, Y ) = {0} (cf. Definition 4.3.1).
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For C = Tr(C) we define Cw≤0 as a set that contains all objects that are
isomorphic to those that satisfy Pi = 0 for i > 0. Cw≥0 is defined similarly
by the condition Pi = 0 for i < 0.

Proposition 6.2.1. 1. Cw≤0 and Cw≥0 give a non-degenerate weight struc-
ture for C.

2. Hw is isomorphic to the small envelope of HC (cf. Definition 4.3.1).

Proof. The definition of morphisms in C immediately yields that C(Cw≥0, Cw≤0) =
0. We obviously have Cw≤0[1] ⊂ Cw≤0; Cw≥0 ⊂ Cw≥0[1]. The verification
of the fact that Cw≤0 and Cw≥0 are Karoubi-closed in C is straightforward.
However we will never actually use this statement below (so we can replace
Cw≤0 and Cw≥0 described by their Karoubizations in the definition of w).

It remains to check that any objectX of C admits a weight decomposition.
We follow the proof of Proposition 2.6.1 of [11].

We take (Pi, fij, i, j ≤ 0) as Xw≤0 and (Pi, fij, i, j ≥ 1)[1] as Xw≥1. We
should verify that Xw≤0 and Xw≥1 are objects of C.

We have to check that the equality (25) is valid for Xw≤0 (resp. Xw≥1).
All terms of (25) are zero unless i ≤ j ≤ 0 (resp. 1 ≤ i ≤ j). Moreover, in
the case i ≤ j ≤ 0 (resp. 1 ≤ i ≤ j) the terms of (25) are the same as for X.
Both of these facts follow immediately from the negativity of C.

Now we verify that (idPi
, i ≤ 0) gives a morphism X → Xw≤0 and

(idPi
, i ≤ 1) gives a morphism Xw≥1[−1]→ X. The condition (27) for these

cases is obvious by the negativity of C.
Next we should check that X → Xw≤0 is the second morphism of the

triangle corresponding to Xw≤1[1]→ X; this easily follows from (26).
Lastly, w is non-degenerate since any object of C is bounded from both

sides (in the obvious sense).
2. Obviously, the objects of HC belong to Cw=0. Next, the definition of

C easily yields that Hw(X, Y ) ∼= HC(X, Y ) for X, Y ∈ HC.
Moreover, part 1 implies that any object of C has a "filtration" by sub-

objects whose "successive factors" come from HC. By part II2 of Theorem
4.3.2 we obtain that Hw is isomorphic to the small envelope of HC.

Obviously, the same construction also gives weight structures for all un-
bounded versions of Tr(C).

Remark 6.2.2. 1. Alternatively, Proposition 6.2.1 could be deduced from
part II of Theorem 4.3.2. In particular, this method easily deduces the fact
that Cw≤0 and Cw≥0 are Karoubi-closed from the assertion that the small
envelope of HC lies in both of them (cf. the beginning of the proof of Part
II2 loc. cit.).
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2. Let C = Tr+(C) and H iC(X, Y ) = 0 for all i > 0, X, Y ∈ ObjC
(the cohomology of C(−,−) is concentrated in non-positive degrees). Let
C− be a (non-full!) subcategory of C with the same objects and C−(X, Y ) =
C(X, Y )t≤0 (morphisms are the zeroth canonical truncation of those of C).
Then by part 2 of Remark 2.7.4 of [11] the embedding C− → C induces an
equivalence of triangulated categories Tr+(C−)→ Tr+(C).

It follows: if C ∼= Tr+(C) and C(−,−) is acyclic in positive degrees then
we can assume C to be negative. In particular, the strong (i.e. exact) weight
complex functor C → Kb(Hw) exists in this case.

6.3 Truncation functors; comparison of weight complexes

For N ≥ 0, P,Q ∈ ObjC we denote the −N -th canonical filtration of C(P,Q)
(i.e. C−N(P,Q)/dPC−N−1(P,Q)→ C−N+1(P,Q)→ · · · → C0(P,Q)→ 0) by
CN(P,Q).

We denote by CN the following differential graded category. Its objects
are the same as for C whereas CN(P,Q)i = CN

i (P,Q). The composition of
morphisms is induced by those in C. For morphisms in CN presented by
g ∈ Ci(P,Q), h ∈ Cj(Q,R), we define their composition as the morphism
represented by h ◦ g for i+ j ≥ −N and zero for i+ j < −N . Certainly, all
CN are negative (i.e. all morphisms of positive degrees are zero).

We have an obvious functor C → CN . As noted in Proposition 6.1.3,this
gives canonically a functor tN : C → Tr(CN). We denote Tr(CN) by CN .

Obviously, objects of CN could be represented as certain (Pi, fij ∈ CN
i−j+1(Pi, Pj), i <

j ≤ i+N + 1), the morphisms between (Pi, fij) and (P ′i , f
′
ij) are represented

by certain gij ∈ CN
i−j(Pi, Pj), i ≤ j ≤ i + N , etc. The functor tN "for-

gets" all elements of Cm([P ], [Q]) for P,Q ∈ ObjC, m < −N , and factorizes
C−N([P ], [Q]) modulo coboundaries. In particular, for N = 0 we get ordinary
complexes over HC i.e. C0 = Kb(HC).

t0 will be called the strong weight complex functor.
One could easily verify that the strong weight complex functor con-

structed is a lift of the weight complex functor t corresponding to the weight
structure w to an exact functor tst (as in Conjecture 3.3.3). This follows im-
mediately from the explicit description of Xw≤0 and Xw≥1 for any X ∈ ObjC
(in the proof of Proposition 6.2.1).

Conjecture 6.3.1. 1. For a general (C,w) there also exist exact "higher
truncation functors" tN such that t0 is the "strong" weight complex func-
tor; cf. Conjecture 3.3.3. Their targets CN should satisfy: if X, Y ∈ Cw=0

then CN(tN(X), tN(Y )[−i]) = C(X, Y ) for 0 ≤ i ≤ N and = {0} otherwise.
These categories should admit full embeddings iN : C [0,N ] → CN ; distin-
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guished triangles of C consisting of elements of C [0,N ] should be mapped to
distinguished triangles by iN .

2. Let I : C → D(A) be an exact functor, where C,w is a triangulated
category with a weight structure, A is an abelian category. If I(Cw=0) ⊂
D[0,N ](A) (i.e. acyclic for degrees outside [0, N ]) then I could be canonically
factorized through tN .

6.4 The weight spectral sequence for enhanced realiza-
tions

The method of construction of the weight spectral sequences in [11] was some-
what distinct from the method we use here. In [11] we used a certain filtration
on the complex that computes cohomology; that filtration could be obtained
from the filtration corresponding to our current method by Deligne’s decalage
(see §1.3 of [13] or [27]). So the spectral sequence there was "shifted one level
down" (in particular, it was functorial starting from E1). We compare the
methods here.

Let J be some negative differential graded category, let H = Tr(J), J ′ =
Pre-Tr(J). Below we will use the same notation for Voevodsky’s motives
(which are the most important example of this situation).

In [11] weights were constructed only for (co)homological functors that
admit an enhancement i.e. those that could be factorized through Tr(F ) for
a differential graded functor F : J → C. Here we consider only C = B(A)
for an abelian A and homological functors of the form HKA

◦ Tr(F ) (here
HKA

denotes the zeroth cohomology functor for C(A)). The cohomological
functor case was considered in §7.3 of [11] (certainly, reversing the arrows is
no problem). Note that for those realizations for which C 6= B(A) one can
sometimes reduce the situation to the case C = B(A′) for a large A′ (for
example, this seems to be the case for the Hodge realization). Alternatively,
one could apply decalage to the spectral sequence coming from our current
method.

Now we recall the formalism of [11] (modified for the homological functor
case).

We denote the functor Pre-Tr(F ) : J ′ → B(A) by G, denote Tr(F ) : H→
K(A) by E.

We recall that for a complex Z over A, b ∈ Z, its b-th canonical truncation
from above is the complex . . . Zb−1 → Ker(Zb → Zb+1), here Ker(Zb → Zb+1)
is put in degree b.

For any b ≥ a ∈ Z we consider the following functors. By Fτ≤b
we denote

the functor that sends [P ] to τ≤b(F ([P ])). These functors are differential
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graded; hence they extend to Gi = Pre-Tr(Fτ≤−i
) : J ′ → B(A). Note that we

consider the −i-th filtration here in order to make the filtration decreasing
(which is usual when the decalage is applied); this is another minor distinc-
tion of the current exposition from those of [11]. The functors Tr(Fτ≤−i

) were
called truncated realizations in loc.cit.

Let X = (Pi, qij) ∈ ObjJ ′. The complexes Gb(X) give a filtration of
G(X); one could also consider Ga,b(X) = Gb(X)/Ga−1(X). We obtain the
spectral sequence of a filtered complex (see §III.7.5 of[15])

S : Eij
1 (S) =⇒ H i+j(G(X)) (28)

we call it the spectral sequence of motivic descent. HereEij
1 (S) = H i+j(G1−j(X)/G−j(X)).

All Gb(X) are J ′-contravariantly functorial with respect to X. Besides,
starting from E1 the terms of S depend only on the homotopy classes of
Gb(X). Hence starting from E1 the terms of S are functorial with respect to
X (considered as an object of H).

Now we compare the spectral sequences obtained using this method with
the ones provided by Theorem 2.4.1. The comparison statement could be
obtained as a certain extension of Theorem 4.4.2; see parts 5 and 4 of Remark
4.4.3.

To this end we compare the filtrations of G(X) corresponding to T and
S. Fortunately, we don’t have to write down the differential in G; it suffices
to recall that Gj(X) =

⊕
k+l=j Fk(Pl).

The method of Theorem 2.4.1 gives the following filtration on G(X):
QiGj(X) =

⊕
k+l=j,l≥i Fk(Pl).

Now we apply decalage to this filtration. It is easily seen that we obtain
the filtration given by Gi i.e.

(DecQ)i(Gj(X)) =
⊕

k+l=j,l≥j+i+1

Fk(Pl)⊕Ker(F−b(Pl+i)→ F−b+1(Pl+i)).

Hence T pqn+1 = S−q,p+2q
n for all integral i, j and n > 0; the corresponding

filtrations on the limit (i.e. on H i+j(E(X))) coincide up to a certain shift of
indices.

In §7.3 of [11] so-called truncated realizations were considered. They were
defined as Tr(Fτ≤b) and Tr(Fτ≤b/Fτ≤a−1) : H→ K(A) (for a ≤ b ∈ Z). The
formula (15) of [11] computes all Eij

n (S) for n ≥ 1 in terms of the weight
filtration of truncated realizations of X; this description is H-functorial.

Remark 6.4.1. 1. Suppose now that there exists a differential graded functor
F1 : J → B(A) and a differential graded transformation F1 → F such
that the induced cohomology functor maps are isomorphisms in degrees ≤
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b and are zero in degree > b. Let F2 denote F1τ≤b. We have a natural
transformation F2 → F1 which is an isomorphism on cohomology. Hence by
part 2 of Corollary 2.7.2 of [11], the transformation of functors Tr(F2 → F1)
induces quasi-isomorphisms of their values. Next, the transformation F1 → F
induces a transformation F2 → Fτ≤b. Applying part 2 of Corollary 2.7.2 of
[11] again we obtain that Tr(Fτ≤b) ≈ Tr(F2); hence both of them are quasi-
isomorphic to Tr(F1).

In particular, let A = Ab; let F be (contravariant) representable by some
Y in some differential graded K ⊃ J such that TrK possesses a weight
structure extending w and its adjacent t-structure t. Then our reasoning
shows that the objects Y t≤−i[i]) represent the truncated realizations for
Tr(K(−, Y )) (in Tr(K) ⊃ H; up to quasi-isomorphism i.e. they give the
cohomology groups required). This is a differential graded version of part 6
of Theorem 4.4.2. Besides, in this case the fact that the filtrations induced
by the morphisms Xw≤i[−i]→ X and by Y t≤−i[i]→ Y coincide also follows
from part 6 of Theorem 4.4.2.

So, the results of §7.1 below yield that the truncated realizations both for
the "classical" (Weil) realizations of motives and for motivic cohomology are
representable. This fact seems to be far from obvious.

2. As was mentioned in part 4 of Remark 4.4.3, one could deduce the
comparison of spectral sequence statement in the representable case from the
remark above and Theorem 4.4.2. Moreover, one could construct a "dual-
ity" of C,w with the t-structure on the category Tr(DG − Fun(J,B(A)))
(differential graded functors) that corresponds to the canonical truncation
of A-complexes; see part 5 of Remark 4.4.3. The realizations of the type
considered above correspond to some objects of this category; truncations of
a realization with respect to this t-structure would be exactly its truncated
realizations. So, one could compare spectral sequences by this method in the
general case also.

6.5 SmCor, DM eff
gm and DMgm; the "Chow" weight struc-

ture

We recall some definitions of [32].
k will denote our perfect ground field; we will mostly assume that the

characteristic of k is zero. pt is a point, An is the n-dimensional affine space
(over k), x1, . . . , xn are the coordinates, P1 is the projective line.

V ar ⊃ SmV ar ⊃ SmPrV ar will denote the class of all varieties over k,
resp. of smooth varieties, resp. of smooth projective varieties.

We define the category of smooth correspondences: ObjSmCor = SmV ar,
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SmCor(X, Y ) =
∑

U Z for all U ⊂ X × Y that are integral closed finite
subschemes which are dominant (over a connected component of) X. The
elements of SmCor(X, Y ) are called finite correspondences from X to Y .

Remark 6.5.1. The composition of U1 ⊂ X × Y and U2 ⊂ Y × Z as in the
definition of finite correspondences is defined as always in the categories of
motives i.e. one considers the obvious scheme-theoretic analogue of {(x ∈
X, z ∈ Z) : ∃y ∈ Y : (x, y) ∈ U1, (y, z) ∈ U2}. Note that the composition is
well-defined without any factorization by equivalence relations needed. Next
one extends composition to all SmCor(−,−) by linearity.

Note that this definition is compatible with the intuitive notion of com-
position of multivalued functions. Now, to

∑
ciUi ∈ SmCor(X, Y ), ci 6= 0

one could associate a multi-valued function whose graph is ∪Ui. Applying
this method, one could define images and preimages of finite correspondences
(and their restrictions).

SmCor is additive: the addition of objects is given by the disjoint union
operation for varieties.

Shv(SmCor) is the abelian category of additive cofunctors SmCor → Ab
that are sheaves in the Nisnevich topology.

DM eff
− ⊂ D−(Shv(SmCor)) is defined as the subcategory defined by the

condition that the cohomology sheaves are homotopy invariant (i.e. S(X) ∼=
S(X × A1) for any S ∈ SmV ar).

There is a natural functor RC ◦L : Kb(SmCor)→ DM eff
− (cf. Theorem

3.2.6 of [32]) given by Suslin complexes (see below); that could be factorized
as a composition of the "localization by homotopy invariance and Mayer-
Viertoris" and a full embedding; it categorical image will be denoted by
DM s. One can restrict RC ◦ L to obtain a functor Mgm : SmV ar → DM s.
Moreover, one could extend Mgm to V ar (see §4.1 of [32]); unfortunately,
in the case char k > 0 one would have to take DM eff

− as the target of this
(extended) Mgm. Therefore, cohomology of varieties could be expressed in
terms of cohomology of motives.

DM eff
− is idempotent complete; hence it contains the idempotent com-

pletion of DM s which is Voevodsky’s DM eff
gm (by definition; see [32]).

Now we define a differential category J with ObjJ = SmPrV ar (the
addition of objects is the same as for SmCor. The morphisms of J are
given by cubical Suslin complexes Ji(Y, P ) ⊂ SmCor(A−i × Y, P ) consisting
of correspondences that "are zero if one of the coordinates is zero". Being
precise: consider C ′i(P, Y ) = SmCor(A−i × Y, P ) for all P, Y ∈ SmV ar;
note that C ′i are zero for positive i. For all 1 ≤ j ≤ −i, x ∈ k, we define
dijx = djx : C ′i → C ′i+1 as djx(f) = f ◦ gjx, where gjx : A−i−1 × Y → A−i × Y
is induced by the map (x1, . . . , x−1−i) → (x1, . . . , xj−1, x, xj, . . . , x−1−i). We
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define Ji(Y, P ) as ∩1≤j≤−i Ker dj0. The boundary maps δi : Ji(−,−) →
Ji+1(−,−) are defined as

∑
1≤j≤−i(−1)jdj1.

The composition of morphisms in J is induced by the obvious composition
C ′i(Y ×A−j, X×A−j)×C ′j(Z, Y )→ C ′i+j(Z,X) combined with the embedding
of C ′i(Y,X) into C ′i(Y ×A−j, X×A−j) via "tensoring" its elements by idA−j ;
here X, Y, Z ∈ SmPrV ar, i, j ≤ 0.

It was checked in §2 of [11] that J is a differential graded category. It is
negative by definition.

We denote Tr(J) by H. H is equivalent to DM s (if char k = 0) by
Theorem 3.1.1 of [11].

By Proposition 6.2.1 we obtain that there exists a weight structure w in
H; hence it also gives a weight structure for DM s. We have Hw = J ′0 where
J ′0 is the small envelope of J0 = HJ (cf. Definition 4.3.1 and part II2 of
Theorem 4.3.2).

Remark 6.5.2. 1. In §4.1 of [32] the motif with compact support for any
X ∈ V ar was defined as the Suslin complex of a certain sheaf Lc(X). For
a proper X we have M c

gm(X) = Mgm(X). However, in order to increase
the chances to obtain a geometric motif (with compact support) one could
define M c

gm(X) using Poincare duality; see Appendix B of [20]. In the case
char k = 0 these definitions coincide and yield an object of DM s for any
X ∈ V ar.

In Theorem 6.2.1 of [11] it was proved that for a smooth X we have
Mgm(X) ∈ DM sw≥0, M c

gm(X) ∈ DM sw≤0. Using the blow-up distinguished
triangle (see Proposition 4.1.3 of [32]) one could also show that for a proper
X we have Mgm(X) = M c

gm(X) ∈ DM sw≤0.
2. As in part 3 of Remark 2.1.3 one could consider semi-motivesWi(Mgm(X))

and Wi(M
c
gm(X)) for all i ∈ Z, X ∈ V ar; they lie in DM eff

gm ∗. We obtain
thatW0(Mgm(X)) = Mgm(X)∗ for proper X, whereasW−1(Mgm(X)) = 0 for
X ∈ SmV ar. Recall that (11) allows to express the weight filtration on the
cohomology of (the motif of) X in terms of Wi(Mgm(X)).

In DM eff
gm we have a decomposition [P 1] = [pt] ⊕ Z(1)[2] for Z(1) being

the Tate motif. Moreover, DM eff
gm is a tensor category with ⊗Z(1) being

a full embedding of DM eff
gm into itself (the Cancellation Theorem, see [32]

and [36]). Hence one could define Voevodsky’s DMgm as the direct limit of
DM eff

gm with respect to tensoring by Z(1); it also could be described as the
"union" of DM eff

gm (−i) (whereas each DM eff
gm (−i) is isomorphic to DM eff

gm ).

Proposition 6.5.3. w extends to a weight structure for DM eff
gm and DMgm.

Proof. I Extending w to DM eff
gm .
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We define DM eff
gm

w≤0 as the set of retracts of DM s,w≤0 in DM eff
gm ; the

same for DM eff
gm

w≥0. By Proposition 5.2.2, this gives a weight structure on
DM eff

gm .
II Extending w to DMgm.
We note that tensoring by Z(1)[2] sends [P ] to a retract of [P × P1].

Hence ⊗Z(1)[2] maps DM eff
gm

w≤0 and DM eff
gm

w≥0 into themselves. It fol-
lows that one can define DMw≤0

gm and DMw≥0
gm as ∪DM eff

gm
w≤0(−i)[−2i] and

DM eff
gm

w≥0(−i)[−2i] respectively. Indeed, the Cancellation Theorem gives us
orthogonality; since each object ofDMgm belongs toDM eff

gm (−i) = DM eff
gm (−i)[2i]

for some i ∈ Z, we also have the weight decomposition property.

Remark 6.5.4. Note that (for any C) if w is bounded then Cw≤0 consists
exactly of objects that could be "decomposed" into a Postnikov tower as in
(8) with Xk = 0 for k > 0; for X ∈ Cw≥0 we can assume that Xk = 0 for
k < 0.

Besides (see Proposition 6.2.1) for C = DM s we can assume that all Xk

could be presented as Mgm(Pk) for Pk ∈ SmPrV ar. For C = DM eff
gm or

C = DMgm we have Pk ∈ ObjChow ⊂ ObjDMgm (see §6.6 below).

We call the weight structure constructed the Chow weight structure (for
any of H, DM s, DM eff

gm , DMgm, and also for DM eff
− considered below).

Note that the same arguments prove the existence of weight structures
on rational hulls of DM s, DM eff

gm and DMgm (i.e. we tensor the groups of
morphisms by Q) as well as on their idempotent completions (which do not
coincide with DM eff

gm ⊗Q and DMgm ⊗Q).

6.6 The heart of the Chow weight structure

Now we calculate the hearts of w in each of the categories constructed.
For our choice of J we haveObjJ = [P ], P ∈ SmPrV ar, while J0([P ], [Q]) =

DM eff
gm ([P ], [Q]) = Chow([P ], [Q]) (cf. section §4.2 of [32]). Hence the heart

of DM s is the small envelope of the category Corrrat of effective rational
correspondences (see Definition 4.3.1 and part II2 of Theorem 4.3.2). Note
that the small envelope of Corrrat contains Z(1)[2] whereas Corrrat does
not. Now Proposition 5.2.2 implies that the heart of DM eff

gm is the idem-
potent completion of Corrrat i.e. the whole category Choweff . Lastly, this
easily implies that the heart of DMgm equals Chow.

We obtain that for any (co)homological functor from DM eff
gm (or DMgm)

there exist weight spectral sequences and weight filtrations. Note that we
don’t need any enhancements here (in contrast to [11])! Moreover, the weight
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spectral sequences are functorial with respect to natural transformations of
(co)homological functors (we don’t need transformations for enhancements).

Lastly we recall (from [11]) that the results obtained also concern motivic
cohomology.

7 New facts on motives
The first subsection is dedicated to the study of DM eff

− . We prove that the
Chow weight structure extends to it; moreover DM eff

− supports a (right)
adjacent Chow t-structure. It follows the Chow t-truncations of the objects
that respresent the classical realizations of motives and motivic cohomology
represent their truncated realizations; see Remark 6.4.1.

In §7.2 we note that (any) "mixed motivic" t-structure induces a canonical
"weight filtration" on the values of the corresponding homological functor
DM eff

gm →MM .
In §7.3 we prove that a certain (possibly, "infinite") weight complex func-

tor could be defined for motives over any perfect field (without any resolution
of singularities assumptions).

In §7.4 we apply the philosophy of adjacent structures to express the coho-
mology of a motif X with coefficients in homotopy (t-structure) truncations
of any H ∈ ObjDM eff

− in terms of the limit of H-cohomology of certain
"submotives" of X. Luckily, to this end (instead of the "Gersten weight
structure") it suffices to have the Gersten resolution for homotopy invari-
ant pretheories (constructed in [33]). These calculations are closely related
with the well-known calculations of the E2-terms of the coniveau spectral
sequence; see [9], [12], and [27].

In §7.5 we recall that (by the Beilinson-Lichtenbaum conjecture which was
recently proved) torsion motivic cohomology is the truncation of the (torsion)
étale one. Hence one can express torsion motivic cohomology of certain
motives in terms of étale cohomology of their "submotives". In particular, we
obtain a formula for the (torsion) motivic cohomology with compact support
of a smooth quasi-projective variety.

7.1 "Chow" weight and t-structures for DM eff
−

We recall (see §3 of [32]) that for any S ∈ DM eff
− and X ∈ SmV ar we

have DM eff
− (Mgm(X), S) = H0(S)(X) (here S is considered as a complex

of sheaves). It follows (cf. 6.5) that Mgm(X) for X ∈ SmPrV ar weakly
generate DM eff

− .
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Now we take {Ci} = ObjChow ⊂ ObjDM eff
− (we can assume that

ObjChow is a set). We obtain that (DM eff
− , {Ci}) satisfy the conditions of

part I1 of Theorem 4.5.2. Hence it has is t-structure whose heart is Chow∗.
Unfortunately, it seems that this t-structure cannot be restricted to DM eff

gm

(i.e. it is not "geometric").
Now we check that the Chow weight structure of DM eff

gm could be ex-
tended to DM eff

− . Till the end of this subsection C = DM eff
− , t will de-

note the homotopy t-structure of DM eff
− (defined as in [32]). This is the t-

structure corresponding to Nisnevich hypercohomology i.e. X ∈ Ct≤0 (resp.
X ∈ Ct≥0) whenever its Nisnevich hypercohomology is concentrated in non-
positive (resp. non-negative) degrees. Note that in all Ct≤i arbitrary direct
sums exist.

We define Cw≤0 as the Karoubi-closure in C of the "closure" of DM eff
gm

w≤0

in C with respect to arbitrary direct sums and to "taking middle terms of
distinguished triangles" (as in the proof of part II1 of Theorem 4.3.2). Note
that Cw≤0 ⊂ Ct≤0. We recover Cw≥0 from Cw≤0 from the orthogonality
condition in the usual way (cf. part 4 of Lemma 1.3.5). Cw≥0 satisfies the
"middle terms of distinguished triangles property" of part 1 of Lemma 1.3.5.
Besides, it contains arbitrary direct sums of objects of DM eff

gm
w=0 (here we

apply the compactness of objects of DM eff
gm in C).

As usual, the only non-trivial axiom check here is the verification of the
existence of weight decompositions. Recall that any object of Shv(SmCor)
has a "canonical resolution" by direct sums of L(X) = SmCor(−, Y ) for
Y ∈ SmV ar (placed in degrees ≤ 0; see §3.2 of [32]). Hence any object X of
DM eff

− is a homotopy colimit of certain Xi for the cone of Xi → Xi+1 being
a direct sum of some Mgm(Yij)[i]; Xl = 0 for some l ∈ Z. The limit of Xi

equals X indeed by Lemma 4.2.5.
We construct Z = Xw≥1 as a homotopy colimit of Xw≥1

l (see Definition
4.2.1). Note that the weight decomposition of Xw≥1

l could be "constructed
from" the weight decompositions of ⊕Mgm(Yij)[i] by Remark 1.5.5.

We should check that the colimit exists (i.e. is bounded from above).
For any Y ∈ SmV ar, i > 0, we have (Mgm(Y )[i])w ≥1 ∈ Ct≤0 (for any
choice of (Mgm(Y )[i])w ≥1). This is easy since (Mgm(Y )[i]) ∈ Ct≤−i and
(Mgm(Y )[i])w≤0 ∈ Cw≤0 ⊂ Ct≤0. Combining these statements for all Yij and
i yields the boundedness required.

We have the composition morphisms Xw≥1
l → Xl[1] → X[1]; by part 1

of Lemma 4.2.3 this system of morphisms could be lifted to some morphism
Z → X[1]. We should check that it yields a weight decomposition (if we
make the choices in the construction in a "clever" way). By Lemma 4.2.4 we
can assume that Z ∈ Cw≥0. We denote a cone of Z[−1]→ X by Y .
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Now, it suffices (see part 1 of Remark 1.3.2) to check that the induced
map C(C,Z) → C(Z,X[1]) is an isomorphism for any C ∈ Cw≥1 and is
surjective for C ∈ Cw≥0.

First suppose that for some i ∈ Z we have C(C,R) = {0} for any R ∈
Ct≤i. Then the sequence C(C[1], Xi) stablizes; this yields the result required
by part 2 of Lemma 4.2.3. Hence for any such C we have C(C, Y [1]) = {0}.

We denote C ∈ ObjC : {C(C, Y [1] = {0})} ∩ Cw≥0 by S. Certainly, S
is closed with respect to arbitrary direct sums (in C) and to "taking middle
terms of distinguished triangles".

We have DM eff
gm

w≥0 ⊂ S. Indeed, any C ∈ ObjDM eff
gm is a direct sum-

mand of an object that could be obtained from (a finite number of) mo-
tives of smooth varieties by considering cones of morphisms; whereas for
X ∈ SmV ar we have DM eff

− (Mgm(X), R) = {0} for any R ∈ Ct≤−dimX−1

(since the Nisnevich cohomological dimension of a scheme is not greater than
its dimension). Next, all direct sums of objects of DM eff

gm
w≥0 (belonging to

DM eff
− ) also belongs to S. Therefore, it suffices to prove that any object of

Cw≥0 could be "approximated" by such direct sums.
By the same method as above, we present C ∈ Cw≥0 as a homotopy

colimit of certain Ci for the cone of Ci → Ci+1 being a direct sum of some
Mgm(Eij)[i]; Cl = 0 for some l ∈ Z.

Since any direct sum of distinguished triangles is a distinguished triangle,
we can construct distinguished triangles (⊕Mgm(Eij)[i])

≥0 → Ai → Bi for
Ai ∈ Cw≤0 and Bi ∈ S (they will be direct sums of objects of DM eff

gm ). Next,
applying Remark 1.5.5 for D = Cw≤0, E = S, we can (starting from Cl)
inductively construct distinguished triangles Ci → Fi → Gi for Fi ∈ Cw≤0,
Gi ∈ S. We also construct distinguished triangles Ci[−1] → Li → Mi for
Li ∈ Cw≤0, Mi ∈ S.

By Definition 4.2.1, we have a distinguished triangle ⊕Ci → ⊕Ci →
C. Now note that ⊕Fi, ⊕Gi, ⊕Li and ⊕Mi exist in C (since by the same
arguments as the ones used above all of the summands belong to Ct≤l for some
l ∈ Z). Since any direct sum of distinguished triangles in C is a distinguished
triangle and Cw≤0 and S are closed with respect to all direct sums, we obtain
distinguished triangles ⊕Ci → ⊕Fi → ⊕Gi and ⊕Ci[−1] → ⊕Li → ⊕Mi

with ⊕Fi,⊕Li ∈ Cw≤0, ⊕Gi,⊕Mi ∈ S.
Applying Remark 1.5.5 again we obtain a distinguished triangle C[−1]

f→
U → V . for some U ∈ Cw≤0 and V ∈ S. Hence f = 0; therefore C is a direct
summand of V . Thus C ∈ S.
Remark 7.1.1. Unfortunately, one cannot define a weight structure that
would be left adjacent to the homotopy t-structure. Indeed, its heart should
contain "motives of points" i.e. motives of (possibly, infinite) extensions of
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k. However one could try to define the corresponding weight structure in a
certain "closure" of DM eff

gm with respect to (certain) homotopy limits. Note
that this weight structure would be closely connected with the Gersten res-
olutions of homotopy invariant pretheories and to the conievau filtration on
cohomology; cf. Remark 7.4.2 below.

Still, the results of [33] allow as to prove certain analogues of parts 7,8
of Theorem 4 with cohomology of weight decompositions replaced by certain
limits of cohomology. See part 6 of Remark 4.4.3 and §7.4 below.

7.2 Weight filtration for (conjectural) mixed motives

Suppose now that there exists so-called "mixed motivic" t-structure onDM eff
gm

or DM eff
gm Q (then one could extend it to DMgm and DMgmQ, respectively).

We will not discuss any of its properties here; however it would automatically
induce a homological functor HMM : DM eff

gm → MM for some abelian cat-
egory MM (of so-called mixed motives) that is the heart of the t-structure.
Hence for any X ∈ DM eff

gm there will be a certain (weight) filtration on
H i
MM(X) (cf. Remark 2.4.2). This filtration should be trivial (i.e. "canoni-

cal") when X is smooth projective. It can be easily checked that there could
exist only one filtration on HMM,i(X) which is DM eff

gm -functorial and satisfies
this property.

Moreover, any transformation HMM → H for H being a realization (of
DM eff

gm ) with values in an abelian category would induce the transformation
of the weight filtration forHMM to the weight filtration ofH. Here the weight
filtration ofH is defined by the weight structure method, yet it coincides with
the "classical one" (cf. part 2 of Remark 2.4.2).

Therefore we obtain that our results will give the weight filtration for
H i
MM(X) (an the corresponding weight spectral sequence) automatically

when HMM will be defined. Note we don’t need any information on HMM

for this! However it seems difficult to prove that the filtration on H i
MM(X)

depends only on the object H i
MM(X) and does not depend on the choice of

possible X. To this end one possibly needs the degeneration of the weight
spectral sequence for HMM and all X; this is probably one of the most im-
portant properties of the motivic t-structure.

7.3 Motives over perfect fields of finite characteristic

In our study of motives (here and in [11]) we applied several results of [32]
that use resolution of singularities. So we had assume that the characteristic
of the ground field k is 0. In §8.3 of [11] it was shown that using de Jong’s

83



alterations one could extend most of our results to motives with rational
coefficients over an arbitrary perfect k.

In this subsection (and also in all remaining parts of this section) we con-
sider motives with integral coefficients over a perfect field k of characteristic
0. Our goal is to justify a certain claim made in §8.3.1 of [11].

In [6] it was proved unconditionally thatDM s has a differential graded en-
hancement. In fact, this fact could be easily obtained by applying Drinfeld’s
description of localizations of enhanced triangulated categories. Moreover,
Proposition 5.6 of [6] extends the Poincare duality for Voevodsky motives to
our case. Therefore for P,Q ∈ SmPrV ar we obtain

DM s(Mgm(P ),Mgm(Q)[i]) = Corrrat([P ], [Q]) for i = 0; 0 for i > 0.

Hence the triangulated subcategory DMpr of DM s generated by [P ], P ∈
SmPrV ar could be described as Tr(I) for a certain negative differential
graded I. In particular, we obtain the existence of a conservative weight
complex functor t0 : DMpr → Kb(Corrrat). Moreover, for any realization of
DMpr and any X ∈ ObjDMpr one has the weight spectral sequence T .

The problem is that (to the knowledge of the author) at this moment there
is no way to prove that DMpr contains the motives of all smooth varieties
(though it contains the motives of varieties that admit "smooth projective
stratifications").

Instead we will prove that the weight structure on DMpr could be ex-
tended to a weight structure on a larger category containing all Mgm(X).

Recall that Mgm is a full embedding of DM eff
gm ⊃ DMpr into DM eff

− ,
whereas DM eff

− ⊂ D(Shv(SmCor)) (Mgm is denoted by i in Theorem 2.3.6
of [32]). We denote by D ⊂ D(Shv(SmCor)) the full category of com-
plexes with homotopy invariant hypercohomology. We have a full embedding
DM eff

− → D.
We can extend to D ⊂ D(Shv(SmCor)) the assertion of Proposition

3.2.3 of [32] (i.e. construct a projection D(Shv(SmCor))→ D which is left
adjoint to the embedding) using the fact that

D(Shv(SmCor))(D(Shv(SmCor))t≤0, D(Shv(SmCor))t≥1) = 0.

Here t denotes the usual t-structure of D(Shv(SmCor)) (corresponding to
the homotopy t-structure forDM eff

− ). It follows that all objects ofMgm(DM eff
gm )

are compact. Indeed, it is sufficient to prove this for DM eff
gm ([X]) where

X ∈ SmV ar; Proposition 3.2.3 of [32] implies that D(DM eff
gm ([X],−) is

the corresponding hypercohomology functor which commutes with arbitrary
direct sums.
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Consider S = {X ∈ ObjD : D(Y,X) = {0} ∀Y ∈ ObjDMpr}. Note
that in the definition of S it suffices to consider Y = Mgm(P )[i], P ∈
SmPrV ar, i ∈ Z, since [P ] generate DMpr. Obviously, S is the class
of objects for a certain full triangulated subcategory of D(Shv(SmCor)).
We denote the localization of D by S by DS. By definition of S, the set
H = {[P ], P ∈ SmPrV ar} weakly generates DS. Since objects of DMpr are
compact, S is closed with respect to arbitrary direct sums. It follows that DS

admits arbitrary direct sums. Note that DMpr ⊂ DS by Proposition III.2.10
of [15]; hence we have a full embedding Choweff → D.

By part I2 of Theorem 4.5.2 we obtain that DS supports adjacent weight
and t-structures which we will call Chow ones. By part II of Theorem 4.5.2
we have HtChow = Choweff∗ . Moreover, Hw is the category Choweff⊕ of
arbitrary direct sums of effective Chow motives since Choweff is idempotent
complete.

Note that the definition of wChow is compatible with the definition of the
Chow weight structure on DMpr. In particular, this reasoning extends the
weight complex functor to a functor D → Kw(Choweff⊕ ). This would give a
(possibly, infinite) weight complex for any X ∈ ObjDM eff

gm . Recall that (by
the results of §8.3.2 of [11]) t(X) becomes (homotopy equivalent to) a finite
complex after tensoring the coefficients by Q. This weight complex functor
could be "strengthened" (see part 2 of Remark 6.2.2) since D(Shv(SmCor))
has a differential graded enhancement.

7.4 Coniveau and truncated cohomology

Let k be an arbitrary perfect field, H ∈ ObjDM eff
− . We denote τ≤iH by H ′

(i is fixed, τ is the t-truncation with respect to the homotopy t-structure).
We denote by H ′′ the "complement of H ′ to H" i.e. H ′′ = Cone(H ′ → H).
Note that the cohomology of H ′′ is concentrated in degrees > i. j ∈ Z will
be a fixed integral number up to the end of the section.

Let
M = Uu

du→ Uu−1
du−1→ . . . U1

d1→ U0 ∈ ObjDM eff
gm (29)

be a complex in SmCor; Ul is in degree −l. We demand that for all r, any
(closed) point u ∈ Ur−1 the codimension of the preimage (in the sense of
Remark 6.5.1) codimUrd

−1
r (u) ≥ codimUr−1u − 1; here we define the codi-

mension of a subvariety as the minimum of codimensions of its parts in the
corresponding connected components.

We fix some j ∈ Z, DM eff
− will be denoted by C.

Theorem 7.4.1. I Let (Y 0
l , Y

1
l ) run through open subschemes of Ul such

that: Ul \Yk is everywhere of codimension ≥ j− i− k+ 1− l in Ul (k = 0, 1,
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0 ≤ l ≤ u), the images (in the sense of Remark 6.5.1) dl(Y k
l ) ⊂ dl(Y

k
l−1) for

all k, l. We define the motives Lk = Y k
u → · · · → Y k

1 → Y k
0 for k = 0, 1

using the corresponding restrictions of dl (so if Y 1
l ⊂ Y 0

l for all l then we
have natural morphisms L1 → L0 →M).

Then we have an isomorphism

C(M,H ′′[j]) ∼= Im(lim−→C(L0, H[j])→ lim−→C(L1, H[j])). (30)

Here connections between the cohomology of Lk for different sets (Y k
l ) are

induced by open embeddings of varieties.
II Let Nk = Cone(Lk →M) ∈ ObjDM eff

gm . For any j we have:

C(M,H ′[j]) ∼= Im(lim−→C(N0, H[j])→ lim−→C(N1, H[j])), (31)

the limit is defined as in assertion I.
III 1. The isomorphisms described above are functorial in the obvious

way with respect to "nice" morphisms of complexes of correspondences (fl) :
M ′ → M . Here Ml is a complex of U ′l , (fl) is nice if for any l, for any
(closed) point u ∈ Ul we have codimU ′l

f−1
l (u) ≥ codimUl

u (in the sense of
Remark 6.5.1).

2. Furthermore, suppose that for some (fl) and fixed set of Y 0
l ⊂ Ul

(satisfying the above conditions) we have codimU ′l
f−1
l (Ul \ Y 0

l ) ≥ j − i − l.
Then the morphism f ∗H′′ : H ′′(M)→ H ′′(M ′) (resp. f ∗H′ : H ′(M)→ H ′(M ′))
is compatible with the natural morphism C(L0, H[j]) → C(L1′, H[j])) (resp.
C(N0, H[j])→ C(N1′, H[j]))) via the isomorphism of assertion I (resp. as-
sertion II).

Proof. I Shifting H we easily reduce the statement to the case i = 0.
We claim that C(Nk, H ′′[r]) = 0 for any r ≤ j − k + 1 and any Y k

l .
It easily seen (by "slicing" H[i] into its t-cohomology) that it suffices to

prove a similar statement is valid for H ′′ replaced by any homotopy invariant
S ∈ Shv(SmCor) shifted by v ≤ j − k.

First let all Ul except Ut be empty (and all dl = 0). Then our (last)
assertion could be easily deduced from Lemma 4.36 of [33] (and some co-
homological comparison results of Voevodsky) using the standard coniveau
spectral sequence argument. We write down a (short) proof here. The clas-
sical coniveu spectral sequence could be found, for example, in [12]: for any
U ∈ SmV ar by formula (1.2) ibid. there exists a spectral sequence

Ep,q
1 =

∐
x∈U(p)

Hp+q
x,Zar(U, S) =⇒ Hp+q

Zar (U, S);

86



here U (p) denotes the set of points of U of codimension p, Hp+q
x,Zar(U, S) is

the local Zarisky cohomology group (see §4.6 of [33] and Lemma 1.2.1 of
[12]). Note that this spectral sequence is functorial with respect to open
embeddings. Now, Lemma 4.36 of [33] yields cohomological purity in this
case; in particular, Hp+q

x,Zar(U, S) = 0 for any x ∈ U (p) unless q = 0. It follows
that the map Hv

Zar(Ut, S) → Hv
Zar(Y

k
t , S) is bijective for v < j − k − t and

injective for v = j− k− t. Next, the Zarisky cohomology of S coincides with
its Nisnevich cohomology by Theorem 5.3 of [33], whereas the latter equals
C(−, S[v]) by Proposition 3.2.3 of [32]. Hence the long exact sequence of
relative cohomology of (Y k

t , Yt) yields our (last) claim in this case.
Now let u = 1. We have an exact sequence

{0} = C(Y k
1 → U1, S[v − 1])→ C(Nk, S[v])→ C(Y k

0 → U0, S[v]) = {0}

for k = 0, 1, v ≤ j − k; this yields the claim in this case. The case of u > 1
could be easily obtained from similar exact sequences by induction.

Therefore we have exact sequences

{0} = lim−→C(N0, H ′′[j])→ C(M,H ′′[j])

→ lim−→C(L0, H ′′[j])→ lim−→C(N0, H ′′[j + 1]) = {0}
(32)

and

{0} = lim−→C(N1, H ′′[j])→ C(M,H ′′[j])→ lim−→C(L1, H ′′[j])→ . . . (33)

An argument similar to those above proves that lim−→C(L1, H ′[j + 1]) =
lim−→C(L1, H ′[j]) = lim−→C(L0, H ′[j + 1]) = {0}. Here one should "slice" H ′
into t-pieces and apply the coniveau spectral sequence arguments. To this
end one should recall that the inductive limit of (long) exact sequences is
exact. Besides, the codimension condition (on Ul) implies that for sets of
Y k
l as in the assertion all (single) Y k

l could be "as small as possible". This
means that for any open Y ⊂ Ul such that Ul\Y is everywhere of codimension
≥ j − i − k + 1 − l in Ul (k = 0, 1) could be completed to some set of Y k

l ;
besides, we can intersect such sets (componentwisely).

Now we can argue similarly to the proof of assertion 7 of Theorem 4.4.2;
note that our assertion is an analogue of part 8 of loc.cit.

We proved that the obvious morphism lim−→C(L0, H[j])→ lim−→C(L0, H ′′[j])
is surjective whereas lim−→C(L1, H[j]) ∼= lim−→C(L1, H ′′[j]).

Now we consider the commutative diagram (rows are not exact!):

0 −−−→ lim−→C(L0, H[j]) −−−→ lim−→C(L1, H[j])y yg yh
C(M,H ′′[j])

t−−−→ lim−→C(L0, H ′′[j])
p−−−→ lim−→C(L1, H ′′[j])

(34)
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We have proved that t and h are bijective, g is surjective, and p is injective.
This immediately yields the assertion required.

II Having (32) and (33), we can argue exactly as in the proof of assertion
7 of Theorem 4.4.2 (and dually to the reasoning above).

III1. We describe the functoriality in question for "nice" (fl).
For r = 0 or 1 let Y r

l be fixed for all l. Then we can take Y r
l
′ = U ′l \f−1

l (Ul\
Y r
l ); (fi) induces morphisms L′r → Lr and N ′r → N r. It remains to note

that the proofs of assertions 1 and 2 are compatible with these morphisms.
III2. We check the compatibility desired for H ′′; the statement for H ′

could be proved similarly (and dually in the categorical sense).
We should check the following. Let v ∈ C(M,H ′′[j]) come from some

w ∈ C(L0, H[j]) (for our fixed Y 0
l ) via (30). Denote by (30’) the isomorphism

(30) with M replaced by M ′, Lr replaced by Lr ′. Then f ∗H′′(v) should be
mapped via (30’) to the image of f ∗H(w) in lim−→C(M1′, H[j]). Here f ∗H is the
map C(L0, H[j]) → C(L′, H[j]) induced by (fl), and L′ is the complex of
U ′l \ f−1

l (Ul \ Y 0
l ).

The latter fact follows easily from the commutativity of the diagrams

C(M,H ′′[j]) −−−→ C(L0, H ′′[j]) −−−→ lim−→C(L0, H ′′[j])y y
C(L′, H ′′[j]) −−−→ C(L′, H ′′[j]) −−−→ lim−→C(L′1, H ′′[j])

and
C(L0, H[j]) −−−→ C(L0, H ′′[j])y y
C(L′, H[j]) −−−→ C(L′, H ′′[j])

Remark 7.4.2. 1. The main differences of this result from the usual com-
parison of spectral sequences (as in [27]) is: we calculate the D-terms of the
corresponding exact couple instead of the E-ones; we compute cohomology
of certain motives (instead of varieties as in [9] and [12]).

2. Instead of applying assertion III2 to a single "nice" set of Y 0
l one could

consider a (directed) system of those. This is especially actual if the right
parts of (30) or (31) could be calculated using such a "nice" directed subset
of the set of all possible (Y 0

l ) (which is often the case). In this case part III2
allows to "calculate" f ∗H′′ (resp. f ∗H′) completely.

3. One could generalize (31) in the following way. Let r ≥ i, denote τ≤rH
by G. Then for the corresponding map of cohomology theories H ′ → G we
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have

Im(Gj(M))→ H ′[j](M)) ∼= lim−→ Im(Hj(N0))→ Hj(N r−i+1)). (35)

Here N r−i+1 is defined similarly to N0, N1 in the theorem. This statement
could be easily obtained by calculation of the D-terms of the higher derived
couples for the coniveau spectral sequence; cf. Theorem 4.4.2.

4. Instead of considering limits of cohomology of motives we could have
conisdered the cohomology of the corresponding pro-motives as it was done in
§4 of [13]; this wouldn’t have affected the proof substantially. Unfortunately,
the category of pro-motives is not triangulated (if we define it in the obvious
way).

5. In order to apply the weight structure formalism directly one would
have to define a certain Gersten weight structure on a certain (more compli-
cated) category of pro-motives which is triangulated (see Remark 7.1.1). This
would probably allow (somehow) to get rid off the codimension condition for
dl.

6. As was noted in (part 6 of) Remark 4.4.3, all these statements could
be vastly generalized.

7.5 Expressing torsion motivic cohomology (with com-
pact support) in terms of étale one

For fixed n > 0, (l, p) = 1, r ≥ 0 we denote byHet
ln(r) ∈ ObjD−(Shv(SmCor))

some étale resolution of µ⊗rln by injective étale sheaves with transfers. This
object does not depend on the choice of resolution by obvious reasons (it is
the total derived image of µ⊗rln with respect to the corresponding change of
topologies functor). Het

ln(r) is homotopy invariant, so we can substitute it for
H in the statements above (since for any fixed M it suffices to consider some
homotopy t-truncation of Het

ln(r), whereas the latter belong to ObjDM eff
− ).

Proposition 7.5.1 (The Beilinson-Lichtenbaum Conjecture). The (well-
known) cycle class map Z/lnZ(r)→ Het

ln(r) identifies the former object with
τ≤rHet

ln(r).

We recall that this statement is equivalent to the Bloch-Kato Conjecture
(see [29] and [14]). The latter is known for l = 2 (see [35]); so reader may
assume that the next result is stated for l = 2. For odd l it was was recently
announced (by Rost and Voevodsky, and (independently) by Weibel) that the
missing details for the famous Voevodsky’s plan of the proof of the conjecture
are completed.
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For a motif X we denote DM eff
− (X,Z/lnZ(s)[i]) by H i(X,Z/lnZ(s));

H i
et(X,Z/lnZ(s)) = D−(Shv(SmCor))(X,Het

ln(s)[i]).
Now, Theorem 7.4.1 easily yields the following statement (in the notation

of loc.cit.).

Corollary 7.5.2. 1. For M as in (29), we have

Hj(M,Z/lnZ(s)) ∼= Im(lim−→Hj
et(N

0,Z/lnZ(s))→ lim−→Hj
et(N

1,Z/lnZ(s))).
(36)

The corresponding functor H ′′s could be calculated as follows:

H ′′s
j(M) ∼= Im(lim−→Hj

et(L
0,Z/lnZ(s))→ lim−→Hj

et(L
1,Z/lnZ(s))).

These isomorphisms satisfy those functoriality properties that were de-
scribed in part III of Theorem 7.4.1.

2. Let Yh, 1 ≤ h ≤ u, u > 0, be smooth of the same dimension; let
Y = ∪Yh be a normal crossing scheme i.e. all intersections (in some large
basic scheme) are normal and smooth. Consider the motif M corresponding
to the complex (Ul); here Ul = t(ij)Yi1 ∩Yi2 ∩ · · ·∩Yil+1

for all 1 ≤ i1 ≤ · · · ≤
ir+1 ≤ u, dl is the alternated sum of l + 1 natural maps Ul → Ul−1.

Let (Y 0, Y 1) run through open subschemes of Y such that Y \ Yr is (ev-
erywhere) of codimension ≥ j − r − s+ 1 in Y (r = 0, 1). Then we have

H ′′s
j(M) ∼= Im(lim−→Hj

et(Y
0,Z/lnZ(s))→ lim−→Hj

et(Y
1,Z/lnZ(s))). (37)

For N r = Mgm(Y r → Y ) (Y is in degree 0) we have

Hj(M,Z/lnZ(s)) ∼= Im(lim−→Hj
et(N

0,Z/lnZ(s))→ lim−→(Hj
et(N

1,Z/lnZ(s))).
(38)

3. Let Y ′ = ∪Y ′i , M ′ is defined similarly to M , let f : Y ′ → Y be a
morphism of schemes, suppose that for any (closed) point u ∈ Y we have
codimY ′f

−1(u) ≥ codimY u − 1. Then the morphisms f ∗H′s and f ∗H′′s could be
computed by the way described in part III2 of Theorem 7.4.1 (see also its
proof and part 2 of Remark 7.4.2).

4. Let U ∈ SmV ar equal P \Y = ∪Yi, 1 ≤ i ≤ m, where P ∈ SmPrV ar,
Y is a smooth normal crossing divisor. Then for any cohomological functor
G defined on DM eff

− we have a long exact sequence

. . . Gj(M c
gm(U))→ Gj(X)→ Gj(M)→ . . . (39)

Proof. 1. This is immediate from part 2 of Theorem 7.4.1 applied for H =
Het
ln(s), i = s.

90



2. We should prove that the formulas (37) and (38) compute the limits
described in parts 1,2 of Theorem 7.4.1.

First, we note that if Y r (r = 0, 1) satisfies the condition of the assertion
then the set

Y r
l = t(ij)Y

r ∩ Yi1 ∩ Yi2 ∩ · · · ∩ Yil+1
(40)

satisfies the conditions of part 1 of Theorem 7.4.1. Next, using proper descent
we easily obtain that the étale cohomology of Y r is isomorphic to those of
Lr = (Y r

l ). It suffices to note that any set of Y r
l as in part 1 of Theorem

7.4.1 could be shrunk to a one coming from some Y r as in (40).
3. It suffices to note that the functoriality provided by part III2 of The-

orem 7.4.1 is compatible with those of the formulas (37) and (38).
4. By definition, Hj

c (U,Z/lnZ(s)) = Hj(M c
gm(U),Z/lnZ(s)). Hence it

suffices to recall that M c
gm(U) ∼= Cone(M → Mgm(X)). The latter fact in

the characteristic 0 case is Proposition 6.5.1 of [11]. In the characteristic p
case one could deduce the statement from the results of [13] (and the Poincare
duality properties).

Remark 7.5.3. 1. Note that for G = H ′ or G = H ′′ one could compute the
map G∗(M)→ G∗(Y ) in (39) using part 3 of the Corollary.

Besides, one could write down the formula for the (motivic and H ′′-)
cohomology of M c

gm(U) by substituting the "complex" Y → X for M into
part 1 of the Corollary; here one should ignore the fact that Y could be
singular.

2. Let K contain a primitive ln-th root of unity. Then using it one
can identify all Het

ln(r), and so obtain certain maps H i(−,Z/lnZ(s)) →
H i+j(−,Z/lnZ(s + j)) (induced by the multiplication on the corresponding
motivic Bott elements, as in [21]). Then (35) allows to calculate the image
of these maps.

One could prove natural analogues of part 2 of the Corollary and part 1
of this Remark.

3. It seems very interesting to replace étale cohomology in the right part
of (38) by singular cohomology (in the case char k = 0). One could easily
deduce from Corollary 7.4 of [9] that in the case u = 0, j = 2s, the formula
would calculate the group of algebraic cycles in U0 of codimension s modulo
algebraic equivalence. So it seems that homotopy t-structure truncations of
singular cohomology should be related to a certain (non-existent yet) "theory
of mixed motives up to algebraic equivalence"; see the end of [37]. The author
plans to study this subject in a forthcoming paper.

4. Certainly, the cohomology of M is a very natural candidate for the
cohomology of Y ; note that ∪Yj → Y is a cdh-covering (see [34]). Yet
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this does not automatically imply the isomorphism of cohomologies for all
"reasonable" cohomology theories.

5. Recall that if k admits resolution of singularities any smooth quasi-
projective U could be presented as X \ ∪Yi.

8 Supplements
In §8.1 we show that a weight structure w on C which induces a weight
structure on a triangulated D ⊂ C yields also a weight structures on the
localization C/D.

In §8.2 we show that functors represented by compositions of t-truncations
with respect to (possibly) distinct t-structures could be expressed in terms
of the corresponding adjacent weight structures; the formulas are similar to
those of Theorem 4.4.2 (and are deduced from it). We also extend this result
to the case of several triangulated categories connected by exact functors.

In §8.3 we prove (using an argument due to A. Beilinson) that any f -
category enhancement of C yields a lift of t to a "strong" weight complex
functor C → K(Hw); cf. Remark 3.3.4.

In §8.4 we discuss other possible sources of conservative "weight complex-
like" functors and related spectral sequences.

8.1 Weight structures in localizations

We call a category a localization of an additive category A by its full additive
subcategory B (we denote it by A

B
) if Obj

(
A
B

)
= ObjA and (A

B
)(X, Y ) =

A(X, Y )/(
∑

Z∈ObjB A(Z, Y ) ◦ A(X,Z)).

Proposition 8.1.1. 1. Let D ⊂ C be a strict triangulated subcategory of C;
suppose that w induces a t-structure on D i.e. ObjD ∩ Cw≤0 and ObjD ∩
Cw≤0 give a weight structure for D. We denote the heart of the latter weight
structure by HD.

Then w induces a weight structure on C/D (the localization of C with
respect to D). This means that the Karoubi-closures of Cw≤0 and Cw≤0 (in
C/D) give a weight structure for C/D (note that ObjC = ObjC/D).

2. H(C/D) is the Karoubi-closure of Hw
HD

in C/D.
3. If C,w is bounded (above, below, or both), then C/D also is.

Proof. 1. It clearly suffices to prove that for any X ∈ (C/D)w≥0 and Y ∈
(C/D)w≤−1 we have (C/D)(X, Y ) = {0}; all other axioms of Definition 1.1.1
are fulfilled automatically since C/D is a localization of C.
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Recall now (see Lemma III.2.8 of [15]) that any morphism in (C/D)(X, Y )
can be presented as fs−1 where f ∈ C(T, Y ) for some T ∈ ObjC, s ∈
C(T,X), Cone(s) = Z ∈ ObjD.

By our assertion, there exists a choice of Zw≥0 that belongs to ObjD.
Since C(X,w≤−1(Z)) = {0} we can factorize the morphism X → Z (induced
by s) through Zw≥0.

Hence (applying the octahedron axiom) we obtain that there exist T ′ ∈
ObjC, a morphism d : T ′ → T , such that Cone d = w≤−1(Z) ∈ ObjD,
whereas a cone of the composite morphism s′ : T ′ → X equals Zw≥0. It
follows that fs−1 = (fd)s′−1 in C/D. Now note that T ′ ∈ Cw≥0 by part 3 of
Proposition 1.3.1). Hence C(T, Y ) = {0}, which yields fd = 0.

2. By construction, Cw=0 ⊂ (C/D)w=0.
Now we prove that any object of H(C/D) is a retract of an object of Hw

(in C/D).
Let Z ∈ C/Dw=0 ⊂ ObjC. We consider a weight decomposition w≥1(Z)→

Z → w≤0(Z) of Z in C. In C/D we have w≥1(Z) ∈ C/Dw≥1, hence
C/D(w≥1(Z), Z) = {0}. Therefore Z in C/D is a retract of Zw≤0. More-
over, Zw≥1 ∈ C/Dw=0 since it is a retract of Zw≤0 ∈ C/Dw≤0; therefore
Zw≤0 ∈ C/Dw=0. Now applying the dual argument to Zw≤0 (see Remark
1.1.2), we obtain that Z in C/D is a retract of some Z0 ∈ ObjCw=0.

To conclude the proof it suffice to check that the natural functor i :
Hw/HD → H(C/D) is a full embedding. We consider the composition
C

t→ Kw(Hw) → Kw(Hw/HD). Obviously, it maps all objects of D to 0.
Hence i is injective on morphisms.

It remains to prove that any morphism g : X → Y in C/D comes from
C(X, Y ). Applying the same argument as in the proof of assertion 1 we obtain
that g could be presented as fs−1 where f ∈ C(T, Y ) for some T ∈ ObjC,
s ∈ C(T,X), Cone s = Z ∈ Dw≥0. Then C(X, Y ) surjects onto C(T, Y ).
Now the "calculus of fractions" yields the result.

3. Since ObjC/D = ObjC, we obtain the claim.

Corollary 8.1.2. Let E ⊂ Hw be an additive subcategory. If X belongs to
the Karoubi-closure Obj〈E〉 then t(X) is a retract of some object of Kb

w(E)
(here we mean that Kb

w(E) ⊂ Kw(HC)).
If (C,w) is bounded then the converse implication also holds.

Proof. We can assume thatX ∈ Obj〈E〉. ThenX could be obtained from ob-
jects of E by repetitive consideration of cones of morphisms. Since t(ObjE) ⊂
ObjKw(E) and t is a weakly exact functor in the sense of Definition 3.1.6 we
obtain that t(X) ∈ ObjKb

w(E).
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Conversely, let t(X) be a retract of Y ∈ ObjKb
w(E) ⊂ ObjKb

w(Hw). By
Proposition 8.1.1 we obtain that C/〈E〉 possesses a bounded weight structure
whose heart contains Hw

E
as a full subcategory. Hence, by part V of Theorem

3.3.1 we obtain that tC/〈E〉 is conservative. Y ∈ ObjKb
w(E) gives tC/〈E〉(Y ) =

0, hence X and Y belong to the Karoubi-closure of 〈E〉.

Remark 8.1.3. 1. Note that (in general) one cannot be sure in general that
the "factor weight structure" on C/D is non-degenerate.

2. Corollary 8.1.2 is parallel to part 3 of Proposition 8.2.1 of [11]. In
particular, it could be used to prove that a motif of a smooth variety is mixed
Tate whenever its weight complex (defined in [16]) is (that is Corollary 8.2.2
of [11]).

3. Adding certain additional restrictions, one could also formulate a cri-
terion for t(X) to belong to the Karoubi-closure of ObjKw(E) (instead of
ObjKb

w(E)).

8.2 Composing t- and weight truncations

Now suppose that C is endowed with some weight structures wi, 1 ≤ i ≤ m,
such that there exist right adjacent t-structures ti.

Then applying parts 7, 8 of Theorem 4.4.2 one can easily and naturally
express the functors represented by all possible compositions of ti-truncations
as certain images (as in loc.cit).

For example, applying part 7 of loc.cit. twice we obtain

C(X, τ1,≤i(τ2,≤jY )) ∼= Im(C(w1,≤i(w2,≤jX), Y )→ C(w1,≤i+1(w2,≤j+1X, Y ));
(41)

for all i, j ∈ Z; this isomorphism is functorial in both X and Y . Here (and in
the proof of more complicated formulas) we recall that morphisms of objects
can be (non-uniquely) extended to morphisms of their weight decompositions.
In these formulas one can also shift t-truncations by [l], l ∈ Z, and compose
truncations from different sides.

Now we somewhat extend these result. Note that a duality as in part 5 of
Remark 4.4.3 could be given by Φ(X, Y ) = C(X,F (Y )), where F : D → C
is an exact functor; in this case A = Ab. The case of adjacent structures
then corresponds to F = idC .

So, suppose that C, D, and E are triangulated categories, let F : D → C,
G : E → D be exact functors; let W1, w2 be weight structures for C, t1 be
a t-structure for D and t2 be a t-structure for E, suppose that they satisfy
the orthogonality conditions: C(Cw1≤0), F (Dt1≥1)) = C(Cw1≥1, F (Dt1≤0)) =
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C(Cw2≤0, F ◦G(Et2≥1)) = E(G◦F (Cw2≥1), Et2≤0) = 0. Then one can express
C(X,F (τ1,≤iG(τ2,≤jY )) for Y ∈ ObjE as a certain image similar to (41).

Certainly, one can also consider compositions of more than two exact
functors.

8.3 A strong weight complex functor for triangulated
categories that admit an f-triangulated enhance-
ment

Now we check that the strong weight complex functor t exists if there exists
an f -category enhancement of our category (we will define this notion very
soon); see part 3 of Remark 3.3.4. The argument below was kindly communi-
cated to the author by prof. A. Beilinson. To make our notation compatible
with those of [7] we will denote our basic triangulated category (which is
usually C) by D. As usual, D is endowed with a weight structure w.

The plan of the construction is the following one. Suppose that there
exists an f -category DF over D. In particular, this yields the existence of
the "forgetting of filtration" functor ω : DF → D. We describe a class of
objects DF s ⊂ ObjDF such that:

(i) any object of X ∈ ObjD could be "lifted" to an element of X∗ ∈ DF s;
(ii) For every M,N ∈ DF s the map DF (N,M) → D(ω(N), ω(M)) is

surjective;
(iii) There exists a functor e : DF → Cb(D) such that e(DF s ⊂ Obj(Cb(Hw))

and for anyM,N ∈ DF s the functor emaps KerDF (N,M)→ D(ω(N), ω(M))
to morphisms that are homotopic to 0.

We will denote the induced functor DF → Kb(D) by e′.
Then X → e(X∗) yields an additive functor T : D → K where K is a

certain triangulated category isomorphic to Kb(Hw). Indeed, by (ii) any two
choices of X ′ are connected by (possibly, non-unique) morphisms. By (iii)
these morphisms become canonical isomorphisms after the application of e′.
Hence it suffices to take K being the category obtained from Kb(Hw) by
factorizing by these isomorphisms. Indeed, this family respects direct sums
since ω and e do.

Now we recall the relevant definitions of the Appendix of [7].

Definition 8.3.1. I A triangulated category DF will be called a filtered
triangulated one if it is endowed with strict triangulated subcategories DF (≤
0) and DF (≥ 0); an exact autoequivalence s : DF → DF ; and a morphism
of functors α : idDF → s, such that the following axioms hold (for DF (≤
n) = sn(DF (≤ 0)) and DF (≥ n) = sn(DF (≥ 0))).
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(i) DF (≥ 1) ⊂ DF (≥ 0); DF (≤ 1) ⊃ DF (≤ 0); ∪n∈ZDF (≥ n) =
∪n∈ZDF (≤ n) = DF .

(ii) For any X ∈ ObjDF we have αX = s(αs−1X).
(iii) For anyX ∈ ObjDF (≥ 1) and Y ∈ ObjDF (≤ 0) we haveDF (X, Y ) =

{0}; whereas α induces an isomorphism DF (Y, s−1X) ∼= DF (sY,X) →
DF (Y,X).

(iv) Any X ∈ ObjDF could be completed to a distinguished triangle
A→ X → B with A ∈ ObjDF (≥ 1) and B ∈ ObjDF (≤ 0).

II DF is called an f-category over D if D ⊂ DF ; ObjD = ObjDF (≤
0) ∩ObjDF (≥ 0).

III We will denote by ω (see Proposition A3 of [7]) the only exact functor
DF → D such that:

(i) Its restrictions are right adjoint to the inclusion D → DF (≤ 0) and
left adjoint to the inclusion D → DF (≥ 0) respectively.

(ii) ω(αX) is an isomorphism.
(iii) DF (X, Y ) = D(ωX, ωY ) for any X ∈ ObjDF (≤ 0), Y ∈ ObjDF (≥

0).

A simple example of this axiomatics is described in Example A2 loc. cit.
By Proposition A3 loc. cit. there also exist exact functors σ≥n : DF →

DF (≥ n), and σ≤n : DF → DF (≤ n) that are respectively right and left
adjoint to the corresponding inclusions. We denote gr[a,b]

F := σ≤bσ≥a, graF =

gr
[a,a]
F . Note that there exist canonical and functorial (in X) morphisms

d : σ≤0X → σ≥1X[1] that could be completed to a distinguished triangle in
I(iv) of Definition 8.3.1.

Now we define e. For M ∈ ObjDF the complex e(M) has components
equal to s−agraFM [a] (this lies in ObjD ⊂ ObjDF ), the differential will be
equal to s−a−1(s(d′) ◦ αgra

F
)[a]; here d′ is the boundary map of the canonical

triangle gra+1
F → gr

[a,a+1]
F → graF

d′→ gra+1
F [1]. M is a complex indeed by the

axiom I(ii). We have e(s(X)) ∼= e(X).
Now for a weight structure w on D we define DBs = e−1(Cb(Hw)) i.e.

we demand graF (X) ∈ saDw=a.
We will use the following statement.

Lemma 8.3.2. For everyM,N ∈ DF s the map α∗DF (N,M)→ DF (N, s(M))
is surjective; all DF (N, sa(M))→ DF (N, sa+1(M)) for a > 0 are bijective.

Proof. Set P = Cone(αM : M → s(M)). By the long exact sequence for
DF (N,−), it suffices to show that DF (N, sa(P )[b]) = {0} for a + b ≥ 0.
Since saM [−a] ∈ DF s, it suffices to show that DF (N,P [b]) = {0} for b ≥ 0.
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By devissage, we can assume that graFM and grbFN vanish for a 6= m,
b 6= n, m,n ∈ Z. In other words, M = sm(K)[−m], N = sn(L)[−n] for some
K,L ∈ Cw=0 ⊂ ObjD ⊂ ObjDF .

One has DF (N,P [b]) = D(L[−n], ω(σ≥nP )[b]). To see that this group
vanishes, consider 3 cases.

(a) Suppose that n > m+ 1. Then σ≥nP = 0.
(b) Suppose n ≤ m. Then σ≥nP = P , so ω(σ≥nP ) = ω(P ) = 0.
(c) Suppose n = m + 1. Then σ≥nP = s(M), so ω(σ≥nP ) = K[−m] and

D(N,P [b]) = D(L[−n], K[−m + b]) = D(L,K[b + 1]) = {0} since w is a
weight structure.

Now (ii) follows from Lemma 8.3.2 immediately since for any X, Y ∈
ObjDF we have DF (X, s(Y )) ∼= D(ω(X), ω(snY )) ∼= D(ω(X), ω(Y )) for n
large enough by parts III(ii), III(ii) of Definition 8.3.1.

(ii) easily yields (i). Indeed, we can prove the statement for X ∈ D[i,j] by
the induction on j − i. We have obvious inclusions Dw=i → DF s (that split
ω).

To make the inductive step it suffices to consider X ∈ D[0,m] for m > 0.
Then Xw≤0 and X≥1 could be lifted to DF s by the inductive assumption.
The map Xw≤0 → X≥1 lifts to DF s by Lemma 8.3.2; its cone will belong to
DF s and so will be a lift of X.

Now we verify (iii). By Lemma 8.3.2, for M,N ∈ DF s we have

KerDF (N,M)→ D(ω(N), ω(M)) = Ker(α∗DF (N,M)→ DF (N, s(M))).

Since ω(M) → ω(s(M)) is an isomorphism, we obtain (iii). Hence T is a
well-defined functor.

Now we note that T is an "enhancement" of our "weak weight complex
functor" t. Indeed, T and t coincide on Hw; both of them respect weight
decompositions of objects and morphisms in a compatible way.

Lastly we check that T is an exact functor. As in the proof of part I
of Theorem 3.3.1, it suffices to lift any distinguished triangle C→X→X ′ so
that the sequence e(C∗) → e(X∗) → e(X ′∗) splits termwisely (in Cb(Hw)).
Indeed, this would yield that any distinguished triangle is mapped by T to
a triangle Tr any of whose two sides are two sides of a of a distinguished
triangle in Kb(Hw); hence Tr is distinguished in Kb(Hw).

Now, to find such lifting it suffices to choose the weight decompositions
of X and X ′ arbitrarily; choose a weight decomposition of C as in the proof
of part I of Theorem 3.3.1; and lift to DBs the map t(C) → t(X) as in the
proof of (i). Then the map a∗ : C∗ → X∗ will become split surjective after
the application of each graF ; hence we can choose Cone a∗ ∈ DF s as a lift for
X ′. This yields the lift desired.
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Hence T is a strong weight complex functor for D,w. This argument is
a certain weight structure counterpart of Proposition A5 of [7].

It also seems possible that an f -category enhancement of D would allow
to define certain higher truncation functors; see remark 6.3.1.

8.4 Possible variations of the weight complex functor

Now we try to answer the question: could the main results of this paper
be generalized to a more general setting. We cannot prove any if and only
if conditions; however we try to clarify the picture. Since we include this
subsection only to explain our choice of definitions, it is rather sketchy.

First we study the question where do exact conservative functors come
from.

Suppose that f : C → C ′ is an exact functor (here C,C ′ are triangulated
categories). We denote by Ker f the set of morphisms that are mapped to
0 by f∗. Ker f satisfies a certain set of obvious properties; hence it could be
called a triangulated ideal of MorC.

It is easily seen that if f is conservative if and only if idX 6∈ Ker f for any
X ∈ ObjC. Note that in this case Ker f could be called a radical ideal since
for any X ∈ ObjC, s ∈ C(X,X) ∩Ker f , idX + s will be an automorphism.

Now we study an inverse problem: which triangulated ideals can cor-
respond to conservative exact functors. Unfortunately, it seems that there
does not exist a nice way to kill morphisms in an arbitrary I unless C has
a differential graded enhancement. So we suppose that C = Tr+(D) for a
dg-category D; a triangulated ideal I ⊂ MorC comes from a differential
graded nilpotent (or formally nilpotent in an appropriate sense) ideal I ′ of
Pre-Tr+D. Then one can form a category C ′ = Tr+(D/I ′); using a cer-
tain spectral sequence argument for representable functors X∗ for X ∈ ObjC
similar to those described below (for realizations) one can verify that the
natural differential graded functor C → C ′ is conservative. However one
cannot hope for a spectral sequence for a realization H unless H(I) belongs
to some nice radical ideal (probably more conditions are needed). Note that
this is obviously the case for representable functors.

We describe one of the cases when it makes sense to construct such a
theory (and which does not come from a weight structure). Let C,D be
pro-p-categories (i.e. the set of morphisms is an abelian profinite p-group
for any pair of objects), C = Tr+D, and I ′ = pMor(C). Let H = Tr+(E)
for a dg-functor E : D → B(pro − p − Ab), where B(pro − p − Ab) is
the ’big’ category of complexes of abelian profinite p-groups (see subsection
6.4). Then the complex that computes H(X) for X ∈ ObjC has a natural
filtration by subcomplexes given by piE. These subcomplexes correspond to
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the functors Tr+(piE) and the factors of the filtration are quasi-isomorphic to
those calculating the functors Fi = Tr+(piE/pi+1E). It remains to note that
Fi can be factorized through the natural functor C → Tr+(D/p). Hence in
this case the spectral sequence of a filtered complex has properties similar to
those of the spectral sequence S in 6.4; Fi are similar to truncated realizations
(see §6.4 and §7.3 of [11]).
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