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Introduction

The purpose of this article 1s to prove an explicit

invariant trace formula. In the preceeding paper [1 (j) ], we

studied two families of invariant distributions. Now we

shall exhibit these distributions as terms on the two sides

of the invariant trace formula. We refer the reader to the

introduction of [1 (j)], which contains a general' discussion

of the problem. In this introduction, we shall describe the

formula in more detail.

Let G be a connected reductive algebraic group over a number

field F, and let f be a function in the Hecke algebra

on ·G( A) • We already have a "coarse" invariant trace

formula

( 1 ) L I (f)o
oEO

_. L I (f) ,
X

XEX

which was established in an earlier paper [1 (c)]. This will

be our starting point here. The terms on each side of (1)

are invariant distributions, but as they stand, they are not

explicit enough to be very useful. After. recalling the formula

(1) in § 2, we shall study the two sides separately in § 3

and § 4. These two paragraphs are the heart cf the paper.

Building on earlier investigation~ of noninvariant distributions

([1 (e)], [1 (g)]), we shall establish finer expansions for each

side of (1). The resulting identity
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= I L 1~ J IW~ 1-1 f a
M

( 1T ) IM ( 1T , f ) d 1T

t~O M IT(M,t)

will be our explicit trace formula. The terms IM (y , f) , and

I
M

(1T,f) in (2) are essentially the invariant distributions studied in

[1(j)]. The functions M and M depend only ona (S,y) a (1T)

a Levi subgroup M , and are global in nature. They are strongly

dependent on the diserete subgroup M(F) of "M( A) . We refer

the reader to paragraphs 3 and 4 for more detailed description

of these objects, as weIl as the sets (M(F»M,S and IT(M,t)

The paper [1 (e)] relied on certain hypotheses in loeal

harmonie analysis. Same of these have since been resolved by

the\\trace Paley-Wiener theorems. Others concern the density

of characters in spaces of invariant distributions, and are

not yet known is general. In fact, to even define the invar2ant

distributions IM(y,f) and I M(1T,X,f) , we had to introduce

an induction hypothesis in [1 (j)]. This hypethesis remained in

force throughout [1 (j)], and will be carried inte this paper. We

shall finally settle the matter in § 5. We shall show that the

invariant distri~utions in the trace formu1a are all supported on

characters. Using [1 (j), Theorem 6.1] we shall first establish

in Lemma 5.2 that the distributions on the right hand aide of

(2) have the required property. We shall then use the formula

(2) itself to deduce the same property of the distributions

on the 1eft (Theorem 5.1). This is a generalization of an
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argument introduced by'Kazhdan in his Maryland lectures.

(See [8], [1 0] .) Theorem 6. 1 (in [1 (j) ]) and Theorem 5. 1

(here) are actually simple versions of a technique that can

be applied more generally. They provide a good introduction

to the more complicated versions used for base change [2,

§ II.10, § 11.17].

It is not known whether the right hand side of (2)

converges as a double integral over t and n • This is

basically because one does not know whether f has a trace

on the discrete spectrurn. It is a difficulty which originates

with the Archimedean valuations of F. On the other hand, same

result of this nature will definitely be required for many

of the applications of the trace formula. In § 6 we shall

prove a weak estimate (Corollary 6.5) for the rate of

convergence of the sum over t . It will be stated in terms

of inültipliers for the Archimedean part

Tl G(F )v
v€S .

00

of G( A) .,One would then hope that by varying the multipliers,

one could isolate the terms with a given Archimedean infinite-

simal character. For base change, this' is in fact what happens.

One can use the estimate to eliminate the problems caused by

the Archimedean primes [2, § 11.15].

It is useful to have simple versions of the trace formula

for functions
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that are suitably restricted. Since the terms in (2) are all

invaria~t distributions, we will be able to impose conditions

on f strictly in terms of its orbital integrals. If at one

place v, the semisimple orbital integrals of f v are

supported on the elliptic set, then all the terms with

M * G on the right hand side of (2) vanish. If the same

thingis true at two places, the terms with M * G on the

left hand side also vanish. These two assertions comprise

Theorem 7.1. They are simple consequences of the descent and

splitting formulas in [1 (j), § 8-9]. We shall also see

that in certain cases the rernaining terms take a particularly

simple form (Corollaries 7.3, 7.4, 7.5).

As with the preceeding paper [1 (j)], we shall conclude

(§ 8) by discussing the example of GL(n) . Graups related to

GL(n) by inner twisting or cyclic base change are the simplest

examples of general rank for which one can attempt a comparison

of trace formulas. However, one' must first establish some

properties of the trace formula of GL(n) itself. By imposing

less stringent conditions than those of § 7, we shall establish

more delicate vanishing properties. The resulting formula for

GL(n) is then what should be compared with the twisted trace

formula over a cyclic extension.
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§ 1. Assumptions on G

Let G be a connected component of a reductive

algebraic group over a number field F . We assume that

G(F) * ~ . As in previous papers, we shall write G+ for

the group generated by G, and GO for the connected

component of 1 in G+ The component G/F will remain

fixed throughout the paper except in § 5.

We shall fix a minimal Levi subgroup MO of GO over F .

This was the point of view in the paper [1 (g)], and we

shall freely adopt the notation at the beginning of

[1 (g)]. In particular, we have the maximal F-split torus

AO = A of GO and the real vector space a O = aM .
MO °

On aO ' we fix.a Euclidean norm which is invariant under

the restricted Weyl group Wo of °G . We also have the

(finite) collection L = LG of Levi subsets M c G for

which MO contains MO ' and the (finite) collection

F = FG of parabolic subsets P c G such that pa contains

MO . These collections can of course.also be defined with

GO in place of G in which shall write LO GO
case we = L

and FO GO
Observe that 0 1s fram L= F • M --> M a map

into LO which is neither surjective nor injective. Finally,

we have the maximal compact subgroup

K = I
v

Kv
= -,-I(K+ n GO ( IF )

v vv
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KG = K+ n G(F )
v v v

and

In [1 (g)] , we studied the geometrie side of the

(noninvariant) traee formula as a distribution on

00 1
Ce(G( A) ) . However, to deal with the other side of the

traee formula, and to exploit the present knowledge of

invariant harmonie analysis, we need to work with K-finite

functions. This was the point of view of [1 (i)] and

[1 (j)] . We shall also make use of the notation" fro~ § 1

of these two papers, often without eomment. In § 11 of

[1(i)] we defined the Heeke spaees H(G(F
S

» and

H (G(F S » , where S is any finite set of valuations ofac

F with the elosure property. Recall that H (G(FS »
ac

eonsists of the Heeke funetions f on G(FS ) of "almost
co

eompact ll support, in the sense that for any b e:.ce(aG,S) ,

the function

belongs to. H~G(FS» . Let

valuations of F at whieh

S be the finite set ofram.

G is ramified. (By agreement,

Sram eontains Sco' the set of Archimedean valuations

of F.) Suppose that S contains S • We can multiplyram

any function on G(FS) with the characteristic function
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- GI I K , thereby identifying it with a funetion onv
vts

G( A) . This allows us to define the adelie Hecke spaees

and

H(G ( A)) = lim-->
S

H (G ( A.)) =ae 1im-->S
H (G(F

S
)) •ac

Similar1y, we ean define the Heeke space

1im-->
S

on G( A) 1 • The terms in the trace formula are aetually

distributions on H(G( A) 1) • However, the restrietion

1map f --> f sends H (G ( A))ac to H (G ( A) 1) , and

we shall usua11y regard the terms as distributions on

H(G( A)) or H (G( A)) that factor through this map.ac

In § 11 of [1 (i)] we also defined function spaces

and 1 (G (F
S

) )ac on

Let TI (G ( A)) (respective1y IIuni t (G ( A)) , IItemp (G ( A)))

denote the set of equivalence c1asses of irreducible

admissib1e (respectively unitary, tempered) representations
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of G+ (A) whose restrietions to GO (A) remain. irreducib1e.

Observe that the discrete group

.....
=....1\ 1im

-->
S

- = 1im
S -S->

acts free1y on each of these sets. We shall write

{IT(G( A))} , {ITunit(G( A))} , and {ITtemp(G( A))} for the

sets of orbits. They correspond to the sets of represen

tations of G~( A~ obtained by restrietion. Suppose that

S contains Sram Then aG,s = a G · We can identify any

function ~ on ITtemp(G(Fs))xaG with the function on

ITtemp(G( A))~aG whose value at

(11' , X) ,

equa1s

4>( @
vES

1T ,
V

X) 1 I tr (I G 1T (k ) dk ) •
v~S K v v v

v

With this convention, we then define

and

I (G ( JA)) =ac 1im I (G (F
S

) )
--> ac

S
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Keep in mind that any of our definitions ean be transferred

from G to a Levi eomponent M E L • In partieular, we have

spaces I(M( A)) and Iae(M( A)) . ~t. is easy to see that

the maps f ---> f M and f ---> $M(f) , deseribed in

[1 (i)] and [1 (j)] , extend to continuous maps from

Hac(G( A)) to l ac (M( A)) ·

We are going to use the loeal theory of [1 (j)] to study

the traceformula. Beeause the Arehimedean twisted traee

Paley-Wiener theorem has not yet been established in general,

the results of [1 (j)] apply only if G equals GO , or if G

is an inner twist of a component

\

*G *= (GL(n)x ..... xGL(n»~ e
J

We shall therefore assume that G is of this form. However,

we shall write the paper as if it applied to a general

noneonneeted group. With the exeeption of a Galois cohomology

argument in the proof of Theorem 5.1, and apart of the

appendix which relies on the Archimedean trace Paley-Wiener

theorem, the arguments of this paper all apply in general.

Suppose that M E Land that S is a finite set of

valuations of F with the elosure property. In [1 (j)] we

defined invariant distributions
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and

with f E Hac(G(Fs » • (Recall that LO(M) denotes the

set of Levi subsets L of G with M c L ~ G .) These

definitions were contingent on an induction hypothesis

which we must carry into this paper. Ne assume that for

any S, and for any elements M E L and L E LO(M) ,

the distributions

on H(L(FS » are all supported on!characters. (A distribution

attached to G is supported on characters, we recall, if

it vanishes on every function f such that f G = 0 .) Then

the distributions IM(y) , and, thanks to Theorem 6.1 of

[1 (j)] , also the distributions' IM(TI,X) , are weIl defined.

In Corollary 5.3 we shall cornplete the induction argument

by showing that the condition holds when L is replaced

by G.

The distributions IM(y) and IM(TI,X) have rnany parallel

properties. However, there is one essential difference between

the two. If TI E TI (M ( A) ) and X E aM ' i t is easy to see

that IM(TI,X) can be defined as a distribution on H(G( A»
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If G( A) is replaced by G ( A) 1 , we can

define the sets IT(G( A) 1) , II 0t(G( ]A)1 ) and
un~ -
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er even H (G( A).) • This is a censequence of the originalac

definition of JM(~'X) in terms of norrnalized intertwining

operators, and in particular, the property (Ra) of

[1 (i), Theorem 2.1] • On the other hand, if y belongs to

M( A), there seems ,to be ne simple way to define IM(y) as

a distribution on H(G ( A) ). This circumstance is responsible

for a eertain lack of symmetry in the trace formula. The

terms on the geometrie side depend on a suitably large

finite set S of valuations, while the terms on the spectral

obviously

JI
t

(G ( A) 1 )
emp

as above. The terms on the spectral side of the trace forrnula

will depend on elements M E Land. representations

n E TI 'tiMe A) 1) • We shall generally identify a represen
un~

tation n E 11 0t(M( A) 1) with the corresponding orbit
un~

of TI "t(M( A)) . With this convention, let us
un~

agree to write

JM( n,f) = J (~ 0 f)M "1.1" ,

and

fEH (G ( A)) ,
ac
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for the values of the distributions at X = 0 . The two

terms on the right are independent of ~, and are therefore

well defined functions of ~. They also depend only on the

restrietion f1 of f to G( A) 1 . This notation pertains

also to the map f G . For if ~ is an arbitrary represen

tation in IT(G( A)) and X E a G ' we have

Therefore, if

to write

1T belongs to
1

ITunit(G( A) ) , it makes sense

*~ E iaG ' fEH (G ( A) )ac
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§ 2. The invariant trace formula: first version

The first version of the noninvariant trace formula

is summarized in [1 (b), § 5] and [1 (c), (2.5)] • (See

also [7].) It is an identity

( 2 • 1 ) L Ja(f) : J(f) :

aEO
l. J (f)

X
X€X

in which a certain distribution J on C~(G( A) 1) is

expanded in two different ways. The sets 0: O(G,F) and

x = X(G,F) parametrize orbit theoretic and representation

theoretic data respectively, but the corresponding terms

are not g1ven as explicitly as one would like.

Suppose that J*(f) stands for one of the summands

in (2.1). Then J* 1s a distribution on C~(G( A) 1) which

behaves in a predictable way,

Y E GO (A) ,

under conjugation ([1 (c), Theorem 3.2], [7]). Since we

wan t to t'ake f to be in f-(ac (G ( A)) , we cannot use this

formula. However, as in the proof of Lemma 6.2 of t1 (1)] ,

we can easily transform it to an alternate forrnula

(2.2) L
QEF

which makes sense for functions f E Hac(G( A)) and
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h E H(GO( A) 1) . Let La denote the set of elements L E L

with L * G . We then defineoan invariant distribution

fEHac (G ( A)) ,

inductively by setting

(2.3)

fEHac (G ( A)) •

The invariance of I* follows from (2.2) and the analogous

formula [1 (1), (12.2)] for tf'M. (See [1 (c), Proposition 4.1].)

Implicit in the definition is the induction assumption that

for any L E La ' the distribution I~ is defined and is

supported on characters. This is what allows us to write
.... L
I* . Observe that this induction hypothesis is our second

of the paper. However, in § 3 and § 4 we shall establish

explicit formulas for I o and IX in terms of IM(y) and

IM(~) respectively. This will reduce the second induction

hypothesis to the primary one adopted in § 1.

It is a simple matter to substitute (2.3) for each of

the terms in (2.1). The result is an identity

(2.4) ~
oEO

I (f)o = I(f) =

in which the invariant distribution
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I (f) = J ( f ) - 2: \~ I IW~ I-1 iM ( ep M ( f» ,

MELa

fEH (G ( A» ,ae

is expanded in two different ways. (See [1 (e), Proposition 4.2]).

This is the first version of the invariant traee formula. It

was established in [1 (e)] modulo eertain hypotheses in Ioeal

harmonie analysis. In later papers [1 (g)] and [1 (e)] , we

faund more explieit formulas for the terms J (f)
o and

J (f) in (2.1). The purpose of this paper is to eonvert these
X

formulas into explieit expansions of eaeh side of the in-

variant formula (2.4). In the proeess, we will establish the

required properties of loeal harmonie analysis.
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§ 3. The geome'trie side

We shall derive a finer expansion for the left hand

side of (2.4). The result will be a sum of terms, indexed

by orbits in G(F) , whieh separate naturally into loeal

and global eonstituents. We shall first review the results

of [1 (g)] , which provide a parallel expansion for the

noninvariant distributions on the left hand side of (2.1).

Recall that 0 = O(G,F) is the set of equivalenee

elasses in G(F) , in whieh two elements in G(F) are

eonsidered equivalent if theirse~isimple Jordan eomponents

°belong to the same G (F)-orbit. The formulas in [1 (g)]

were stated in terms of another equivalence relation on

G(F) , whieh is intermediate between that of 0 and .GO(F)-

eonjugaey. It depends on a finite set S of valuations

of F. The (G,S)-equivalenee elasses are defined to be

the sets

o
G(F) n (au)G (F) = {o~1auo

in whieh a is a semisimple element in G(F) , and U is

a unipotent eonjugacy elass in Gcr(FS). Any elass 0 in

o breaks up into a finite set (o)G,S of (G,S)-equivalenee

elasses. The first main result of [1 (g)] is Theorem 8.1,

an expansion

( 3 • 1 ) J 0 (f l. = L 1~ I Iw~ I -1

MEL
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co 1
for any 0 € 0 and any f € Cc(G(FS ) ) • Here S is any

finite set of valuations of F which contains a' certain

set So determined by 0 • The distributions JM(y,f) are

purely .local, in the sense that they depend only on y as

an element in M(FS ) . The functions aM(s,y) are.what

carry the global information. These were defined by formula

(8.1) of [1(g)] (and also Theorem 8 •.1 of "[1 (f)]), in the

case that S contains So

Suppose that M E L A semisimple element 0 E M(F)

is said to be F-elliptic in M if the split component of

the center of Mo equals AM. Suppose that S is any

finite set of valuations of F which contains 5 co • We

shall write

KM = 1 I KM = I I (K+ n M (Fv) ) .S
vE15

v
v€S v

Suppose that y is an element in M(F) with semisimple

Jordan component Set
.M

equal 1 if isa . ~ (5,0) to a

F-elliptic in M , and if for every v ~ S , the set

intersects the compact set

equal to 0 • Then define

KM . Otherwise set
v

(3.2) a M( 5 , y) .- iM (S , 0) I \~ (a) I-1 L
{u:aur-Jy}

Maa (S,u)

in the notation of [1 (g), (8.1)] . This definition matches
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the one in [1 (g)] in the special case that S, contains

So ' where 0 1s the class in 0 which contains a.

The second main result of [1(g)] is Theorem 9.2,

an expansion

(3.3) J ( f) = l: I~ I I W6 1-
1

MEL

l: aM(s,Y)JM(y,f) ,

YE(M(F))M,S

for any f E c~ (G(FS ) 1) . Here, ~ is a compact neighbor

hood in G( A) 1 , and S is any finite set of valuations

of F which contains a certain set S6 deterrnined by 6.

This latter set is large enough so that ~ 1s the product

of a compact neighborhood in G(F
S

) 1 with the characteristic
- G ~

function of 1 1 K , and by definition,v
v~s~

In [ 1 (g) ]

(3.2) for

we neglected to write down the general definition

M
a (S,y) . This 15 required for the expansion

(3.3) to make sense.

PROPOSITION 3.1: Suppose that S is a finite set of valuations

which contains

Then

So ' and that f is a function in H (G(FS )) ·ac

l:
MEL

PROOF: By definition, Io(f) equals the difference between
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J (f) and
o

L I~ I IW~ 1- 1i~ (<P L (f)) •

LEL O

We can assume inductively that if L E La ' the proposition

holds for

we obtain

r L . Since
o <P

L
maps H (G (F

S
) )

ac to I (L (F
S

) )
ac

This is valid whenever 5 contains the finite set

associated to L. A look at the conditions defining 50

on p. 203 of [1 (g)] reveals that so contains

we can certainly take any S ~ So . Combining 'this formula

with (3.1) , we write I (f)o . as

L Iw61 Iw~ I-1 L a
M

( S , y) (JM (y , f) -

MEL yE(M(F)nO)M,S

The expression in brackets on the right is just equal to

IM(y,f) , so we obtain the required forrnula for Io(f) •

c

The original induction assurnption of § 1 implies that

for any L E La ' the distributions are all

supported on characters. The las~ proposition provides an

expansion for I~ in terms of the distributions I~(Y) .

LTherefore, I o is also supported on characters. Thus, half.

of the second induction hypothesis adopted in § 2 is subsumed
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in the original assumption. In § 4 we shall take care of

the rest of the second induction hypothesis.

To be able to exploit the last proposition effectively,

we shall establish an important support property of the

distributions IM(y) . Fix an element M E L , a finite set

51 of valuations containing 5 , and a compact neighbor-ram

hood 6., in

functions in

G(FS ) · Let H6. (G(F 5 » denote the set of
111

H(G(FS » which are supported on ~1 •
1

that for any finite set S ~ S" and any

HIJ. (G(FS » in H(G(FS » , the funct10n, ,

LEMMA 3.2: There is a compact subset of M(F
S

) 1 such
1

f in the image of

is supported on the set

} .

PROOF: Suppose that

is a Levi subset of M defined over F
S

. Then for each
1

v E S, , Mv 15 a Levi subset of M which is defined over

Fy . Let My(Fy)~ be the set of elements Yv E MV (Fv )

whose semisimple component Gv satisfies the following
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two conditions.

(i) The connected centralizer M of crv in MO is

MO
crv

contained in .
v

(ii) crv
is an Fv-elliptic point in Mv

Set

TI M (F ) ,
vES

1
v v

Consider the restriction of the map

--> =

to M1 (FS )' . The map is certainly constant on the orbit of
1

°M1 (FS ) =
1

The Fv-elliptic set in M (F )v v
I

has a set of representatives

which is compact modulo ~ (Fv ) . It follows easily that
v

as a map_on the space of M~(FS )-orbits in M1 (FS ) " HM1 1 1
is proper. To prove the lemma, we shall combine this fact

with the descent and splitting properties of IM(y,f~ . The

argument is quite similar to that of [1 (c), Lemma 12.2].

We may assume that

and that
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-1-1 f

vES v

f v belangs to H
6

(G(F
v

» if v belongs to
v·

equals the characteristic function of KG ifv v

belangs to the complement of S1 in S. Suppose that

y =

is an element in M(FS ) 1 such that

For each v E S1 , let °v be the sernisimple part of Yv ,

and let A be the split component of the center of
°v

M . Set Mv equal to the central~zer of A in M .
°v °v

Then Yv belongs to M (F ) I . In other words, ifv v

the element

belongs to M1 (FS ) I • If we were to replace y by an
·0 1
M (F S )-conjugate, M1 would be similarly conjugated, but

1
IM would remain nonzero. Now there are only finitely rnany

MO(FS )-orbits of Levi subsets M
1

over F
S

.oIt is there-
1 1

fore sufficient to fix M1 ' and to consider anly those
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belongs to M
1

(F
S

)' •
1

in S' 51 I we set Mw = M .

We then define a Levi subset

M = M X( [T M)
1 WES'S1 w

= [TM I

vE5 v

of M over F5 . Regarding y as an element in M(FS ) ,

we can form the induced claS5

M
Y

= -1--1 yM

vE5 v

But M = M for each v, so yM 1s just the MO(FS)-
v,yv Yv

orbit of y. Applying Corollary 9.2 of [1 (j)] I we obtain

Recalling the definition of the constants

[1 (j), § 9] , we find that we can choose

in

L=nL',
v€S v

so that the natural map

i5 an isornorphism, and so that

(3.4)
..... Lv
IM (y ,f L) * 0 ,v v,v v

v € S .
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8uppose first that w is a valuation in the complement

of 8 1 in 8 . 8ince f w is the characteristic function

of K
G , Lenuna 2. 1 of [ 1 (j) ] teIls us thatw

L w
IM (y ,f Qw w, w

L w= J M (y ,f Qw w,. w
,

for any Qw E P(Lw) . The'function on the right is a weighted

orbital integral, and by Corollary 6.2 of [, (h)] , it is the

integral with respect to a measure on the induced class

y: .. Therefore, the class Y~ roust intersect K~. Combining

the definition of the induced class with the standard

K ,wew

KM . Notice
w

properties of the special maximal compact group

find that the MO (Fw)-orbit of Yw intersects

in particular that HM(y
W

) = ° ·
···We turn, finally, to the valuations in 8, . It remains

for us to show that the MO(F8 )-orbit of Y, intersects a
1

compact subset ö~ of MIFS ,) which depends only on ö, .

We are already assuming that y, belongs to M, (FS ,) ~ , so

by the discussion above, we need only show that HM (Y,),
lies in a fixed compact 5ub5et of . Set

L v

It i5 clear that~ the natural rnap

-->
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is injective. But the image af HM (Y,) in aM equals,
HM(Y, ) = H

M
(y) - ~ HM(Yw) = 0 ,

w E 5......5,

since y belangs ta M(F
5

) , . We have only-to show that

the image of HM (Y,) in aL ' namely the vector
1 ,

lies in a compact subset of a L which depends only on
1 .... Lv

6 1 · For any v € 51 ' the distribution IM (yv,fv L )
v ' v

depends only on the restrietion of f v to the set

{x e: G(F )v v

It follows fram (3.4) that HL (Yy ) belangs to HL (6y ) ,
v y

the image of the support of f v . In other words, H
L

, (Y
1

)

belangs to

a cornpact set which depends anly on 6 1 . This cornpletes

the proof of the lemma.

a

5uppose that f belongs to H(G( A) ). We shall write

supp(f) for the support of f. There exists a finite set

5 of valuations of F, which contains 5 , such thatrarn
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f is the image of a function in H(G(F S )) • We shall write

V(f) for the minimal such set. If S is any such set,

and y is a.point in (M(F)~,S' we shall understand

IM(y,f) to mean the value of the distribution IM(y) at

f , regarded as a function in H(G(F
S

)) • Since we are

thinking of IM,(Y) as a local object, this convention

is quite reasonable. It simply means that when y E (M(F))M,S

parametrizes such a distribution, we should treat y as a

point in M(FS ) rather than M(F) .

THEOREM 3.3: Suppose that f E H(G( A)) . Then

I (f) = L I~ I Iwg 1-1 L a
M

( S , y) IM (y , f)

MEL yE(M(F))M,S

where S is any finite set of valuations which is sufficiently

large, in a sense that depends only on supp(f) and V(f) .

The inner series can be taken over a finite subset of

(M(F))M,S which also depends only on supp(f) and V(f).•

PROOF: By (2.4) and Proposition 3.1, we have

I (f) = L
oEO

'1::' I~ I Iwg \-1 L a
M

(s , y) IM (y , f)

MEL YE(M(F)nÖ)M,S

where S is any finite set of valuations that contains So

We shall use Lemma 3.2 to show that the surn over 0 is

finite.

Choose any finite set 51 ~ 5 ,and a compactram
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neighbourhood ß 1 in G(F S ) I such that f belongs to
1

H~ (G(FS )) . Assume that S contains S1,. Suppose that a
1 1

class 0 gives a nonzero contribution to the surn above. Then

there is an M E L I and an element y E (M(F)no)M/S such that

M
a (S/y)IM(y/f) * ° .

The nonvanishing of
. M "
a (S/Y) implies that for each v ~ S I

the image of Y in M(F )v lies in

The image of Y in .M(F
S

) then lies in M(FS ) 1 ,and

therefore belongs to a set

by Lenuna 3 .2. It follows that the MO ( A) -orbit of y rneets

the compact set 6
M KM

I and in particular that1

° ßM" K10iad (G ( A) ) 0 n
1 * <P

.

By Lemma 9.1 of [1 (g)], 0 rnust belong to a finite subset,

01 of o. Since 6~ depends qnly on ß1, 0
1

clearly

depends only on supp(f) and V(f) . The required expansion

for I(f) then holds if S is any finite set which contains

the union of S1 with the sets So I as 0 ranges over
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01 • This establi~hes the first assertion of the theorem.

The union over 0 E 01 of the sets

(M(F) n 0) M,S

i5 certainly a finite subset of (M(F»M,S' so the second

assertion .also fol~ows.

a
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§ 4. The spectral side

We shall derive a finer expansion for the right hand

side of (2 ..4). The resultwill be a sum of terms, indexed

by irreducible representations, whieh separate naturally

into Ioeal and global constituents. Again, there is a

parallel expansion for the noninvariant distributions on

the right hand side of (2.1). It is provided by the results

of [1 (e)]' and [7]. However, these results are not

immediately in the form we want, and it is necessary to

review them in some detail.

The set X = X(G,F) consists of euspidal automorphie

data ( [ 1 (b) ], [7]) . It is the set of orbits

s € wG}o

where La is a Levi subgroup in La GO
is= L , r O an

irreducible euspidal automorphic representation of La ( JA) 1 ,

and the pair (LO,rO) is fixed by.some element in the Weyl

set wG of isomorphisms of aO induced from G . (We have
0

indexed the Levi subgroup with the subseript a to empha?ize

that it need not be of the form MO for same M € L .) The

set X has been used to describe the convergence of the

spectral side, which is more delicate than that of the

geometrie side. However, for applieations that involve a

comparison of traee formulas, it is easier to handle the

convergenee by keeping track of Archimedean inf~nitesimal
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characters.

Set

=nF
v€S v

co

Regarding as areal Lie group, we can define the

Abelian Lie algebra

as in, § 3 of [1 (d) ]. Then h
O

is the Lie algebra of a fixed

maximal real split torus in MO (F
co

) , and hK is a fixed Cartan

subalgebia of the centralizer of hO in

Kco =n Kv
vES

co

The complexification h~ is a Cartan subalgebra of the

complex Lie algebra of GO (F
co

) and the real form h is

invariant under the complex Weyl set wG of G(F) • (By
co

definition, wG equals Ad(E)W, where is any element

in G(F ) which normalizes 11([ , and W is the complex Weylco

group of GO(F ) with respect 'to h .) It is convenient to fix aco

Euclidean norm I I · I I on h which is invariant under wG .
We shall also write I I· 11 for the.dual Hermitian norm on

*h~ • To any representation

the induced representation

TI E IT(M( A)) we can associate

nG of G+( A) . Let v denote
TI'

the infinitesimal character of its Archimedean constituent.
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*'rt i5 a W-orbit in h~. We shall actually be more concerned

with the case that ~ is a representation in TI(M( A) 1) .

*Then v~ is determined apriori only as an orbit of aM,~

*in h~. However, this orbit has a unique point of smallest

*norm in h~ (up to translation by W) and it is this point

which we shall denote by v . If t is a nonnegative real
~

1
number, let ITunit(M( A) ,t) denote the set of representations

~ E TI "t(M( A) 1) such thatunl.

IIIm(v ) I1 = t ,
TI

where Im (v ) is the irnaginary part of v rel~tive to the
7i ~

* *real form h of h~ We adopt similar notation when M is

replaced by a group La E La . In particular, if

is any clas5 in X , we set

Suppose that La is a Levi 5ubgroup in aL • Set

where ~ i5 the split cornponent of the center of the
-~a ,02

group obtained by restricting 5calars from F to W . Let
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L~iSC t (La (F)~ \LO ( A) )
, 0 ,00 ..

be the subspace of L2(LO(F)~ \LO ( A)) which decomposes
0,00

under LO( A) as a direct sum of representations in

ITunit(LO ( A),t) · For any group 00 in

and a point *A E a , let
La ,'CI::

X --> Po t(A,x)

°'
be the induced representation of GO( A) obtained from (4.1).

°If 00 is another group in P (La) , the theory of Eisenstein

series provides an intertwining operator MQ, [0 (A) from
o 0

PQ t(A) to PQI t(A) ·
o ' °1

LEMMA 4.1: The representation P
Qn

,JA) is admissible.

PROOF: The assertion is that the restrietion of Pa t(A) to
o'

K contains each irreducible representation with only finite

multiplicity. Since admissibility is preserved under parabolic

induction, it is enough to show that the representation cf

LO ( A? on (4.1)" is admissible. To this end, we may assurrie that

La = GO = G . The assertion is then a consequence of Langlands'

,theory of Eisenstein series [12, Chapter 7]. For one of the

main results of [12] is a decomposition
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Ld
2 , t(G(F)A

G
\G( A» =(BLd

2
, (G(F)AG \G( A» ,

.1.SC, ,00 ,._ X .1..sc,X ,00 '\,

where X ranges over the data in X such that I IIm(v
x
) 1 I

equals t, and each corresponding summand is an admissible

G( A) -module. On the other" hand, the set of all X whose

associated cuspidal representations contain the restrietion

of a given K-type have discrete infinitesimal characters.

That is, the associated points {v} form a discrete subset
X

*of B + iaM ' with B a compact ball about the origin in

.*aM It follows that there are only finitely many modules

L2 in the direct SUffi above which'contain a given K-type.disc,X
The lemma' fellows.

c

The representation PQo,~(A)

general extend to the group generated by G( A) . However,

suppose that s is an element in w~ with representative w

in G(F) . We can always translate functions on GO( A) on

the right by elements in G( A) if at the same time we

translate on the left by w- 1 • Therefore, if y belongs te

G( A) , we can define a linear map Po t(s,A,y) fram the
°'

underlying Hilbert space of P~o,t(A) to that of PsQo,t(sA)

such that

(4 .2) PQ°'t (5 , A, y 1YY 2) = PS Q°'t (5 A, Y1) PQ0 ' t (5 , A, y) PQ°'t (A , y 1) > '

for any points and Y2 in GO( A) . This map depends
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L
only on the image of 5 in w~/wOO . In particular, it 15

weIl defined for any element in wG(a L ) , the normalizer
G 0 G

of aL in Wo · Suppose that 5 is an element in W (aL )
o 0

which fixes A. If f is a function in H(G( A)) , we write

Then

1
Pa t (5, A,f ) =

0'
f 1 f(X)Pao,t(s,A,x)dx

G( A)

is an operator of trace class on the underlying Hilbert space

of Pa t(A) . According to (4.2), its trace is an invariant
0'

distribution, which by Lemma 4.1 can be written as a finit~

sum of irreducible characters

1tr 11" (f ) = f G ( 11" ) ,,
1

'Tl" € IIunit(G( A) ,t) .

Observe that any such irreducible character depends only on

the orbit of 11" under the group ~A. As in § 1, we write

irr 't(G( A) 1 ,t)} for the set of such orbits in IT 't(G( A)'1,t) •
un~ ~~

Consider the expression

L
(4 • 3) 1: I Wo 0 I Iw~ I-1 1: Idet (5-1) G I-1 t r (MO I 0 (0) Po t (5, rr, f 1), ,

La ELas aLa a s a a'

where 00 stands for any element in pO(LO) and S is summed

over the Weyl set
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det(s-1) GaLo
* O}

This is just the "discrete part" of the formula for

L
{X EX : II1m(v ) ll=t}x

J (f) ,x fEH (G ( A» ,

provided by Theorem 8.2 o~ [1 (e)] . (For the ease that

G * GO , see the final lecture of [7].) Aceording to the

remarks above, we can rewrite (4.3) as

(4 .4) L , A)1,t)} a~ise('TT)fG('IT) ,
1fE{IT 't(G(

un~

a finite linear eornbination of eharaeters. The complex valued

function

a d ° (1T)l.se
G= a dise (71") 71" E {rI(G( A) 1 ,t)}

which is defined by the equality of (4.3) and (4.4), i5 the

prirnary global datum for the speetral side.

It is eonvenient to work with a manageable subset of

1 G
{rIunit (G (A) ,t)} which eontains the support of a dise (71") •

Let ITdo (G,t) denote the subset of =A-orbits in
~sc .

1{ITunit(G( A) ,t)} whieh are represented by irreducible

constituents of indueed representations
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0A satisfies the following two conditions.

M
a d , (0) * ° ·

~sc

(ii) There is an element such that

Observe that the restrietion to GO( A) of any representation

in ITd , (G,t) is an irreducible constituent of an inducedl.se

representation

Po t (0) ,

°'
From the last lemma we obtain

°00 E F •

LEMMA 4.2: Suppose that r is a finite subset of IT(K) .

Then there are only finitely many (orbits of) "representations

TI E ITdisc(G,t) whose restrietion to K contains an element

in r. In particular, there are only finitely many orbits

TI E {IT(G( A) 1,t)} whieh contain an element in rand such

G
that adisc(TI) * ° ·

c

Before going on, we note the following lemma for future

referenee.

Suppose that ~ is a one dimensional characterLEMMA 4.3:

on G+ ( A) 1 which i5 trivial on °G (F) . Then
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where

(t;TI) (x) = ~ (x) TI (x) ,
+

x € G (A) •

PROOF: . If the character t; belangs ta ~ A ' the assertion

of the lemma is of course part of the definition of a~iSC .

In general, observe that we can use ~ to define a linear

operator Pa (E.:)
o

representations

on the underlying Hilbert spaces of the

Pa t( 0) · It has the property that
o '

where

(~f) (x) = ~(x)f(x) ,
1x € G (A) •

Therefore, (4.3) remains unchanged if f is replaced by E.:f.

The lemma follows.

D

The remaining global ingredient is a function constructed.

from the global normalizing factors ([1 (e), § 6]) • We shall

recall briefly how it is defined. Suppose that M E L , and

that

1T = .0 TI
V V

belongs to ITdisc(M,t) . The restrietion of TI to MO( A) is

an irreducible constituent of some representation
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PR t(O) ,
o'

If P E P(M) , we can form the induced representation

Its restrietion to GO( A) is a subrepresentation of Pa t (\)
0'

where 00 is the group pO(RO) in pO(LO) which is contained

in pO and whose intersection with }19 1s Ra . If pi € P (M)

-and o06 = (Pi) (Ra) , the operator

defined as an infinite product.of unnormalizeq intertwining

operators, is therefore equivalent to the restrietion of

MO ' [0 (\) to an invariant subspace. The theory of Eisenstein
o 0

series teIls us that the infinite product converges for certain

\ , and can be analytically continued to an operator, valued

*"function which is unitary when \ € iaM . But we also have the

normalized intertwining operator

described in [1(i)J . The infinite product reduces to a

finite product at any smooth vector. It follows that the

infinite product
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of Ioeal nqrmalizing factors converges for certain A and

can be continued as a meromorphic function which is analytic

*for A € ia
M

• Moreover,

if pli is a third element in P(M) •

For a fixed pi E P(M) , we define the (G,M)~ family

*P E P(M), v € iaM

Since

v
r (TI ,A(a ))

a v

for each v ([1 (i), § 2]) , we have

v·
r (TI,A(a))

a

where r (n,z) equals an infinite product
a

nr (TI , Z ) , z E er ,a vv

which converges in sorne half plane. Therefore, the (G,M)-

family is of the special sort considered in § 7 of [1(e)] .
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In particular, if L € L(M) and Q € P(L) , the number

.1 im
\)....0

can be expressed in terms of logarithmic derivatives

and is independent of Q and p'. ([1 (e), Proposition 7.5]) .

*As a function of A E iaM ' it is a tempered distribution

( [ 1 (e), Lemma 8. 4 ]) •

For a given Levi subset M E L , let IT(M,t) denote the

disjoint union over M
M,. E L of the sets

We define a measure dn on IT(M,t) by setting

ff
IT(M,t)"

for any suitable function on

<f>(n 1 ,A)dA ,
* *iar-1 /iaM1

IT(M,t) . The global constituent

of the spectral side cf the trace fermula is the function

(4 .5)
M

a (n)
M1 M

= a d , (n 1)rM (n, ,
~sc l' 1\

,

defined for any point
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IT
M

(M,t) . In our notation we should keep in mind that
1

is a representation in rr 't(M
1

( A) 1) (determined modulo
un~

{Tr 1 ,A} stands for the associated orbit of

Ir . t (M
1

(A) n M ( A) 1) • In practice, however,
·un~

~A ) , so that

* *iaM- /iaM in
1

we shall usually identify Tr = Tr 1 ,A with the induced represen-

tation Tr~,A 'in {ITunit(M( A) 1)} • In this sense, the invariant

distribution

*11 € iaM ' fEH (G ( A» ,

studied in [1 (j)J is defined. It will be the local

constituent of the spectral side.

·THEOREM 4.4: Suppose that f € H(G( A» • Then

-~ G -1 . M
I (f) = L L Iw-O-l I Wo 1 .. J a (Tr) IM ( Tr , f ) d TI ,

t~O MEL II(M,t)

where the integral and outer sum each converge absolutely •

PROOF: Set

l: J (f)
X

{xEX:1IIm(v)ll=t}
X

We shall apply the formula for J (f) provided by Theorem 8.2
X

of [1 (e) ] (and the analogue in [7 ] for G * GO ). T~en J
t

(f)

equals the € L, E
MO

, and
M1sum over M1 La L s E W (aLo)reg ,

of the product of
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with

1 .'
J tr(MM (A,OO)M

O
ISQ (0) PQ t (s,A,f ) )dA •

. * 1 0 0 0'J.aM
1

Here, QO i8 an element in pO(LO) , and the operator

= 1im
\>-+0

is obtained from the (G, M
1

) - family

for some fixed element P in P(M1 ) •

*ia
M1

• As above, Ra

with Levi component

for P1 E P(M1 ) and \> €

oparabolic subgroup of M
1

oassume. that QO = P (Ra) ,

is a fixed

LO · We can

The ·trace of the .operator

vanishes except on an invariant subspace on which the represen

tation P
Q

t (A) reduces to a suro of induced representations
0'

o(Actually, PQo,t (A) is only a representation of G (A) , so

we really mean the restrictian of I p (TI 1 ,A) ta this graup.)



- 4.15 -

With t~is interpretation, the intertwining operator

M 0 (A) corresponds to a direct sum of operators
p 1 (RO) 1°0

Therefore, MM (A,Oa) corresponds to a direct sum of operators '
1

1im
'1) .....0

This last expression is obtained from a product of (G,M)-

families. By Corollary 6.5 of [1(c)] it equals

GWe now apply the definition of ,adisc . Given the observations

above, we use the equa1ity of (4.3) and (4.4) (with. G replaced

as the sum over
M

IWo 1 I Iw~ I-1

by M1 ) to rewrite Jt(f)

M E L(M1 ) of the product of

M
1

E L

with

and

J
*n

1
EIT

d
, (M

1
,t) ia

M~sc" 1

M
Observe that r

M1
(n 1,A) depends only on the projection A of

* *A onto iaM /ia
M

. Moreover, by the definition in [1 (i), § 7]
1

we have
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f* tr(RM(n1,A+~,P)Ip(TI1,A+~,f))d~

ia
M

=

=

=

if P is any element in P(M) . (Since Astands for a coset

*of iaM in

tation in

* MiaM it is understood that TI 1 ,A 1s a represen-
1 1

TI °t(M( A) ) • This justifies the notation of theunI.

last line.) Decomposing the original i~tegral over A inte a

double integral of (A,~) in

we obtain

= L 1~1IW~I-1 L
MEL M1EL

M
f aM{TI)JM(TI,f)dn

!IM (M, t)
1

= L 1~1 1W61-1 f aM(n)JM(n,f)dn.
MEL IT(M,t)

The convergence of the integral and the justification for our use
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of Fubini's theorem follow from the fact that

tempered.

Set

It(f) = L IX(f)

{xEX : 11 Im(vx) I1 =t}

is

Since the invariant X expansion converges absolutely to I(f) ,

we have

(4.6) I(f) = L It(f> ,

t~a

the series converging absolutely. From the definition of

we obtain

Assume inductively that

I (f) ,
X

~ 1~11~1-1 J aM(7r)I~(7r,g)d7r
MEL L IT(M,t)

for any L E La and any g E H(L( A» • Combined with the

formula above for Jt(f) , this teIls us that It(f) equals

L 1~llwgl-1 J a
M

(7r) (J
M

(7r,f)- L i~(7r,epL(f) )d7r •

MEL IT(M,t) 'LELO(M)

It follows that

(4.7) I t (f) = L ,I~11w~ 1-1 J a
M

(7r) IM (7r, f) d 7r •

MEL IT(M,t)
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The theorem follows inunediately from (4.. 6) and (4.7).

c

The definitions in this paragraph have obvious analogues

if the real number t is replaced by a fixed datum X EX.

In particular, if 1 !Im(Vx) I I = t , we have a subrepresentation

PQo'~ (A) of PQo,t (A) • ~s in earlier papers, we shall some-

times write A2 for the space of K-finite vectors in the
QO ,X

andA
2
sQO ,X

M
a on respective subsets

X

underlying Hilbert space of PQo'X (A) • Then for any

1
and f E H(G( A)), PQo,~_~S,A,f) is a map from

. The definitions also provide functions

lIdO (M1,X) c IId . (M 1 ' t) ,
~sc ~sc

and

II(M,X) c II(M,t) , M E L •

The proof of Theorem 4.4 yields

COROLLARY 4.5: Suppose that f E H(G( A)) and X EX. Then

c

For any element L E La ' the corollary provides an
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rL in terms of the distributions
X

But our original induction assumption of § 1 implies that the

L
distributions IM(~~'O) are supported on characters. This is

a consequence of Theorem 6.1 and Corollary 9.3 of [1 (j)] .

Therefore, the distributions r L are also supported on
X

characters. We have thus shown that the entire second induction

assurnption, adopted in § 2, is subsumed in the original one.



- 5.' -

§ 5. Completion of the induction argument

We shall now show that all the distributions which occur

in the invariant trace formula are supported on charaeters.

These are loeal objeets, so" we shall not start off with the

number field F that has been fixed up until now. Rather,

we take a Iocal field F, of characteristic 0 , and a

connected component G, of a reduetive group over F, , in

which G, (F,) * $ • As usual, we shall assume either that

G = GO , or that G, is an inner twist of a component, ,

* *G = (GL(n)x ••••• xGL(n))>03e

THEOREM 5.': Por any G,/F, as above, and any Levi subset

M, of G, which i5 defined over F,., the distributions

y, E M, (F, ) , ..f E H(G, (F, )) 1

are supported on characters.

PROOF: Fix a positive integer N, , and assume that the theorem

1s valid for any G,/F, w1th di~ (G,) < N, . Having made this, .

induetion assumption, we fix G, and F, such that
L,

di~ (G,) = N . If L, E La (M, ) , .the distributions IM (Y,.), , ,
are by hypothesis supported on characters. This matches the

induction assumption of.§ 2 of . [, (j)] that allowed us to

def~ne IM (y,) in the first place.
1
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Let f, be a fixed function in H(G, (F,» such that'

f = 0 ., , G,

We must show that the distributions all vanish on f, . It

is convenient to fix M, , and to make a second induction

assumption that

(5 • , ) I L (6" f ,) = 0 ,, 0, E L, (F,) ,

for any L, E L (M, ) with L, * M, . We must then show that

IM (y"f, ) vanishes for eaeh Y, E M1-(F,) .,
If Y, is an arbitrary point in M, (F,) , we can

write

= lim
a-.'

by (5.') and [, (j) " (2 .2) ]. S ince astands for a small

regular point in ~ (F,) , we may assume without loss of,
generality that G = M . But now we can apply

1,y, ',Y,
[, (j), (2.3)}. This formula asserts that the funetion

y --> IM (y,f,),
co-incides with the orbital integral of ,a function on

M, (F,) , for all points y whose semisimple part is elose
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to that of Y1 .. It is known that the orbital integral of

a function on M1 (F 1) i8 completely determined by its values

at regular semisimple points .. For p-adic F1 ' this i8

Theorem 10 of [9(c)] .. If F1 is Archimedean, the result is

due also to Harish-Chandra .. The proof, which was never actually

published, uses the Archimedean analogues of the techniques

of [9(~)] .. In any case, it follows that if I
M1

(y~f1) vanishes

whenever y is G1-regular, it vanishes for all Y1 .. We may

therefore assurne that Y1 itself is G1-r~gular.. We can also

assume that Y1 is an F1-elliptic point in M1 (F 1) .. For Y1

would otherwise belong to a proper Levi subset M of Mt
defined over F1

, and we would be ahle to write

by the descent property [1 (j), Corollary 8 .. 3] .. Since

GdM(M1 ,L) = 0 unless L i5 properly contained in G, the

expression vanishes by our first induction assumption .. Thus,

it remains for us to show that

Y1 is a fixed point in M1 (F 1)

IM (y 1 ,f 1) vanishes when
1

which is G1-regular and

F1-elliptic .. For this basic case we shall use the global

argument introduced by Kazhdan .. (See [8], [10] .. )

Suppose that G- is a cornponent of a reductive group

over same number field F, with .G(F) * ~ , such that

F ~ Fv 1 1
and G = Gv 1 1

for a valuation of F .. Then

= d iIIT (G1) = N1 ..
1
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It follows from Corollary 9.3 of [1 (j)] and our induction

assumption on N 1 that -for any S, the distributions

M E L, L E LO(M) I Y E M(FS~ I

are all supported on characters. Therefore, G/P satisfies

the conditions of § 1, and we can apply the results of

Paragraphs 3 and 4.

LEMMA 5.2: Suppose that

f =Dfv I

v

is a function in H(G( A))

I(f) = 0 .

such that f = f
1

• Thenv,

PROOF: Consider the spectral expansion

I (f) = L L I~ I Iw~ I-1 f a M
( TI ) IM ( TI I f) d TI

t~O MEL IT(M,t)

of Theorem 4.4. We shall show that the distributions

*l.l E i~M' M E L, TI € II(M,t) ,

which occur on the right, vanish. In doing this, we will

make essential use of the fact that TI is unitary.

It is clearly enough to establish the vanishing of
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the Fourier transform

where, for a large finite set 5 of valuations, X belongs

to the vector space of elements in

(9
vES

aM,v

whose components sum to 0 • The integral 1s over the irnaginary

dual vector space. According to the splitting formula [1 (j),

Proposition 9.4], we can write IM(n,X,f) as a finite sum

of products, over v ES, of distribution-s on the spaces

H(L(Fv ))' L E L(M) • But if L E LO(M) , our induction hypo

thesis, cornbined with Theorem 6.1 of [1 (j)], teIls us that

the distributions

are weIl defined. They must then vanish, since f 1 ,L = 0 • It

is therefore enough to show that the distributions

1T 1 E JI "t(M(F )), X1 E aun1 v 1 M'V1

vanish.

The -fqrmula [1 (j), (3.2)] gives an expansion for

I M(1T 1 ,X
1
,f

1
) in terms of the distributions associated to

standard.representations p E E(M(Fv )) . Only those p
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with ß(p,TI 1 ) * 0 can occur in the expansion .. (See [1 (i),

§ 5-6] .. ) Since TI
1

is unitary, this implies that p has a

unitary central character .. It is sufficient to establish that

*for any such p and any p~int .\ E aM,~ with a srnall real

part, the distributions

(5 .. 2) L E L(M), X
1

E a ,
M ,.v1

all vanish .. Since its~~entral character is unitary, ,p

rnust either be tempered or be induced from a proper parabolic

subset of M.. If P 15 tempered,

= { f 1 ,G ( P~ ,hG (X 1 ) ), if

o , otherwise,

L = G ,

by Lemma 3 .. 1 of [1 (j)] .. But f 1 ,G = 0 , so the distribution

vanishes even if L = G .. In the other case,

M
P = P1 '

and we can make use of the descent property [1 (j), Corollary 8 .. 5] ..

We obtain an expression for a Fourier transform of (5 .. 2) in terms

of the distributions

Since M2 * 'G , the distributions are weIl defined, and therefore
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vanish. Thus, the distribution (5.2) vanishes in all cases.

In other words, the spectral expansion reduces to 0 , and

I(f) vanishes.

c

We must decide how to choose G,F and in order

to prove the theorem. Our original element Y1 in M
1

(F 1)

belangs to a unique "maximal torus ll

in M1 · By definition, T1 ,O is the connected centralizer

G1 'Y1 of Y1 in G~ · It is a torus in M~ which is

F1-anisotropic modulo ~1 • Let E1 ~ F 1 be a finite Galois

extension over which G
1

and T 1 split. Choose any number

field E , with a valuation w
1

, such that E ;; E
1

. Thew
1

Galois group, Gal (E 1 /F 1) , can be identified with the

decomposition group of E at w1
, and therefore acts on

E • Let F be the .fixed field in E of this group, and

let v 1 be a valuation of F which divides. Then

We can therefore useF 1 ;; F
V1

and Gal(E
1

/F
1

) = Gal(E/F)

G
1

to twist the appropriate Chevalley group and lI max imal .

torus ll over Foo We obtain a cornponent G and "maximal torus"

T defined over F, with G(F) and T(F) not empty, such

that G1 = G and T1 = T Moreover, the construction
v 1

v
1

is such that M1 = M and aM = a
M

, where M is a Leviv
1 1

subset of G which contains T and is defined over F .. It

fellows that
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But the set T(F) is dense in

approximate our G-regular point

T(F ) . We can thereforev 1
Y1 by elements y E T(F)

Since I
M

(y
1
,f

1
) is continuous in (regular) y, , we have

only to show that IM(y~f1) = 0 for any fixed G-regular

element y in T(F) . We can use the trace formula to do

this.

We shall choose a suitable function

in H(G( A)) , and. apply Lemma 5.2. Observe first that T is

F -anisotropie modulo AM. This means that T is containedv 1
in no proper Levi subset of M which is defined over Fv 1
We can always replace F by a finite extension in whieh Y1

splits completely. We may therefere assume that T is also

F -anisotropie module ~, where v 2 is another valuationv 2
of F • Let

v = {v" v 2' • • • , v k}

be a large finite set ef valuations of F which contains

v 1 and v 2 ' and outside of whieh G and T are uriramified.

At

If

v = v, , we have already been giyen our furiction f
V1

= f 1

v i5 any ,of ,".the ether valuations in V, let f y be "any

f~ction which 5upported on a very small open neighbourhood of
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y in G(Fv ) , and such that

If v lies outside of V, let f v equal the characteristic

function of K
G

• Then f =r-Tf certainly belongs tov vv
H(G( A)) . It follows from Lemma 5.2 and Theorem 3.3 that

(5 .3)

Since

around

L I~ I Iw~ I-1 L a
L

( 5 , <5 ) I L ( <5 , f ) = 0

LEL oE(L(F))L,S

v = V(f) , the shrinking of the functions f
v2

, •...• f
vk

y does not increase V(f) . Nor does it increase the

support of f. It follows that in (5.3) 1 the .set S may be

chosen to be independent of f 1 and the sums over <5 can be

taken over finite sets which are also independent of f.

Suppose that L E Land <5 E (L(F))L,S . We apply the

splitting formula [1 (j) 1 Corollary 9.2] to I L (<5,f) • If

L c L
1
~ G , we have

.... L
1

I L (ö, f L) 0,
v 1-" 1

by assumption. It follows that

Now the function f is supported on the F -anisotropiev2 v2
set in M(F ) . This means that f = 0 unless L containsv 2 v2 ,L
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a conjugate of M. On the other hand, if L contains a

conjugate

of ~, we can write

I
L

(8, f )v
1

-1= I -1 (w ow,fv )
w Lw 1

*by [1(j), (2.4 )]. If M is properly contained in -1w Lw

this vanishes by (5.1). Thus, the contribution of L to

(5.3) vanishes unless L is conjugate ·to M • Since the

contributions fram different conjugates of Mare equal, we

abtain

(5 .4)

Once again, 0 can be sumrned aver a finite set which is

independent of how we shrink f.

The orbital integrals

2 ~ j :si k ,

vanish unless 0 is close to the GO(F )-orbit of y. Inv.
]

particular, the surn in (5.4) need only be taken over elements

ä which are regular semisirnple. Consequently,
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by Theorem 8.2 of [1 (g)]. Moreover , the (M,S)-equivalence

classes of regular semisimple elements in M(F) are just

.°M (F)-orbits. It follows that

(5.5)

where Ö is sununed over those ° - in M(F) whichM (F)-orbits

are GO(F )-conjugate for 2 ;S j :;a k I and which meet K
G

v. v
J

for v outside of V I and where

e(o) = 111o(F)\~(F,o) 1- 1
VO!(M

o
(F)\M

o
( A) 1). n IG(o,I:)

vES.......V

We must show that every such Ö i5 also GO(F )-conjugatev
1

to y. As in [ 10 ,], we use an argument from Galois cohomology.

For the first time in this paper we 5hall explicitly

invoke our limiting hypothesi5 on G. If G is an inner

twist of the component

* *G = (GL (n) x ••••• x GL (n) ) :4 8

then any two elements in G(F) which are in the same GO-orbit

oare actually in the same G (F)-orbit. There is nothing further

to prove in this case. We can assurne therefore that' G = GO .

Then T is a maximal torus (in the usual sense) in G . The

set of G(Fv)-conjugacy classes in G(Fv ) which are contained

in the G-conjugacy class of y is known to be in bijective

correspondence with a subset of
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= H 1 (Ga1 (F I F ), T (F »v v v

A similar assertion holds for G(F)-conjugacy classes. Let

ElF be a finite Galois extension which is unramified outside

, and Tate-Nakayama theory provides an

v , and over which T

H
1 (Gal(E IF ), T(E ». w v w

splits. Then H
1

(F , T)
v equals

isomorphism between this group and

. { v . V } {v v v I )}(5.6) A· EX*(T) :NormE IF (A )=0 I A -cA :A EX*(T) ,aEGal(Ew Fv '
. w v

and an isornorphism between

and

{ V v } {v v v }(5.7) A EX*(T) :Nor~/F(A )=0 I A -cA :A EX*(T),cEGal(E/F) .

Here. w stands for a fixed valuation on E which lies above

a given v. Moreover, there is an exact sequence

H1 (Gal (ElF) ,T CE) ) -+ EBH 1 (Gal CE IF ),T (E » -+ H1 (Gal (ElF) ,T ( llE) IT (E) ) .. w v wv

The map on the left is compatible with the embedding of G(F)

conjugacy classes intor-lGCF ) , and the second arrow is. v
v

given by the natural rnap

E:1)A ->
v v

t Av
v
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from the direct sum of modules (5.6) into (5.7). Now,

consider the conjugacy class of y • Any ö which occuis

in the sum (5. 5) maps to an element E9 A such that
v v

L A = ° ·v
v

If v is one cf the valuations v 2 ' ....• ,vk ' Ö is

G{Fv)-conjugate to y , so that A
V

= ° . If v lies outside

V , ö is MO{F )-conjugate .tc an element in KG Since
v v

(G, T) is unramified at v, we again have A = ° [11 (a) , ..v

Proposition 7.1]. It follows that A = 0 • In other words,v
1

ö is G(F )-conjugate to y, as we wanted tc prove.v
1

We are now done. For if ö is an element in M(F) which

is GO(F )-conjugate to y, we havev
1

-1
ö = y yy

for some element y E MO(F)K which normalizes MO • Itv 1 v 1
*follows from [1 (j), (2.4 )] that

But for any ö which occurs in the sum (5.5), the constant

c(ö} is strictly positive. It follows fram (5.5) that

IM (y , f 1) = 0 ·
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As we noted earlier, this implies that

IM (Y 1 ' f 1) = 0 ,
1

for our original point Y1 E M1 (F1 ) . Theorem 5.1 is proved.

o

COROLLARY 5.3: Suppose that G/F is as in § 1. Then for

any Sand any M E L , the distributions

are supported on chaxacters.

PROOF: The corollary follows immediately from the theorem

and Corollary 9.3 of [1 (j)].

o

Corollary 5.3 justifies the primary induction assumption

of § 1. In particular, the distributions which occur in the

invariant trace formula are all supported on characters. We

have at last finished the.extended induction argument, begun

originally in [1 (j)].
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§ 6. A convergence estimate

It is not known that the spectral expansion for I(f)

provided by Theorem 4.4 converges as a multiple integral

over t,M and ~. The main obstruction 1s the trace class

problem. This is essentially the question of showing that

the operators

@ PO,t (A,f) ,
t?:O

Q € FO, f € H (G ( A» I

are of trace class. As a substitute, we shall prove an

estimate for the rate of convergence of the x-expansion. The

estimate is an extension of some of the arguments used in the

derivation of the trace formula. Although rather weak, it

see~s to be a natural tool for those applications which entail

a comparison of trace formulas.

The estimate will be stated in terms of multipliers. Recall

[1 (d)] that multipliers are associated to elements in E(h) W ,

the convolution algebra of compactly supported W-invariant

distributions on h . For a € E(h) Wand f € H(G( A») , f
a

is the new function in H(G( A» such that

~(f ) = a(v )~(f)
a ~

11 € IT(G( A»

SimilarlYI for any function ~ € I(G( A» , there is another

function ~ E T(G( A» such thata
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TI E IIt (G ( A)) •emp

(AS in § 11 of [1 (i)], we shall semetimes regard ~ as a

function on II
t

(G ( A))emp instead of the product

Then two interpretations are of course related by the Fourier

transform

. * )on ~aG. Suppose that

Then we have

a belongs to the subalgebra C~(h)W .

(6 • 1 )

where

~ct(TT,X) = ~ .. ·~('JT,z)aG('JT,X-Z)dZ

G

= J
ia*

G

Formula (6.1) is useful because it makes sense even if ~

belongs to the larger space 1 (G( A)) . For if X remainsac

within a compact set, the function

is supported on a fixed cornpact set. It fellows that
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extends to an action of

1 (G ( A»ac

and

such that

f € Hac (G ( A»

to

00 w'
Cc(h) on

f --> f
()

extends to an action,of

(6.1) holds. Similarly,

00 W
Cc(h) on H (G( A» . Recall that ifac

X
X € aG ' f is the restrietion of f

G ( A) X -" {x € G ( A) HG (x) - X} ,

and

TI (fX) = f " X f (x) TI (x) dx ,
G( A)

1T E rI(G( A»

Then we have

(6 .2) TI ( fX ) = 'Tl ( (f ) X)
Ct a.

Setting X = 0 , we obtain the formula

(6 • 2 I ) TI E TI (G ( A")) ,

for the restriction f1 of f to G( A) 1 •
a a.

We do not want f to be an arbitrary function in

H (G( A») . We must insist in some mild support and growthac

conditions on the functions as z gets large. Fix a

height function

x e: G (A) ,

on G( A) as in § 2 and § 3 of [1 (d)]. We shall say that a
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fEH (G ( A) ) is moderate if there are positive
aC

c and d such that f is supported on

{x E G( A)

and such that

log I Ix I1 ~ c ( 11 HG (x) I1 + 1 ) }
,

sup (Ißf(x) lexp{-dIIHG(x) II}) < 00 ,

xEG ( A)

for any left invariant differential operator 11 on G (F ) •
00

In a similar fashion, one can define the notion of a moderate

function in I (G( A» • (We shall recall the precise definitionac

in the appendix.)

It is not hard to show that the map f ---> f G sends

moderate functions in H (G( A)) to moderate functions inac

I (G( A) • Conversely, we haveac

LEMMA 6.1: Suppose that ~ is a moderate function in I (G(A»).ac

Then there i5' a moderate function fEH· (G ( A) such thatac

This lemma can be regarded as a variant of the trace

Paley-Wiener theorem. We shall postpone its proof until the

appendix ..

We shall write
00 \'l .

C
N

(h) . , as usual, for the set of functions

in Coo(h)W which are supported on the ball of radius N.
c

LEMMA· 6 ":2: Suppose that f is a moderate function in
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H (G( A» • Then there is a constant c such that for anyac
(X € Ce;:;) (h) W , with N > a , the function f i8 supported on

N a

{x € G ( A) log I Ix I I $ c ( I IHG (x) I I+N+ 1 ) }

PROOF: We can use the direc~ product decomposition

G ( A) = G ( A) 1 x A
G,oo

to identify each of the restricted functions

with a function in H(G( A) 1) • The lemma then follows fram

Proposition 3.1 of [1 (d)] and the appropriate variant of

(6.2) •

o

We are now ready to state our canvergence estimate. Fix

a finite subset r of II(K) . If La € La and

the definitions of § 4 provide. a set ITdisc(LO'X)

representatians of La ( A) 1 . Let ITdisc(La,X)r

of representations in ITdisc(LO'X) which contain

in the restriction of r to K n ,La ( A) .

X E X(G,F) ,

of irreducible

be the subset

representations

LEMMA 6.3: Suppose that $ is a moderate function in

I (G( A»r . Then there are canstants C and k such thatac
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for any subset X1 of X(G,F) and any ~ E C;(h)W , with

N > 0 , the expression

....
L !Ix(epa) I

XEX1

is bounded by the supremum over X E X1 '. La E: L
0

, A € ia~
o

kN ....
C e la (\l +A) I .cr

PROOF: By Lemma 6.1 there is a moderate function f in

H (G ( A))
ac such that f = ep • Then

G

I (f )
X a

for X E: X and. a E C;(h)W • By Lemma 6.2, the function

i8 supported on a set

{x E: G( A)1 log I Ix I I s c (1+N)} ,

where the constant c depends only on f. We are first going

to estimate the sum

of noninvariant distributions. We shall appeal to two results

(Proposition 2.2 and Lemma· A.1) of [1 (d)] which apply to the
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case that G = GO • The results for general G ,_ which require

slightly different notation, can be extracted from [7]. We

shall simply quote them.

Proposition 2.2 of [1 (d)] applies to the distribution

Fix a minimal parabolic subgroup for

where T i8 a point in aO such that the function

da (T) = min {Cl (T) }
0 CLE6Q

0

i8 suitably large. The assertion is that there is a constant

Co such that if

(6 .3)

f
Cl

da (T ) > Co c ( 1+N) ,
o

is as above, then equals an expression

Here,

T'±'a (A,f) =,X Cl I 1
-1 T 1

P(Ma) tr(nal a (sA) Pa (s,A,f»
S ,X 'x a.

G 1where s is any element in WO' Pa (s,A,f) is the linear,X Cl

map from A
2

to A
2

discussed in § 4, and na1sQ,X(SA)Q,X sQ;X

is the linear map from A2
Q -tc A2 such that for anys -, X Q, X

i f t ~ € A
a
2 "and ~ E A2

pa r 0 vec ars ~ ,X ~s sQ,X'
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equals

(E
Q

stands for the Eisenstein series associated to Q, and

AT is the truncation operator.) Therefore;

(6 .4)

is 'bounded by

\' \' -1 T 1 [
L L IP (MO) I * f . * I InQ Is Q ,X (sA) PQ , X(s , A, f ll) I 1dA,

XEX 1 Q~O iaQ/iaG

where I I • 11
1

denotes the trace class room.

Suppose that f is bi-invariant under an open compact

subgroup K O of GO( A fin ) . According to Lemma A.1 of

[1 (d)], there are constants C
K

and d O such that
o

is bounded by

(6 .5)
d

C
K

(1 + I IT I I) 0 ,
o

where 6
m

is a certain left invariant differential operator

on GO(F) 1 and (·)K denotes the restriction of a given
00 0

operator to the space of Kb-invariant vectors. In order to
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is no q~eater than

It follows that (6.4) is bounded by the product of (6.5) with

as its value at a fixed point

(6 .6) sup

XEX,

Now JT(f)
X ct

is a polynomial in T , and J (f) is defined
X a

T 0 ([, (c) I § 2]). We c an

certainly interpolate J (f) from the values of JT(f) in
X a X .a

which T satisfies (6.3) ([' (d) I Lemma 5.2]). It follows that

there is a constant

the original surn

Cl I depending only on
KO

KO I such that

IJ (f ) I
X ct

is bounded by the product of (6.6) with

d
CK (' +N) 0 •

O.

Consider the ,expression (6.6). For a given Q I write



- 6.10 -

denotes the representation induced from thewhere p
O,X,o

isotypical component of a • Then

Since

the formula (6~2') leads to an inequality

The operator pO,x,o(s,A,x) is unitary, and has norm equal

to 1 . Observe also that the function" aG(oA'Z) vanishes

"unless I lzi I SN. It follows that

where

16mf (x) 1dx) • sup ( I. a
G

(a 1\ I Z) I)
ZEa G

G( A)N = {x € G( A) I I HG (x) I 1 ~ N} •
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Since f 1s moderate, the intersection of its support with

G( A)N is contained in a set

{x e: G ( A) logllxll ~. c ( N± 1.) } ,

whose volume depends expqnentially on N . Moreover, the

supremum of Il1f(x) I on G( A)N is bounded by a function

which also depends exponentially on N . It follows that

for constants Co and kO which are independent of N. On

the other hand, we can write

sup I(tG ( (J A' Z) 1

ZEaG
....

S f * ]a(v +A+l-d ldl-l
iaG

a .

where

sup
*l:l€iaG

2 dirn a G "'"
( ( 1+ I IA+l:ll 1 ) Ia (va +A+l-l) I) ,

Combining these facts~ we see that the expression (6.6) is

bounded by ~he product of
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*
X € X" 0 ~ 00 , A € iaQ and

(6 .7)

-dirn2 a G ....
(1+11AII ) !a(v +A) I •cr

We can now state an estimate for

L [J (f ) I •X a
X€X 1

In order to remove the dependence on QO , we shall replace

the supremum over 0 by one over LO € L
O . Choose positive

constants C' and k' such that1 1

d k N
Cl (1+N) 0c ·C e 0

. K O G °
Then (6.7) 1s baunded by the supremum over

,..
A € 1aL and a € ITdisc(Lo,X)r of

-0

o
X E X1' LO € L ,

Ta remave the factors (1+1 lAI 1
2) from the. estimate, we

require a simple lemma.

LEMMA 6.4: Far any integer m;;;::" we can choose abi-invariant

differential operator z on G(Foo ) , and multipliers
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f = (zf)
(11

for any function fEH (G ( A» •ac

PROOF: This follows from a standard argument, which was

f~rst applied to the trace formula by Duflo and Labesse

(see for example [1 (a), Lemma 4.1].) For any m, one obtains

a W-invariant differential. operator l; with constant coeffi

eients on h ,and functions a 1 E C~(h)W and a 2 E C~(h)W

such that

is the Dirac measure at the origin in h • Let z be the

inverse image of ~ under the Harish-Chandra map. Then

(zf)
Ct. t

as required.

[J

Returning to the proof .of Lemma 6.3, we apply.Lemma 6.4,

with m large, to our moderate function f. We see that

(6.7) is bourided ·by

I IJ (( zf) * I +X Ct 1 Cl

XEX1

Since the function. zf is also moderate, we can apply the

estimate we have obtained to each of these sums. Notice that
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dirn a

«1+11 "'11 2 ) G·· 1\sup H I (ai*a) (v cr+1\) I)

X,LO,A,o
dirn a

$ sup «1+IIAI1 2) G I~.(v +A)I"I~(v +1\)1)
1. 0 0

dirn aG
:i sup « 1+ I lAI 1

2
)

A A

lai (v o+1\) I)" supla(vo+l\) 1
dirn a-,

:i sup « 1+ 1 I v +1\ I 1
2) G I ~. (\J +1\) I) .. sup I; (\J + 1\) 1o 1. a 0

But the real parts of the points v lie in a' fixed bounded
a

set, and the functions a. decrease rapidlyon cylinders
1.

(in a sense that depends on rn) .. Therefore.

dirn a :

sup « 1+ I 1v rf +A 11
2

) G 1~. (v + A) 1)
v 1. a

< co ..

It follows that there are positive constants C1 and k 1

such that (6 .. 7) is bounded by

....
(Ia(v +i\) I) ..a

We roust convert this into an estimate for

(6 .. 8) L I (f ) ..
X Cl

X€X 1

Suppose that M € LO .. It follows from Corollary 12 .. 3 of

[1 (i)] that the function ~M(f) in Iac(M( A» is also

moderate .. Since

~M (~ (f » =
X M a
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we can apply the lemma inductively to ~M(fa) . We obtain

constants CM and kM' depending only on f, such that

I II~ (<PM (fCI» I
XEX1

is bounded by

sup

LO,A,a

....
(]a(\J +1\) I)a

The required estimate for (6.8) then follows from the estimate

for (6.7) and the formula

Cl

We shall restate the lemma in a simple form that is

convenient for applications. Let *h denote the set of elements
u

* *\J in h~/iaG such that \J = sv for some element

of order 2. Here v stands for the conjugation of

s E W

*h~ relative

*to h • As i5 weIl known, the infinitesimal character of

any unitary repre5entation TT E rr . (GO ( A) 1 )
unJ.t belongs to

*h . Ob5erve that if rand T are nonnegative real numbers,u

the set

*{v E h
u IIRe(v) ll~~, 11Im(v) llz: T}

i5 invariant under W. (An element *v E h
u

i5 only a coset

of ia~ in h;,· but I lvi I i5 understood to be the minimum
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value of the norm on the coset.)' Let h' be the orthogonal

*complement of ~G in h . Then hu can be identified with

a subset of the complex dual space of h' •

COROLLARY 6.5: Choose any function f E Hac(G( A)) • Then

there are positive constants C,k and r such that

~ C e kN ....
sup ( ICl ('J) I) ,

'JEh*(r,T)
u

for any T > 0 and any Cl E C;(h')W ,with N > 0 •

6 1 . l' co(h WPROOF: Lemma .. 3 is stated for rou tJ.p J.ers in ·C
N

) ,hut

it is equal valid if Cl belongs to C;(h') W • Tc. see this,

apply the lemma to the sequence

Cl (H+Z) = a. (H) ß (Z) ,
n n

H Eh', Z E a
G

in
co . w

Cc(h) ,where approaches the Dirac measure

at ,. The (upper) limits of each side of the resulting in

equality give the analogous inequality for Cl. Notice that

f' depends only on f' , so that f can indeed be an arbitrary
Cl

function in H (G( A))ac

We shall apply this version of the lemma to the given a,

with ~ = f G ' and with

Then
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Choose a finite subset r of IT(K) such that ~ belongs to

r (G( A))r . There-is a positive number r such that if TIac
o

is any representation in IT 't(G (A)) whose K-spectrum
un~

meets r " the point v belongs to
TI

*{v E h
u I IRe (v) I I :i r} •

va+A then belongs to

If x, L O' A

ITdisc(Lo,X)r

and

, as

o *a are elements in X1 ' L , iaL and
o

in the inequality of the lemma, the point

*h (r,T) . The corollary follows.
u

CJ



- 7.1 -

§ 7. Simpler forms of the trace formula

The full trace formula is the identity

L I~ I Iwg I-1 l: a
M

( S , y) IM (Y, f)

MEL yE{M{F))M,S

= L L I~I Iw~I-1 J aM{TI)IM{TI,f)dn

t~O MEL IT{M,t)

fEH {G ( A)) ,

given by the two expansions for I{f) in Theorems'3.3 and 4.4.

In this paragraph we shall investigate how the formula simplifies

if conditions are imposed .on f. The conditions will be in-

variant, in the sense that they depend only on the image of

f in I(G{ A)) . Equivalently, the conditions will depend

only on the (invariant) orbital integrals of f .

We shall say"that a function f E H{G{ A)) is cuspidal

at a valuation v, if f is a finite sum of functions

-1-1 f
vv

such that

f M'v, ,..

This is implied by th~ vanishing_of- the orbital' integral

IG{y"fV ,) , for any G-regular element y, E G(F
v1

)

not F -elliptic.v 1

which is
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THEOREM 7.1: (a) If f is cuspidal at one place v 1 ' we

have

t~O rrEJIdisc(G,t)

I(f) = L Ga d , (rr)IG(rr,f)
~sc

(b) If f is cuspidal at two places v 1 and v 2 ' we have

I(f) = L aG(S,Y)IG(Y,f)

YE(G(F))G,S

PROOF: We can aS5ume that

so that

f = 0v
1

,M

Part (a) will be a special case of the spectral expansion

I (f) = L L Iw61 Iw~ I-1 . J a
M

( Tl" ) IM ( TI , f ) d Tf

t~O MEL IT(M,t)

The main step is to show that if M E La ' then

1
TI E ITunit(M( A) )

But this i5 very similar to the proof of Lemma 5.2. Using the

splitting formula [1 (j), Proposition 9.4], we reduce the

problem to showing that
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TT 1 € II "t(M(F », X1 € aM ,M € La. un1 v 1 ,v1

We then apply the expansion [1 (j), (3.2)] into standard

representations, and the deseent formula [1 (j) ,Corollary 8.5].

Since is unitary, the required vanishing forrnula follows

as in Lemma 5.2. In particular, the terms with M * G in

the spectral expansion all vanish. Moreover,

GI a (TT)IG(TT,f)dTT

II(G,t)

=

TTEIId " (G,t)
. 1SC

since

Part (a) follows.

Suppose that f is also cusp1dal at a second place v 2 .

Part (h) will be a special case of the geometrie expansion

I (f) = L I~ 1 1w~ I - 1 I aM
(S , y) IM ( Y, f)

MEL y€{M(F»M,S

The set s 1s large enough that it eontains and

and so that f belongs to H{G(F S » . Write
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where 51 and 52 are disjoint sets of valuations with the

closure property, whieh contain v 1 and v 2 .respectively,

and whose union is 5. Frorn the splitting forrnula [1(j),

Proposition 9.1], we obtain

The distributions on the right vanish unless L1 = L2 = G .
G .

Moreover, dM(G,G) = 0 unless M = G • It follows that if

M * G , the distribution IM(y,f) equals 0, and the eorres

ponding term in the geometrie expansion vanishes. This gives

(b) •

Cl

COROLLARY 7.2: Suppose that f is euspidal at two places.

Then

. GL a (S, y) I
G

(y , f) =
YE(G(F»G,S

L L a~iSC(~)IG(rr,f)
t~O lTEIIdisc(G,t)

Cl

For simplicity, we shall assume that' G = GO in the rest

of § 7. We shall also assume that. f E H(G( A») is such that
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With additional invariant restrietions on f we shall

be ahle to simplify the trace forrnula further.

COROLLARY 7.3: Suppose there 1s a plaee v
1

such that

tr 'Ti' 1 (fv ) = 0 ,
1

'Ti'1 E TI "t(G(F »unl. v 1

whenever

tation

G
0'1 '

Then

is a eonstituent of a (properly) indueed represen-

0'1 E TI °t(M(F », M € La •unl. v 1

l(f) = L tr(Rdise,t(f»

t~a

where R
d

" denotes the representation of G( A) onl.sc,t

2 \Ld " t (G (F) AG G ( A» •l.se, , co

PROOF: lf M belangs to La the eandition implies that

tr crG
1

(f ) = 0 ,
v

1

so that f M = 0 • Therefore f is cuspidal at v
1

• Applying
v l'

part (a) of the theorem, we obtain

l(f) = L
t~O 1TETIdisc (G,t)
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\' ~ ~~ I I G -1 \' I 1- 1
l.. L lW"o- wol l.. det(s-1) G tr(Ma!sa(O)Pa,t(s,O,f)),

t~O MEL sEW(a
M

) aMreg

in the notation of § 4. Here, Q 1s any element in P(M) • If

M * G ,

i5 a linear combination of characters of unitary induced

representations. It vanishes by aS5umption. If M = G ,

by definition. The co~ollary follows.

c

COROLLARY 7.4: ~uppose there is a place v 1 ' such that

for any element y, E G(F ) which i5 not semisirnple andv
1

F -elliptic. Suppose also that f i5 cuspidal at anotherv 1
place vi . Then

I(f) = I VOl(G(F,Y)AG,oo\G( A,y)) f f(x- 1yx)dx

yE{G(F)ell} G( A,y)\G( A)

where {G(F)ell} denote5 the set of G(F)-conjugacy classes

of ,F-elliptic elements in G(F) , and G(F,y) and G( A,y)

denote the centralizers of y in G(F) and G( A)
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PROOF: The condition5 imply that f 15 cU5pidal at V,
and ~2 · We can therefore apply the formula

I(f) = L· aG(S,y)IG(y,f)

y€(G(F»G,S

of the theorem. If an element y € G(F) 1s not F-elliptic,

it i5 not F -elliptic, andv,

IG(y,f) = 0 ·

The corollary then follows from Theorem 8.2 of [-, (g)] and the

definition of IG(y,f) .

[J

The conditions of Corollaries 7.3 and 7.4 sometimes

arise naturally. For exarnple, if v, is discrete, Kottwitz

[" (b)] has introduced a simple function f which sat1sfiesv,
the conditions of Corollary 7.4. Kottwitz also e5tablishe5 a

version of this corollary in [" (b)]. He imposes stronger conditions

at v 2 ' but derives a forrnula without resorting to the invariant

trace formula.

For another example, take G = GL(n) . Suppose that f is

cuspidal at v
1

• Anyelement Y1 E G(F
v1

) which is not

F -elliptic, belong to a G(F )-conjugacy classv 1 v 1

G

°1 '

Consequently,.
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o ..

Therefore, the first condition of Corollary 7.4 is satisfied ..

Moreover, it is known that any induced unitary representation

0, E TI 0t(M(F », M € L',
un~ v,

1s irreducible ([ 3], ['5]).. Since

the condition of Corollary 7 .. 3 also holds .. Cornbining Corollaries

7 .. 3 and 7 .. 4, we obtain

COROLLARY 7 .. 5: Assume that G = GL(n) , and that f is cuspidal

at two places v, and v 2 .. Then

2 VOl(G(F,y)AG,oo,G( A,y» f f(x-'yx)dx =
y E {G (F) e 11 } G ( A, y) '\.G ( A)

= L tr (Rd ° t (f) ) ..
~sc,

t;;:O

[]



- 8. 1 -

§ 8. The example of GL(n) . Global vanishing properties

The simple vers ions of the trace forrnula were obtained

by placing rather severe restrietions on f . In many

applications, one will need to prove that certain terms

vanish for less severely restricted functions. We can

illustrate this with the example of GL(n) , begun in § 10

of [1 (j) ] •

Adopt the notation of [1 (j), § 10]. Then

*n G ---> G = (GL(n)x ..... xGL(n»~e*
\ J

"Y

is a given inner twist, and G' stands for the group GL(n) ,

embedded diagonally in (G*)O. Let us write L' for the set

of Levi subgroups of G' which contain the group of diagonal

matrices. For each L E LI , we have the partition

p(L) :::: ••••• ,=n ,
r

of" n such that

Support that J.l 1 and J.l 2 are partitions of n . We shall

write J.l 1 S J.l 2
, as in [1(c), § 14 ] , if there are groups

L1 c L2 in L' such that J.l 1 = p(L 1) and p = P (L 2) .2
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We shall assume that n(Mo) is contained in a standard

Levi subgroup of (G*)o , and that the restrietion of n to

~o
is defined over F. Then the map

M ---> MI = n(MO) n G' , M € L ,

is an injection of L into LI • The image of this map

is easy to describe. For as in [1 (j), § 10], we can assume

that

O'n n
G (E) = 'GL (Ci ' D€lE) x •• • • • xGL (Ci' D0E) ,

, J
"Y

, l.1

where ElF is a cyclic extension of degree
-1

ZE =.f..f. 1 ' d is

a divisor of n, and Dis. a division algebra of degree d 2

over F . The minimal group MI in the image corresponds to

the partition

}J (d) =. (d, ••• , d)

The other groups in the image correspond to partitions

(n 1 , ..• ,nr ) such that d divides each n i . For each valuation

v , we shall write d v for the order of the invariant of the

division algebra at v. Then d is the least comrnon multiple

of the integers d v

In [1 (j), § 10], we described the norm mapping y __> Y I

from (orbits in) G(F) to (conjugacy classes in) GI (F) . It can

be defined the same way for any element M E L • We also
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investigated eertain funetions on the loeal groups G' (F ) •v

Let f' =-I--lf' be a fixed funetion in H(G( A» whose
v v

loeal eonstituents satisfy [1 (j), (10.1)]. That is, the

orbital integrals of f' vanish at the G-regular elementsv

whieh are not loeal norms.

-PROPOSITION 8.1: Suppose that L E L land that 0 E L(F) .

Ernbed ö in (L(F) )L,S s ~ S is a large finiteram

set of valuations. Then_

I
L

( ö , f I) = 0 ,

unless L· = M' and ö = y I , for elements M E Land y E M(F) .

PROOF: In the orbital integral, 0 is to be eonsidered as a

point in L(F S) . We roust therefore regard

f' = TI f~

vES

as an element in H(G' (FS» • Assume that IL(ö,f') * 0 . We

must deduce that L = MI and. ö = y' .

The first part of the proof is taken from p.73 of [1 (c)].

Applying the splitting formula [1 (j), Corollary 9.2], we

obtain

(8 • 1 ) I
L

(ö, f') =
AL

L d ( {L }) I LV ( ö , f 1 L )v v,
{L } v

v

where the sum is taken over collections
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and d({L })
v i5 a constant which vanishes unless

(8 .2) @
vE5

L
a v

L

By aS5umption, the left hand side of (8.1) is nonzero. There-

fore, there is a collection

such that

{L }
v for which (8.2) holds, and

for each v E 5 • This implies that

v ES.

Our first task is to show that p(d) ~ p(L) . Let p be any

rational prime, and let k
be the highest 'of whichp power p

divides d . Since d is·the least common multiple of {d } ,
v

there is a valuation v E S such that k divides d Butp v .
the invariants of a central simple algebra sum to 0, .50 there

must be a valuation wES , distinct fram v, such that
k'

P

also divides d It follows that k :;;; p(L ) and. p(p )
w L L v

k
~ p(L ) Since a v n a W = {O} we can applyp(p ) . , Lenunaw L L.

14 • 1 of [1(c)]. The result is that k
~ P (L) otherp(p ) . In

words, the integer k
p divides each of the numbers

which make up the partition p(L) . The same is therefore true
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of the integer d, so that p(d) S p(L) • In other words,

L = MI for an element M € L •

The next step is to show that ö belongs to the set

Assurne the contrary. Then there is a character ~ E X(MI)F

such that ~(ö) is not a loeal norm at same place~ Conse-

quently, ~(ö) is not a global norm. It follows from global

class field theory that ~(ö) is not a loeal norm at two

plaees and" v
2

• We can assume that v 1 and both

belong to 5, and that the sets 51 = S,{v
1

} and 8
2

= {v2 }

both have the closure property." Define

f I = \' f I
i l.. v'

vES i

i = 1,2 •

Then by the splitting formula [1 (j), Proposition 9.1], we have

I
L

(ö, f I) =

It follows that there is a pair L
1

,L2 E L(L) such that

Gd L (L 1 ,L
2

) ~ 0 rand

i = 1,2 •

Now, by Lemma 10.1 of [1 (j)], we can write

~ (8) = ~1 (8) E;2 (8) ,
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Suppose that ~1 (ö) is a global norm. Then it is everywhere

a local norm, so that ~2(ö) is not a loeal norm at

follows without difficulty from the given property of
.... L 2 '

that I
L

(ö,f
2

,L
2

) vanishes. This 1s a eontradietion.

the other hand, if ~1 (ö) is not a global norm, it is

a loeal norm at two places in S. At least one of these
....~1

places must belong to S1 • It follows easily that I L (ö,fi,L
1

)

vanishes. This too is a eontradietion. It follows that ö

belongs to the set MI (FS)M .

The final step 1s to apply [1 (j), Proposition 10.2]. This

vanishing result was stated only for loeal fields, but by the

splitting formula it extends immediately to GI (Fs ) . Since

I MI (ö,f l
) does not vanish, and since ö belongs to

MI (FS)M the element ö roust belang to a smaller set

MI(FS)M ;-1.-1MI (Fv)M

vES

(The set MI (Fv)M was defined in the preamble to [1 (j),

P~oposit10n 10.2].) Now, any element in MI(Fv)M is the Ioeal

norm of an element in M(Fv ) [1 (j), Lemma 10.4]. Since 5 is

large, this implies that ö i5 everywhere a Ioeal norm. One

can then show that ö is the global norm of an element in

M(F) . (See [2, Lemma 1.1.2].) In other words, ö = yl , for

some element y E M(F) . This eoropietes the proof of the

proposition.

0

. - ..
PROPOSITION 8 • 2 : Suppose that L1

c L are elements in LI ,
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and that S ~ S is a large finite set of valuations.ram

Then

I
L

( 7T , Y, f I) = 0 ,

for any Y E a
L

and ,any induced representation

unless both L 1 and L are the images of elements in L.

PROOF: Suppose that IL(TI,Y,f ' ) * 0 • Using the sp~itting

formula [1 (j), Proposition 9.4], we first argue as at the

beginning of the proof of the last proposition. This establishes

that L = MI , for some element M E L • We then apply the

loeal vanishing property [1 (j), Proposition 10.3]. This

proves that L
1

= M1 ' for another M
1

E L •

o

Propositions 8.1 and 8.2 are the first steps toward

comparing the trace formulas of G and GI • They assert

that for functions f' on GI (A) as above, the distri-

butions vanish at data which do not come from G. The trace

formula for GI becomes

I I~! I~~ I-1 I a M
I (S, Y I') IM' (Y I , f ' )

MEL YE(M(F»M,S

= \' \' _--.MI I G -1 M'
~ ~ Iwo Wal f a (TI)IM ,(1T,f')d1T

t~O MEL IT(M' ,t)
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It is considerably harder to compare the terms which remain

with the corresponding terms for G. This problem will be

one of .the main topics of [2].
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Appendix. (The trace Paley-Wiener theorems) ,

We shall prove Lemma 6.1. The result can be extracted

from the trace Paley-Wiener theorems [6(a)], [6(b)], and

[5], [14] for real and p-adic groups. For implicit in these

papers is the existence of a continuous section ~ ---> f

from I(G(Fs»)r to H(G(Fs»r ' in which the growth and

support properties of f can be estimated in terms of

those of ~ . I am indebted to J. Bernstein for "explaining

this to me in the p-adic case.

Suppose that S is any finite set of valuations of

F with the closure property. The nation of a moderate

function fEH (G (F
S

) )
ac can be characterized in terms of

the behaviour of. the functions

bf (x) = f(x)b(HG(X» ,

Indeed f will be moderate if and only if there are positive

constants c and d such that for any N > 0 , and any

(i) fb belongs to Hc (N+1) (G(F
S

) , the set of functions in

H(G(FS» supported on the ball af radius "c(N+1) , and

Rere,

(A.1 ) I Ih I I = sup 1ßh (x) I
xEG (FS )



where 6 is an arbitrary (but fixed) left invariant

differential operator on G(FS n S) , while
co

(A. 2)

r

eS (b) = L 5 U p IDk b (X) I
k=1 XEaG,S

for invariant differential operators D
1

, ••• ,Dr on aG,S

whieh depend only on ß. (If S eonsists of one discrete

valuation, we take 6 and {Dk } to be eonstants.) The reader

can 9heck that this definition is· equivalent to the one in

§ 6. Similarly,the notion of a moderate funetion 4> E I (G(FS»ae

ean be defined in terms of the behaviour of the funetions

More precisely, ~ is said to be moderate if there are positive

constants e and d such that for any N > 0 , and any

(i) <pb belongs to I e (N+1) (G (Fs» , and

Recall ([ 1 (i) ]) that I e (N+1) (G (Fs) ) is the set of lJJ E I (G (FS) )

such that for every Levi subset

M = 11Mv
vES

of G over FS ' and every representation
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cr = @ 0'
Vv

the function

w(a,X) = * J w(a~,hG(X»e-A(X)dA

iaM,s/iaG,s

is supported on the ball of radius c(N+1) . In the second

condition, it is understood that

(A. 3) I Iw 11 1 = sup I 11 ' w(a , X) I
XEaM,s

where 6 ' is an arbitrary invariant differential operator on

aM,s n s
co

for some fixed M and o , while o(b) is a

semi-norrn on

only on 6 ' .

of the form (A.2) which depends

LEMMA A.1: 'Suppose that r is a finite subset of IT(K)

Then there 1s a continuous linear map

with the following four properties.

(a) h(q,)G = 4> ,

(b) h (4) b) = h(4))b

(c) There is a positive constant c

N > 0 , the image under h of

such that for each
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in He (N+ 1) (G ( F s) ) r

(d) There is a positive constant d such that

where 1 I· I I is an arbitrary semi-norm of the form (A.1),

while I 1·1 I f is a finite SUffi of semi-norms (A.3) which

depends only on j I · I I ·

Lemma 6.1 follows easily from Lemma A.1. Take S ::> Srarn

to be a large finite set of valuations of F, and let $ be

a moderate function in Iac(G(Fs»)r. Let {bi} be a smooth

partition of unity for aG , and set

b.
f = L h(ep ~)

i

Then f obviously belongs to Hac(G(Fs)r . We have

b. b.
f G L h(ep ~) = L ~

~ ep= = .
G

i i

co
Suppose that N > 0 and that b E C

N
(aG) . Then

fb
b b bib

= L h(ep i ) - h (L ep ) = h (epb)

i i.

The required support and growth properties of fb then follow

from conditions (c) and (cl) of Lemma A.1.

c

The main point, then, is to establish Lemma A.1. It is
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evident that we can treat the valuations in S separately.

We shall therefore assume that S consists of ane valuation

v . Ta simplify the notation, we shall also assume that F

itself is a local field (rather than a number field), so

that F = Fv = FS ·

Suppose first that F is non-Archimedean. In this case,

the space a 1s discrete, and the required condition (b)G,v

presents no problem. For if h satisfies all the conditions

but this one, and if

={1, z=x
0, Z * X ,

for elements X,Z E aG ,the map,v

ep -> L
XEa

G ,v

will satisfy all the required conditions. It is therefore

enough to construct a map h for which the conditions (a),

(c) , and (d) hold.

The Bernstein center is a direct sum

Z(G(F)) =®Z(G(F))
X X

of components indexed by supercuspidal data X. Recall that

a supercuspidal datum 1s a Weyl orbit

Gs € Wo} ,
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where L
O

is a Levi subgroup of GO and r
O

is an irreducible

supercuspidal representation of LO(F) 1 which 1s fixed by some

element in w~. The definition, in fact, is in preeise ana

logy with that of a euspidal automorphie datum, given in § 4.

We also recall that

Z(G(F» = Z(GO(F»)
X X

is isomorphie to the algebra of finite Fourier series on the

torus

*A E iaL }°,v

which are invariant under the stabilizer of the torus in Wo .

Let X(F)r denote the finite set of data x such that

contains a representation in the restrietion of r to

K n LO~~) . Then X(F)r is a finite set, and

Z(G(F)r = EB Z(G(F))
X

XEX(F)r

1s a finitely generated algebra over ~ • Let z1 = 1 ,

z2' ..• 'Zn be a fixed finite set of generators. There are

actions ~ ---> z~ and f ---> zf of Z(G(F»)r on I(G(F))r

and H' (G (F) ) r ' and the module T (G (F) ) r is f~nitely ,gen'erated

over Z(G(F))r. Let ~1 = 1'~2'.·.'~m be a generating set.

Then any f~nction ~ € I(G(F))r can be written as a finite

sum
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(A. 4)

where

m
C~(ZY<jlj)ep = L L ,

j=1 y

{ci} are complex numbers, and where
y

for any n-tuple

Of nonnegative integers. Assume .that the functions

X --> ep (1T,X) ,
j

11' E IT
t

(G(F)), X E aG 'emp ,v

are supported at X = 0 . Then by the trace Paley-Wiener

theorem, there are functions f 1 , ••• ,fm in H(G(F) 1)r such

that

ep. •
J

We are going to define

(A. 5) h(ep) =

However, the expansion (A.4) for ep is not unique. We roust

convince ourselves that it can be defined linearly in terms

of ep in a way which iso sensitive to the growth and support

properties of ep.
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We can identify each ~ € I(G(F»r with a collection

of functions

in which

(; = (M, a) ,

*A € iaM,v

1
M € L, cr € II t (M(F»emp

ranges over a finite set of pairs which depends only on r.

Each ~o is a finite Fourier series which is symmetrie under

the stabilizer Wo of the orbit {aAl in W(aM) • The size

of the support of ~ is deterrnined by the largest degree

of a nonvanishing Fourier coeffieient. Let I 1~1 I I denote

the largest absolute value of any of the Fourier coefficients.

It is a eontinuous semi-norm on I(G(F»r of the form (A.3).

Let us embed I(G(F»r into the spaee )(G(F»r of

colleetions

of finite Fourier series whieh have no syrnrnetry condition.

Then ](G(F»r is also a .finite Z(G(F»r-module. Byaveraging

each function over Wo ' we obtain a Z(G(F»r-linear projeetion

W---> W from ](G(F»r onto I(G(F»r. We can assume that

our generating set for I(G(F»r is of the form

~. = W·
J J

1 ~j Sm,
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~1 = 1, ~2'···'~m generate ](G(F))r

Now, for each 0 = (M,a) , we fix a basis of the lattice

a • This allows us to identify the corresponding functionsM,v

with finite sums

(A. 6)

in which

~ = L b y6o 6,0
6

b ß E: a: ,
, 0

runs over Zd , and

denote5 the function on {aA} who5e ßth Fourier. coefficient i5

1 and whose other Fourier coefficients vanish. The functions

and -1y.
1.

of course belong to ] (G (F) ) r ' so we can define

finite expansions

SUbstituting these expressions into the ßth term of (A.6) ,and

iterating

times, we obtain an expansion
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1II = \' \' c j ( zY,h . )
'+'0 L L y,o '+'J

j Y

which is now weIl defined. If ßmax and Ymax index the

nonvanishing coefficients of greatest total degree in the

expansions (A.6) and (A.7), one sees that

and

for constants c and d which depend only on r. Finally,

observe that if Wo equals an element $0 in I(G(F))r' we

can project,each side of (A.7) onto I(G(F))r. We obtain a

canonical expansion

'" = \' \' c
j

(zY'" .)
't' 0 L L y, 0 'f'J

j Y

We have shown how to define the expansion (A.4) in a way

that depends linearly on ~. Moreover, if ~ belongs to

IN(G(F))r ' and Ymax indexes the nonvanishing coefficient

of highest degree in (A.4), we have

(A. 8)

and

Iy I < c(N+1)
max -
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sup ( Ic j I) ~ 1I cf> I 11 dN ,
Y

for fixed constants c and d . We are thus free to define

h(cf» by (A.5). It remains to check conditions (c) and (d)

of Lemma A. 1 •

Let KO be an open compact subgroup of GO(F) which lies

in the kernel of each of the representations in r . Set

equal to the characteristic function of KO divided by the

volume of KO • Then go acts by convolution on H(G(F))r as

the identity. The algebra Z(G(F))r acts on H(GOtF))" so we

can set

These functions each belang to

1 ~ i ~ n •

°H(G (F)) , and they commute

with-each other under convolution. Consequently, for any

the function

is weIl defined and belongs to H(GO(F)) • Since Z(G(F))r

acts as an algebra of multipliers 'on H(G(F))r ' the function

(A.5) can be written

h(~) = I I C~(gY*fj)
j Y
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To estimate the support of h(~) , we use the inequalities

and

supp(g*h) c supp(g) ·supp(h) , g E H(GO(F», h € H(G(F» ,

both of which are easily established. It follows that h(~) 1s

supported on a set

{x E G(F) log I Ix I I ~ c 1 ( Iy 1+ 1 ) }max

where C
1

is a constant which is independent of f. The support

condition (c) of the ·lemma then follows from (A.8). To establish

the growth condition (d) , we may assume that \ I • I I is the

supremurn norm on H(G(F)) . Then

I I g *h I 1 :;a 1 I g I 1 1 I I h I I , g € H(GO(F»), hE H(G(F») ,

where 11.11 1 is the L1-norm. Condition (d) then follows from

(A.8) and (A.9). This completes the .proof for non-Archimedean F.

Next, suppose that F is Archimedean. If G * GO , we

must invoke our'assumption that G is an inner twist of

G* = (GL(n)x ••••• xGL(n» ~e* ,

in order to have the trace Paley-Wiener theorem. (See [2, Lemma
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I.7.1J.) We shall say no mare about this case. For ane can

obtain Lemma A.1 from the trace Paley-Wiener theorem by

arguing as in the connected case ·below. We assume from

now on that G = GO . In this case the lemma is implicit

in the work of Clozel-Delorme [6(a)], [6(b)]. They construct

a function f = h(~) for every ~ , and they give an estimate

for the support of f which is stronger than our required

condition (c) . Our main tasks, then, are to convince

ourselves that the map ~ ---> h(~) is weIl defined, and to

check the growth conditions (d) . We shall only sketch the

argument·.

The analogy between real and p-adic groups becornes clearer

if we describe the steps of Clozel-Delorme in a slightly

different order fram that presented in [6(a)]. Let V
K

(G(F)1)r

be the space of distributions on G(F) 1 which are supported

on K, and which transform under K according to representations

in r . For a typical exarnple, take ~ E f, and let X be an

element in U(g(F) 1)K , the centralizer of K in the universal-

enveloping algebra. Then the distribution

X
~

f -> f (Xf)(k)tr(ll(k))dk ,

K

f E Cco(G(F) 1)
c

1belangs to VK(D(F))r Suppose that D is any element in

1
VK(G(F) )r · Since it is a compactly supported distribution,

it ·can be evaluated at a smaoth function fram G(F) ta same

vector space. In particular, one can evaluate D on the

function TI(x) ,for TI E IT(G(F») , ta obtain an operator

7T (D) • Set
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DG ( 'IT) = tr ( 'IT (D)) , 11 E JItemp (G (F) )

Then DG is a 5calar valued function on JItemp(G(P)) • Let

1
U5 write ßG(G(F) )r for the space of complex valued functions

o on IT t (G(F)) which satisfy the following two conditions.emp

(i) ö('IT) = 0 ,. unless 'IT contains a representation in r.

(ii) For any Levi subgroup M E L , and any a E II
t

(M (F)) ,
emp

the function

A --> ö(a~) , *A E aM,O: '

*i5 a polynomial which is invariant under aG,~.

into

1It i5 easy to see that the map D --> DG sends VK(G(F) )r

1
ßK(G(F))r One of the main steps in the proof of

Clozel-Delorme can be interpreted as an assertion that the

0 E llK(G(F) 1) r is

X . This is
~

of the action of

the image of a finite sum of distributions

map is surjective. In fact, any function

obtained by combining the characterization

U(g(F) 1)K on a minimal K-type ([6(a), Theorem 2] and

J6(b), Theorem 2]) with the reduction argument based on

Vogan's theory ·of minimal K-types ([6(a), p.435]).

1
Smooth multipliers on G(F) map VK(G(F) )r to H(G(F»r .

More precisely, if D E VK(G(F) 1)[ and a E C~(h)W , there

i5 a unique function Da in H(G(P»r such that

(A. 10) 11 (D ) = a (v ) 'IT (D)
Cl TI

TI E II(G(F» .
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(See [6(a), Lemma 6].) Observe also that if 0 belongs to

1
ßK(G(F) )r ' the function

W E TItemp(G(F)) ,

belongs to I(G(F))r . It is clear that

'DG •,0.

The second main step of Clozel-Delorme can be interpreted as

co W
an assertion that over Cc(h) , the module I(G(F))r has a

1
firiite set of generators in 6K (G"(F) )r · In other words, there

is a finite set 01 ' •••.• ,0 of elements in, m

the property that any function * E I(G(F))r can be written

(A. 11 ) * = 01 +••••• +0,a, m,a. m

for multiplie~s a
1

, ••• ,a
m

in C~(h)W . Fix elements D
1

, ••• ,Dm,
in VK(G(F) )r such that

1 :;;; j ~ In •

We are g01ng to define

(A. 12 ) D
1

+ ••••• +D,CL, m,am

However, we shall first indicate briefly how the expansion

CA.'1) can be defined in terms of, * so that it has the
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the approriate properties.

As in the p-adic case, we can identify each ~ € ·I(G(F))r

with a collection of functions

in which

o = (M,o) ,

ranges over a finite set of pairs. For each ~ one constructs
'*'0 '

*a Paley-Wiener funetion ~o on h~ by following the proeeed-'

ure on p. 439 of [6(a)]. Clozel and Delorme then appeal to

a result in [1 3·], which as serts tha t

for elements u 1 = 1,u2 , ... ,ud in S(h
1) , the symmetrie

algebra on" h 1 . Indeed, one need only take {u i } to be

homogenous elements which form a basis of the quotient f~eld

of S(h) over that of S(h)W. From the corollary of .Lemma 11

of .[9(a)], one can then eonstruct eontinuous projections

1 ~ i ~ d

whose suro is the identity. Apply the decomposition to <1> o

and then restriet the funetions obtained to the af~ine sub-

spaces of *
h~ • This provides a weIl defined
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expansion (A.11) for ~o • The expansion for ~ i8 then the

corresponding SUffi over o. In particular, we take { ö1 ". · · , cS m}

to be the union over 0 of the sets of d. functions

*A e: iaM .

It follows that the expansion (A.11) is given by a weIl

defined linear map

(A. 13) 4> --> (a 1 ' · · · , etm) ,

The map h is then determined by (A.12).

It i8 clear from the definitions that h(4))G equals ~ .

The other conditions of the lemma corne from properties of the

map (A.13). For one can check that the rnap commutes with the

* Co:t(h)Wnatural action of iaG on I(G(F»r and . Thisc

gives the required condition (b) . If 4l E IN(G(F»r , N > 0 ,

it can be shown that each CL belangs to C; (lt) W. Since
J.

the support of a function (or distribution) behaves weIl

under the action of a multiplier, condition (c) fellows. To

prove (d), first note that a semi-norm (A.1') is continuous on

the Schwartz space of G(F) • It follows frem the corollary

of Theorem 13.1 of [9(b)] that the value of any such semi

norm on h(~) is bounded by a finite sum of continuous semi-

norms, evaluated at clas8ical Schwartz functions

A --> *A E ia
?

i5 the induced
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representation of G(F) . We are assuming that h(~) is

given by (A.12), so that

m A

I p (. aA' h (cP )) = Lai (\) a+ A) I p ( aA' Di )

i=1

I

But for any -k there is a semi-norm I I· I lk on I(G(F)) of

the form (A.3) such that

*for any A E ia
E

and any cP E IN(G(F)) , N > 0 . This is a

consequence of the continuity properties of the rnap (A.13).

The final condition (d) of the lemma folIows.

o
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