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Feigin B.L. and Fialowski A.*

## Introduction

In this paper we compute the one and two dimensional cohomology of the maximal nilpotent subalgebras of affine Lie algebras with coefficients in the adjoint representation. We also prove one of the possible analogies of the Bott-Kostant theorem for current Lie algebras. This article is an enlarged version of the note [4].

Let $\mathfrak{g}$ be a complex semisimple finite-dimensional Lie algebra, $\mathfrak{g}=\mathfrak{n}_{-} \oplus \mathfrak{h} \oplus \mathfrak{n}_{+}$its Cartan decomposition, $\hat{\mathfrak{q}}=\mathfrak{q} \otimes \mathbb{Q}\left[t, t^{-1}\right]$ the corresponding current Lie algebra, i.e. the Lie algebra of functions $S^{1} \longrightarrow \mathbb{B}$, having a finite Laurent expansion, with the bracket given by the formula $[f, g](x)=[f(x), g(x)], f, g \in \hat{g}, x \in S^{1}$. Note that $\hat{\mathfrak{g}}$ admits the natural grading: $\hat{\mathfrak{y}}=\hat{\theta}_{\mathrm{m}}$ where $\hat{\mathfrak{g}}_{\mathrm{m}}=\mathfrak{g} \otimes \mathrm{t}^{\mathrm{m}}$. Let us denote $\left(\mathfrak{n}_{+} \otimes 1\right) \oplus(\mathfrak{g} \otimes \mathrm{t}) \oplus\left(\mathfrak{g} \otimes \mathrm{t}^{2}\right) \oplus \ldots$ by $\hat{\mathfrak{n}}_{+}$and $\mathfrak{g} \otimes \mathbb{C}[t]$ by $\mathfrak{g}[t] ; \hat{\mathfrak{n}}_{+}$and $\mathfrak{g}[t]$ inherits the grading from. $\hat{\mathfrak{B}}$. We shall identify $\mathfrak{g}$ with $\mathfrak{g} \otimes 1 \subset \hat{\mathfrak{g}}$.

Recall that a current algebra is the quotient of an affine Lie algebra by its centre ([10]). Note that the main idea in the investigation of the conomology of current algebras (as well as the other Kac-Moody algebras) is the analogy with the theory of finite-dimensional semisimple complex Lie algebras. In particular, $\hat{\mathrm{n}}_{+}$is a counterpart of the maximal nilpotent subalgebra of a finite-dimensional semisimple tie algebra. So, we can use the well-known methods for computing the cohomology with the help of the Laplace operator ([11]), the Bernstein-Gelfand-Gelfand resolvent ([2]) etc. In [9] V. Kac proved that the cohomology space of $\hat{\mathfrak{n}}_{+}$with trivial coefficients is in one-one correspondence with the group algebra of the affine weyl

[^0]group. As a consequence he obtained the Kac-MacDonald's identities.

Another approach to the cohomology of current algebras uses the ideas from the cohomology theory of the Lie algebra of tangent vector fields on a smooth manifold ([8]). Now we are going to use both methods.

In [12] Leger and Luks computed $H^{2}\left(n_{+} ; n_{+}\right)$(for another computation see [17]). They used the following method. The cohomology of $\mathfrak{n}_{+}$with coefficients in an irreducible finitedimensional representation $V$ of $g$ is well-known. Namely, the Bott-Kostant Theorem (see, [11],[2]) asserts that $\operatorname{dim} H^{i}\left(n_{+} ; V\right)$ is equal to the number of elements of length $i$ in the weyl group of $\mathfrak{g}$. In particular, we know $H \cdot\left(n_{+} ; \mathfrak{g}\right)$, where $\square$ is the adjoint representation. Consider now the exact sequences of $\mathfrak{n}_{+}$-modules:

$$
0 \rightarrow n_{+} \rightarrow \mathfrak{g} \rightarrow \mathfrak{g} / \mathfrak{n}_{+} \rightarrow 0,0 \rightarrow \mathrm{~h} \rightarrow \mathfrak{g} / \mathfrak{n}_{+} \rightarrow \mathfrak{n}_{+}^{*} \rightarrow 0 .
$$

Here $\left(\mathfrak{g} / \mathfrak{n}_{+}\right) / \mathrm{h}$ can be identified with $\mathrm{n}_{+}^{*}$ by means of the Killing form. These sequences allow us to reduce the computation of $H^{2}\left(n_{+} ; n_{+}\right)$to that of $H^{1}\left(n_{+} ; n_{+}^{\star}\right)$ and this space can be determined directly. In this paper we compute $H^{i}\left(\hat{\mathrm{r}}_{+} ; \hat{\mathrm{r}}_{+}\right)$for $i=1,2$, generalizing the method in [12]. Another approach to affine algebras is contained in [6].

In Section 1 we prove a Theorem, analogous to the BottKostant Theorem, while in Section 2 we calculate $H^{i}\left(\hat{n}_{+} ; \hat{n}_{+}\right)$for $i=1,2$.

The authors are grateful to Dmitrij Fuks and George Leger for their useful comments.

1. Computation of $H \cdot\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathfrak{g}}\right)$

The Bott-Kostant Theorem can be generalized to affine Lie algebras at least in two ways. The most direct generalization is the following one: if $V$ is an irreducible representation of the current algebra with dominant highest weight, then
$\operatorname{dim} H^{i}\left(\hat{n}_{+} ; V\right)$ is equal to the number of elements of length $i$ in the Weyl group. The proof is similar to that of the finitedimensional case. The adjoint representation however is not a module of highest weight.

In this Section we give another generalization of the Bott-Kostant Theorem, namely we compute the cohomology of $\hat{\mathfrak{n}}_{+}$with coefficients in modules similar to the adjoint module consisting of functions on the circle $S^{1}$ with values in the representation space of $g$.

Let $V$ be a representation of $g$, $A$ a $\mathbb{C}$-algebra and $\varphi: \mathbb{C}\left[t, t^{-1}\right] \rightarrow A$ a homomorphism. Define a representation of $\hat{\mathfrak{g}}$ in $V \otimes A$ by the formula
$(x \otimes f)(v \otimes a)=x(v) \otimes \varphi(f) a, x \in \mathfrak{g}, v \in V, f \in \mathbb{C}\left[t, t^{-1}\right], a \in A$.
We need two special cases: $A=\mathbb{C}\left[t, t^{-1}\right], \varphi$ is the identity map and $A=\mathbb{C}, \varphi(f)=f(1)$. In the first case denote the module $V \otimes A$ by $\hat{V}$ and in the second case by $V_{1}$. The elements of $\hat{V}$ are rational functions $\mathbb{C} \longrightarrow V$, regular outside the origin. The mapping, sending a function $\mathbb{C} \longrightarrow V$ to i.ts value at 1 , is a homomorphism $\hat{V} \longrightarrow V_{1}$.

The space $\hat{V}$ is endowed with an obvious module structure over $\mathbb{C}\left[t, t^{-1}\right]$ and multiplication by an element of $\mathbb{a}\left[t, t^{-1}\right]$ is a $\mathfrak{g}$-endomorphism of the $\hat{\mathfrak{g}}$-module $\hat{v}$. Notice that $\hat{V}$ is a graded $\hat{g}$-module, $\hat{V}={ }_{i \in \mathbb{Z}}^{\oplus} \hat{V}_{i}$ where $\hat{V}_{i}=V \otimes t^{i}$.

Now we are going to investigate the cohomology of $\hat{\mathfrak{n}}_{+}$with coefficients in $\hat{V}$. Denote by $C^{\cdot}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathrm{V}}\right)$ the cochain complex of $\hat{\mathfrak{n}}_{+}$with coefficients in the $\hat{\mathrm{n}}_{+}-$module $\hat{v}$. The complex $C^{\cdot}\left(\hat{\mathrm{n}}_{+}^{+} ; \hat{\mathrm{V}}\right)$ is graded by weights: $\mathrm{C}^{\cdot}\left(\hat{\mathrm{n}}_{+} ; \hat{\mathrm{V}}\right)={\underset{\mathrm{m}}{\mathrm{Z}}}_{\oplus_{\mathbb{Z}}}^{C}{ }_{(\mathrm{m})}\left(\hat{\mathrm{n}}_{+} ; \hat{\mathrm{V}}\right)$, where for the cochain $\varphi \in C_{(m)}^{q}\left(\hat{\mathfrak{n}}_{+} ; \hat{V}\right)$ the weight of $\varphi\left(e_{i_{1}}, \ldots, e_{i_{q}}\right)$ is $m+i_{1}+\ldots+i_{q}\left(i_{k}\right.$ is the weight or $\left.e_{i_{k}}\right)$.

Lemma 1. For all $m$ the complexes $c_{(m)}\left(\hat{r}_{+} ; \hat{V}\right)$ are isomorphic to each other and to the complex $\mathrm{C}^{\cdot}\left(\hat{\mathrm{n}}_{+} ; \mathrm{V}_{1}\right)$.

In fact, the composition of the embedding
$C_{(m)}\left(\hat{n}_{+} ; \hat{V}\right) \longrightarrow C^{\cdot}\left(\hat{\mu}_{+} ; \hat{V}\right)$ and of the mapping $C^{\cdot}\left(\hat{\mu}_{+} ; \hat{V}\right) \longrightarrow C^{\cdot}\left(\hat{n}_{+} ; V_{1}\right)$ induced by the homomorphism $\hat{V} \longrightarrow V_{1}$ is an isomorphism.

From the above it follows that the space $H^{\cdot}(\hat{g} ; \hat{V})$ is a $\mathbb{C}\left[t, t^{-1}\right]$-module. Lemma 1 can be reformulated as follows.

Lemma 2. $H^{\cdot}(\hat{\mathfrak{G}} ; \hat{\mathrm{V}}) \cong \mathbb{T}\left[t, t^{-1}\right] \otimes_{\mathbb{C}^{H}} \cdot\left(\hat{\mathfrak{g}} ; \mathrm{V}_{1}\right)$.
Let us now deal with the computation of $H^{\cdot}\left(\hat{n}_{+} ; V_{1}\right)$. The Lie algebra $\hat{\mathfrak{n}}_{+}$is embedded into $\mathfrak{g}[t], V_{1}$ is naturaily endowed with a $g[t]-m o d u l e ~ s t r u c t u r e, ~ c o n s e q u e n t l y ~ t h e ~ h o m o m o r p h i s m ~$

$$
v: H^{\cdot}\left(\mathfrak{g}[t], \mathfrak{g} ; V_{1}\right) \longrightarrow H^{\cdot}\left(\mathfrak{g}[t] ; V_{1}\right) \longrightarrow H^{\cdot}\left(\hat{\mathfrak{n}}_{+} ; V_{1}\right)
$$

is defined.
Let $\tau$ be the homomorphism

$$
\mathrm{H}^{\bullet}\left(\hat{\mathfrak{n}}_{+}\right) \otimes \mathrm{H}^{\bullet}\left(\mathfrak{g}[t], \mathfrak{g} ; \mathrm{V}_{1}\right) \longrightarrow \mathrm{H}^{*}\left(\hat{\mathfrak{n}}_{+} ; \mathrm{V}_{1}\right),
$$

sending $u \otimes v$ to the cohomology class $u v(v)$.

Proposition 1. If $V$ is a finite dimensional representation of $g$ then $\tau$ is an isomorphism.

The proof will be given below. Proposition 1 and Lemma 2 imply the basic result of this Section.

Theorem 1. $H^{i}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathfrak{g}}\right) \cong \mathbb{C}\left[t, \mathrm{t}^{-1}\right] \otimes_{\mathbb{C}} \mathrm{H}^{i-1}\left(\hat{\mathfrak{n}}_{+}\right) \quad$ for any nonnegative integer i.

Indeed, set $V=\mathfrak{g}$. The space $H^{i}\left(\hat{\mathfrak{n}}_{+}, \hat{\mathfrak{g}}\right)$ is a $\mathbb{C}\left[t, t^{-1}\right]$-module. It follows from Lemma 2 that $H^{i}\left(\hat{\mathrm{r}}_{+}, \hat{\mathfrak{g}}\right)$ is a free module of rank equal to dim $H^{i}\left(\hat{n}_{+}, V_{1}\right)$. The cohomology of $\hat{\mathfrak{n}}_{\dot{+}}$ with trivial coefficients is known (see for instance [7]). Using this result, it is not difficult to find the cohomology $H^{\text {• }}$ of $\mathfrak{g} \otimes \mathrm{t} \oplus \mathrm{y} \otimes \mathrm{t}^{2} \oplus \ldots$. We only need the following fact. The space $H \cdot$ is a $\mathfrak{g}$-module, and $\operatorname{Hom}_{\mathfrak{g}}\left(\mathfrak{y}, \mathrm{H}^{i}\right)=0$ if $i \neq 1$ and $\mathbb{C}$ if $i=1$ (see [13]). As $H^{i}(\mathfrak{B}[t], \mathfrak{g} ; V) \cong \operatorname{Hom}_{\mathfrak{g}}\left(V, H^{i}\right)$, this gives us that $H^{i}(\mathbb{G}[t], \mathbb{g} ; \mathfrak{g})=0$ for $i \neq 1$ and $i s$ one-dimensional for $i=1$. After this it is enough to apply Proposition 1 and we get
$\mathrm{H}^{i}\left(\hat{\mathrm{n}}_{+} ; \mathrm{V}_{1}\right)=\mathrm{H}^{\mathrm{i}-1}\left(\hat{\mathrm{n}}_{+}\right)$.

Let us prove now Proposition 1. Introduce two subalgebras of $\hat{\mathfrak{y}}: \overline{\mathfrak{g}}=(\mathrm{t}-1) \mathfrak{g} \oplus(\mathrm{t}-1)^{2} \mathfrak{g} \oplus \ldots$ and $\overline{\mathfrak{n}}=\hat{\mathfrak{n}}_{+} \cap \overline{\mathfrak{g}}$. Let $G$ be a compact connected Lie group corresponding to a compact real form of $\mathfrak{B}$.

Lemma 3. $H^{\cdot}(\overline{\mathfrak{n}}) \cong \mathrm{H}^{\cdot}\left(\hat{\mathfrak{n}}_{+}\right) \times \mathrm{H}^{\cdot}(\overline{\mathfrak{g}}) \otimes \mathrm{H}^{\cdot}(\Omega G)$.
Here $\Omega G$ is the loop space of $G$.

Proof. Since $\mathfrak{g}[t]=\hat{\mathfrak{n}}_{+}+\overline{\mathfrak{g}}$ and $\overline{\mathfrak{n}}=\hat{\mathfrak{n}}_{+} \cap \overline{\mathfrak{g}} \quad$ we have $C^{\cdot}(\overline{\mathrm{n}})=C^{\cdot}\left(\hat{\mathrm{H}}_{+}\right) \otimes_{C^{\prime}}(\underline{g}[t]) C^{\cdot}(\overline{\mathrm{y}})$. Here the tensor product is taken in the category of differential algebras. In such a situation there exists a spectral sequence (Eilenberg-Moore, see [15]), connecting the cohomology of these four differential algebras. This spectral sequence generalizes the Kunneth formula [14]. It converges to $H^{:}(\bar{n})$ and the second term is isomorphic to $\operatorname{Tor}_{A}\left(H^{\cdot}\left(\hat{n}_{+}\right), H \cdot(\overline{\mathfrak{y}})\right)$, where $A=H^{\cdot}(g[t])$. We remark that $H^{\cdot}(\underline{g}[t]) \cong H^{\cdot}(\mathfrak{g})$ (see e.g. [3]) and $H \cdot(\mathfrak{g})$ acts trivially on $H \cdot\left(\hat{n}_{+}\right)$and on $H \cdot(\bar{g})$ (for $H \cdot(\overline{\mathfrak{G}})$ this is trivial and for $H \cdot\left(\hat{\mathrm{r}}_{+}\right)$this follows from the fact that the composition $H^{\cdot}(\mathfrak{g}) \longrightarrow H^{\cdot}\left(\mathfrak{n}_{+}\right) \longrightarrow H^{\cdot}\left(\hat{\mathfrak{n}}_{+}\right)$is trivial). It follows from this that the second term of the spectral sequence is isomorphic to $H^{\cdot}\left(\hat{\mathrm{n}}_{\dot{+}}\right) \otimes H^{\cdot}(\overline{\mathfrak{G}}) \otimes \operatorname{Tor}_{A}(\mathbb{C}, \mathbb{C})$.

We will show now that $\operatorname{Tor}_{A}(\mathbb{C}, \mathbb{C}) \approx H \cdot(\Omega G)$. Indeed, the cohomology algebra of $g$ with trivial coefficients coincides with the cohomology algebra of $G$ and by the Hopf Theorem it is commutative and free [16]. Using the computation of $\operatorname{Tor}_{A}(\mathbb{L}, \mathbb{C})$ for the free commutative algebra A (Proposition 7.3
from [15] and see also [1]) and the connection between the cohomology of $G$ and $\Omega G$, we obtain the isomorphism $\operatorname{Tor}_{A}(\mathbb{C}, \mathbb{C}) \approx H^{*}(\Omega G)$.

Now it can be shown that the spectral sequence degenerates (e.g. by indicating explicit cycles of $C \cdot(\bar{n})$ which represent the generators of $E_{2}$, which we shall do at the end of this Section). Lemma 3 is proved.

The Lie algebra $\overline{\mathfrak{n}}$ is an ideal in $\hat{\mathfrak{n}}_{+}$and $\hat{\mathfrak{n}}_{+} / \overline{\mathfrak{n}} \cong \mathfrak{g}$. In virtue of this, $\mathfrak{g}$ acts on $H^{\cdot}(\overline{\mathfrak{r}})$. The algebra $\mathfrak{g}$ acts trivially on $H \cdot\left(\hat{\mathrm{n}}_{+}\right)$and on $\mathrm{H} \cdot(\Omega \mathrm{G})$, but on $H \cdot(\overline{\mathrm{G}})$ it acts in the standard way $\left(\overline{\mathfrak{g}} \cong \mathfrak{g} \otimes t \oplus \mathfrak{g} \otimes t^{2} \oplus \ldots\right.$ is an ideal of $\mathfrak{g}[t]$, $\mathfrak{g}[t] / \overline{\mathfrak{g}} \cong \mathfrak{g}$, so $\mathfrak{g}$ acts on $\overline{\mathfrak{g}}$ naturally and the action of $\mathfrak{g}$ on $H^{\cdot}(\overline{\mathfrak{g}})$ is semisimple).

Now to finish the proof of Theorem 1 let us consider the Serre-Hochshild spectral sequence, associated with $\hat{\mathfrak{n}}_{+}$, its ideal $\overline{\mathfrak{n}}$ and the module $V_{1}$, converging to $H \cdot\left(\hat{\mathfrak{n}}_{+} ; V_{1}\right)$. The algebra $\overline{\mathfrak{n}}$ acts on $V_{1}$ trivially. The second term of this spectral sequence is the following:

$$
\begin{aligned}
& H^{\cdot}\left(\mathfrak{g} ; H^{\cdot}\left(\overline{\mathfrak{n}}, V_{1}\right)\right) \cong H^{\cdot}\left(\mathfrak{g} ; H^{\cdot}(\overline{\mathfrak{n}}) \otimes V_{1}\right) \cong \\
& \cong H \cdot\left(\mathfrak{g} ; H^{\cdot}\left(\hat{n}_{+}\right) \otimes H^{\cdot}(\overline{\mathfrak{g}}) \otimes H^{\cdot}(\Omega G) \otimes V_{1}\right) \cong \\
& \cong H^{\cdot}\left(\hat{\mathfrak{n}}_{+}\right) \otimes H^{\cdot}(\Omega G) \otimes H^{\cdot}\left(\mathfrak{g} ; H^{\cdot}(\overline{\mathfrak{g}}) \otimes V_{1}\right) .
\end{aligned}
$$

As $\mathfrak{G}$ is semisimple, $H^{\circ}(\overline{\mathfrak{G}}) \otimes \mathrm{V}_{1}$ is the direct sum of finitedimensional representations, i.e.

$$
H^{\cdot}\left(\mathfrak{g} ; H^{\cdot}(\bar{g}) \otimes V_{1}\right) \cong H^{\cdot}(\mathfrak{g}) \otimes I
$$

where $I$ is the invariant space of $H \cdot(\bar{G}) \otimes V_{1}$ (see [7]). Note that $I \cong H^{\prime}\left(\mathbb{B}[t], g_{i}\right)$. The differentials in the above sequence act in the following way: they map the generators of the algebra $H^{*}(\Omega G)$ into the generators of $H^{*}(g)$ and are trivial on $H^{*}\left(\hat{n}_{+}\right) \otimes H^{*}\left(\mathfrak{g}[t], \mathfrak{g} ; V_{1}\right)$. It follows from this that the spectral sequence converges to $H^{*}\left(\hat{\mathrm{n}}_{+}\right) \otimes \mathrm{H}^{*}\left(\mathfrak{g}[t], g ; \mathrm{V}_{1}\right)$. Thus our spectral sequence is the product of $H:\left(\hat{n}_{+}\right) \otimes H^{*}\left(\underline{g}[t], g ; V_{1}\right)$ with the spectral sequence of the Serre path fibration $E G \rightarrow G$ it follows from this that $\tau$ is an isomorphism.

Now we explain why the spectral sequence in the proof of Lemma 3 collapses. To define explicitly cycles of $C^{*}(\bar{n})$, representing the generators of $E_{2}$ we apply the continuous cohomology theory. Let $n(0,1)$ be the Lie algebra of infinitely aifferentiable functions $f:[0,1] \longrightarrow \mathbb{B}$ such that $f(0) \in \mathbb{n}, f(1)=0$. Denote by $C_{c}^{*}(0,1)$ the complex of cochains of $n(0,1)$, continuous in the $c^{\infty}$-topology. Let $\alpha$ be a generator of $H^{*}(g)$ anc $\bar{\alpha}$ a cochain representing $\alpha$. For $p \in[0,1]$ denote by $\phi_{p}$ the homomorphism $\overline{\mathfrak{n}} \longrightarrow g$, "the value at $p^{\prime \prime}: \phi_{p}\left((t-1) g_{1},(t-1)^{2} g_{2}, \ldots\right)=\sum_{m}(p-1)^{m} g_{m}$. Let $\alpha_{p}=\phi_{\mathrm{p}}^{*} \bar{\alpha}, \alpha_{p} \in C_{c}^{*}(0,1)$. Choose $\bar{\alpha}$ in such a way that $\alpha_{0}=\alpha_{1}=0$. Let $p \neq 0,1$; then we can define the cochain $\frac{\partial \alpha}{\partial x}(p)$ where $x$ is the coordinate on $[0,1]$. It is shown in [3] that $\frac{\partial \alpha}{\partial x}(p)$. is a coboundary $\frac{\partial \alpha}{\partial x}(p)=\delta \omega(p)$ where $\dot{\delta}$ is the differential in $c_{c}^{*}(0,1)$. Indeed, let $K_{p}(p \neq 0,1)$ be the cochain complex of $\vec{n}$ with support at $p$. It is proved in the same paper that the cohomology of $K_{p}$ is isomorphic to $H^{\circ}(\mathfrak{g})$. Now, $K_{p}$
is $W_{1}$-module, where $W_{1}$ is the Lie algebra of formal vector fields at the point $p$. But $H^{*}(\mathfrak{g})$ is finite-dimensional and $W_{1}$ has no nontrivial finite-dimensional representations. We conclude that if $\omega \in K_{p}$ and $\delta \nu=0$ then $\partial / \partial x^{\nu}$ is the differential of some other cocycle $\bar{v} \in K_{p}$.

This means that

$$
\alpha_{p}-\alpha_{q}=\delta \int_{p}^{q} \omega(x) d x
$$

In particular, $\delta \int_{0}^{1} \omega(x) d x=0$. Suppose that $\alpha^{\prime}=\int_{0}^{1} \omega(x) d x$. The cochain $\alpha^{\prime}$ represents a nontrivial cohomology class of $\bar{n}$.

The Lie algebras $\hat{\mathfrak{r}}_{+}$and $\overline{\mathfrak{g}}=\mathfrak{g} \otimes(t-1) \oplus \mathfrak{g} \otimes(t-1)^{2} \oplus \ldots$ are graded. Similarly the cochain complexes are also graded. Note that the cochain complex $K_{0}$ of $\mathfrak{n}(0,1)$ with support in 0 is isomorphic to $\oplus C_{i}\left(\hat{n}_{+}\right)$and the cochain complex $K_{1}$ with support in 1 is isomorphic to $\oplus C_{i}(\overline{\mathfrak{g}})$. It follows from this that the cohomology of $K_{0}$ and $K_{1}$ is isomorphic to $H^{\cdot}\left(\hat{\mathfrak{n}}_{+}\right)$ and $H^{*}(\overline{\mathfrak{g}})$ respectively.

Recall that $H^{*}(\mathfrak{g})$ is isomorphic to the free graded commutative algebra on generators $\xi_{1}, \xi_{2}, \ldots$, deg $\xi_{k}=2 k+1$. Using the above construction assign to each $\xi_{i}$ a representative cocycle $\xi_{i}^{\prime}$.

Proposition 2. The space $H^{\cdot}(\bar{n})$ is generated by the cohomology classes of cochains of form $u \wedge v \wedge P\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots\right)$, where $u \in K_{0}, v \in K_{1}$ are cocycles, corresponding to the elements
of $H \cdot\left(\hat{\mathfrak{n}}_{+}\right)$and $H^{*}(\overline{\mathfrak{G}})$ respectively and $P$ is an arbitrary polynomial in generators $\xi_{1}, \xi_{2}^{i}, \ldots$.

The proof of this Proposition follows from the construction above for continuous cohomology (a similar argument in a more difficult situation was used in [5]). In particular, we have an explicit construction of cochains, representing the generators of $E_{2}$ in the proof of Lemma 3., surviving till $E_{\infty}$.
2. Computation of $H^{i}(\hat{n} ; \hat{n})$ for $i=1,2$

Let us consider the next exact sequences:

$$
0 \rightarrow \hat{\mathfrak{n}}_{+} \rightarrow \hat{\mathfrak{g}} \rightarrow \hat{\mathfrak{g}} / \hat{\mathfrak{n}}_{+} \rightarrow 0 ; 0 \rightarrow \mathrm{~h} \rightarrow \hat{\mathfrak{g}} / \hat{\mathfrak{n}}_{+} \rightarrow \hat{\mathfrak{n}}_{+}^{*} \rightarrow 0
$$

$\left((\hat{\mathfrak{g}} / \hat{\mathfrak{n}}) / \mathfrak{h}\right.$ can be identified with $\hat{\mathfrak{n}}_{+}^{\star}$ by means of the Killing form). Consider the induced exact cohomology sequences:

$$
\begin{aligned}
& H^{0}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathfrak{g}}^{\prime} \hat{\mathfrak{n}}_{+}\right) \rightarrow H^{1}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathfrak{n}}_{+}\right) \rightarrow H^{1}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathfrak{g}}\right) \rightarrow H^{1}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathfrak{n}}^{\prime} / \hat{\mathfrak{n}}_{+}\right) \rightarrow \\
\rightarrow & \dot{H}^{2}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathrm{n}}_{+}\right) \rightarrow H^{2}\left(\hat{\mathrm{n}}_{+} ; \hat{\mathfrak{n}}\right) ; \\
& H^{0}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathrm{n}}_{+}^{*}\right) \rightarrow H^{1}\left(\hat{\mathfrak{n}}_{+} ; \hat{h}\right) \rightarrow H^{1}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathfrak{n}} / \hat{\mathfrak{n}}_{+}\right) \rightarrow H^{1}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathrm{n}}_{+}^{*}\right) \rightarrow \\
\rightarrow & H^{2}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathrm{h}}\right) .
\end{aligned}
$$

The first sequence allows us to compute $H^{1}\left(\hat{\mathfrak{n}}_{+} ; \hat{\mathrm{n}}_{+}\right)$at once. We will state the result, i.e. describe all the derivations of $\hat{n}_{+}$.

Each element $u \in h$ defines a cohomology class of $H^{1}\left(\hat{n}_{+} ; \hat{n}_{+}\right)$containing the cocycle: $f \rightarrow u f,(u f)(t)=[u, f(t)]$,
where $f: \mathbb{C} \rightarrow g, f(0) \in{n_{+}}$. Then to each vector fiele $t p^{\partial / \partial t}$ where $P$ is a polynomial in $t$, we assign the cocycle

$$
\hat{n}_{+} \rightarrow \hat{n}_{+}: f(t) \mapsto t P^{\partial f(t)} / \partial t, f: \mathbb{C} \rightarrow \mathfrak{g}, f(0) \in n_{+}
$$

Theorem 2. The mapping, sending the elements of $h$ and $t \mathbb{C}[t] \hat{\partial} / \partial t$ to the cohomology classes of the cocycies constructed above gives an isomorphism $h \in t \mathbb{C}[t] \partial / \partial t \approx H^{1}\left(\hat{r}_{+} ; \hat{\pi}_{+}\right)$.

In other words, an arbitrary derivation of $\hat{n}$ is uniquely represented as $u+t P \partial / \partial t+G$ where $u \in h, P \in \mathbb{C}[t]$ and $q$ is an inner derivation.

For the computation of $H^{2}\left(\hat{n}_{+} ; \hat{n}_{+}\right)$by a similar way, we have to know $H^{1}\left(\hat{n}_{+} ; \hat{\mathfrak{g}} / \hat{\mathfrak{n}}_{+}\right)$. This space appears in the second exact sequence and to find it we have to know the isomorphism $H^{1}\left(\hat{n}_{+} ; \hat{n}_{+}^{*}\right) \cong\left(H_{1}\left(\hat{n}_{+} ; \hat{n}_{+}\right)\right) *$. For this we are going to use the next general construction (see Theorem 4.1 in [12]).

Let $L$ be a Lie algebra, $T$ a derivation of $L$ acting in a semi-simple way and whose eigenvalues are positive. (These restrictions on $T$ can be considerably weakened.) It is clear that such a derivation must be outer. It is easy to see that $\hat{\mathfrak{n}}_{+}$has such a derivation. For instance, we can take $u+t \quad \partial / \partial t$, where $u \in h,\langle\gamma, u\rangle \in \mathbb{R}, 0<\langle\gamma, u\rangle\langle\varepsilon, \gamma$ is an arbitrary positive root, $\varepsilon$ is a small positive number (we can take $\left.\varepsilon<\frac{1}{2}\right)$.

Let $W(L)$ be the Weyl algebra, associated with L. Recall
that $W(L)$ is the stancard complex of the differential Lie superalgebra $\bar{L}=L_{0} \oplus L_{1}, L_{0} \cong L, L_{1}$ as $L_{0}$-module is the adjoint representation and. $[x, x]=0$ if $x \in L_{1}$. The differential $d$ acts as follows: $d\left(L_{0}\right)=0, d\left(L_{1}\right) \rightarrow L_{0}$ is an isomorphism of $L$-modules. In other words, $W(L)$ is a differential graded algebra, spanned by $L_{0}^{*}$ and $L_{1}^{*}, L_{0}^{*} \cong L_{1}^{*} \cong L^{*}$ where $L_{0}^{*}$ has degree 1 and $L_{1}^{*}$ has degree $2, \phi: L_{0}^{*} \rightarrow L_{1}^{*}$ is the canonical isomorphism. The differential is defined by the formula $\delta \beta=\delta_{0} \beta+\phi(\beta)$ where $\delta_{0} \beta$ is the differential of $\beta$ considered as an element of the standard cochain complex of $L$. It is not difficult to show that the complex $W(L)$ is acyclic in positive dimensions. The next Lemma states even more.

In $W(L)$ we define a filtration: $W_{i}=\underset{j \geq i}{\oplus} \Lambda^{*}\left(L_{0}^{*}\right) \otimes S^{j}\left(L_{1}\right) *$. Consider the corresponding spectral sequence $E$.

Lemma 4. The spectral sequence

$$
E_{2}^{p, q}=H^{q}\left(L ; S^{p / 2} L *\right) \Longrightarrow H(W(L))
$$

is trivial, beginning from $E_{3}$.

Remark. For arbitrary algebra $L$ this is of course not true, but in this Lemma we consider such $L$ which satisfies a strong additional assumption: there exists such a semisimple derivation $T: L \longrightarrow L$ for which all the eigenvalues are positive. Such a derivation can only exist in case of nilpotent algebras, and for them also not always. Let us consider in our case such a $T$.

## Proof of Lemma 4. The differential

$$
\delta=d_{2}^{p, q}: H^{q}\left(L ; S^{p / 2} L *\right) \rightarrow H^{q-1}\left(L ; S^{p / 2+1} L *\right)
$$

is defined on the cochain level by the formula ( $\frac{D}{2}=r$ )
$\left[(\delta \phi)\left(\ell_{1}, \ldots, \ell_{q-1}\right)\right]\left(\ell_{1}^{\prime}, \ldots, \ell_{r+1}^{\prime}\right)=\sum_{j=1}^{r+1}\left[\phi\left(\ell_{1}, \ldots, \ell_{q-1}, \ell_{j}^{\prime}\right)\right]\left(\ell_{1}^{\prime}, \ldots, \ell_{r+1}^{\prime}\right)$.
Define the map $D: H^{q-1}\left(L ; S^{r+1} L^{*}\right) \rightarrow H^{q}\left(L ; S^{r} L^{*}\right)$ by the formula $\left[(D \phi)\left(\ell_{1}, \ldots, \ell_{q}\right)\right]\left(\ell_{1}^{\prime}, \ldots, \ell_{r}^{\prime}\right)=\sum_{i=1}^{p}(-1)^{p-i}\left[\phi\left(\ell_{1}, \ldots, \ell_{q}\right)\right]\left(T l_{i}, \ell_{1}^{\prime}, \ldots, \ell_{r}^{\prime}\right)$.

It is easy to check that the bracket $[0,0]$ coincides with the map, defined in $H^{*}\left(L ; S^{*} L^{*}\right)$ by $T$. This map has only positive eigenvalues and can be transposed with $\hat{0}$. Define $D_{0}$ as $\frac{1}{\lambda} D$ on the $\lambda$-eigenspace of $T$ in $H^{*}\left(L ; S^{*} L^{*}\right)$. Then $D_{0}$ is a contracting homotopy in the complex $E_{2}=\left\{H^{*}\left(L ; S^{*} L^{*}\right), \delta\right\}$ and this means that $E_{3}=0$.

This lemma implies in particular, that the sequence

$$
0 \rightarrow H^{2}(L) \rightarrow H^{1}\left(L, L^{*}\right) \rightarrow H^{0}\left(L, S^{2} L^{*}\right) \rightarrow 0
$$

is exact. The arrows here are differentials in the second term of $E$. We remark that $H^{0}\left(L, S^{2} L^{*}\right)$ is exactly the space of invariant bilinear symmetric forms on $L$.

Theorem 3. The space of invariant bilinear symmetric forms on $\hat{\mathfrak{n}}_{+}$is the direct sum of the following two subspaces intersecting trivally.
a) The first space consists of the forms whose kernel contains $\left[\hat{\mathfrak{n}}_{+}, \hat{\mathrm{H}}_{+}\right]$. This space is isomorphic to the space of quadratic forms on $\hat{\mathrm{n}}_{+} /\left[\hat{\mathrm{n}}_{+}, \hat{\mathrm{n}}_{+}\right]$i.e. has dimension $(\ell+1)(\ell \div 2) / 2$ where $Q$ is the rank of $g$.
b) Let $P\left(t^{-1}\right) \partial / \partial t$ be a vector field, where $p$ is a polynomial without constant term. The second space consists of the forms

$$
(x, y) \longmapsto\left\langle P\left(t^{-1}\right) \partial x / \partial t, y\right\rangle+\left\langle P\left(t^{-1}\right) \partial y / \partial t, x\right\rangle
$$

where $x, y \in \hat{\mathfrak{n}}_{+},<,>$is the killing form on $\hat{g}$.

Proof. Let $\omega$ be an invariant bilinear symmetric form on $\hat{n}_{+}$. Let us assign to the quadratic form, associated with $\omega$ the mapping $\theta: \hat{\mathrm{n}}_{\dot{+}} \longrightarrow \hat{\mathfrak{n}}_{+}^{*}$; here $\hat{\mathfrak{n}}_{+}=\mathfrak{n}_{+} \oplus \mathfrak{g} \otimes \mathrm{t} \oplus \mathfrak{g} \otimes \mathrm{t}^{2} \oplus \ldots, \hat{\mathfrak{n}}_{+}^{*}=\mathfrak{n}_{+}^{*} \oplus(\mathfrak{g} \otimes \mathrm{t}) * \oplus\left(\mathfrak{g} \otimes \mathrm{t}^{2}\right) * \oplus \ldots$. Suppose that $\omega$ is homogeneous with respect to the grading by the weight of $t$; the $\hat{n}_{+}$-module $\hat{n}_{+}^{*}$ is filtrated by the submodules $\hat{\mathfrak{n}}_{0}^{*}=\mathfrak{n}_{+}^{*}, \quad \hat{\mathrm{n}}_{1}^{*}=\mathfrak{n}_{+}^{*} \oplus(\mathfrak{g} \theta \mathrm{t})^{*}$ etc. Let i be the smallest number such that $\theta\left(\hat{n}_{+}\right) \subset \hat{n}_{i}^{*}$. If $i=0$ then $\omega$ lies in the first factor. The assertion that the kernel of this form contains $\left[\hat{n}_{+}, \hat{\mathfrak{n}}_{+}\right]$follows from Theorem 5.1 in [12]. If $i=1$ then the image of the mapping $n_{+} \longrightarrow(g t)^{*}$ is either onedimensional or coincides with $\mathfrak{n}_{+}\left(\mathfrak{n}_{+} \subset \mathfrak{g} \cong(\mathfrak{y} \otimes t) *, \mathfrak{g}\right.$ is identified
with $(g \otimes t) *$ by the Killing form). In the first case $w$ lies in the first factor and in the second case in the second one. These facts follow from the following simple Lemma.

Lemma 5. dim Hom $\mathfrak{n}_{+}\left(\pi_{+}, \mathfrak{g}\right)=1+\ell, \ell>1$.
(This Lemma can be verified for instance by looking over all the simple Lie algebras).

Further, by using Lemma 5, we get that if $i \geq 2$, then the form belongs to the second space. This completes the proof of Theorem 3.

Now, using the exact sequence (3), we compute $H^{1}\left(\hat{n}_{+} ; \hat{n}_{+}^{\star}\right)$ and after this we can determine $H^{2}\left(\hat{n}_{+} ; \hat{\mathrm{n}}_{+}\right)$.

Theorem 4. a) The kernel of the natural mapping

$$
\phi: \mathrm{H}^{1}\left(\hat{\mathrm{n}}_{+}\right) \times \mathrm{H}^{1}\left(\hat{\mathrm{n}}_{+} ; \hat{\mathrm{n}}_{+}\right) \longrightarrow \mathrm{H}^{2}\left(\hat{\mathrm{n}}_{+} ; \hat{\mathrm{n}}_{+}\right)
$$

is $\ell+1$-dimensional where 2 is the rank of $\mathfrak{T}$.
b) If rank $g>1$, then dim coker $\phi=\ell+1+p$ where $p$ is the number of positive roots of $g$ representable as the sum of two simple roots.

The case $\mathfrak{g}=\mathrm{sl}(2, \mathbb{C})$ is not covered by this Theorem. This case is really an exceptional one (see [6]).
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