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Introduction

Let K be a p-adic field with finite residue dass field of q-elernents. Let Q be a cOlll1ected

split reductive group over ]( with connected center. Let I be an Iwahori subgroup of Q

and let T be the 'diagonal' subgroup of I (in a suitable sense). The group /,.lO(T)/T (here

lVo(T) is the normalizer of T in Q) is an extended affine Vleyl group lV (i.e. vV = n t>< TtV'

for certain abelian group n and for certain affine Weyl group W'). It is known that

Q = Uw E l'V I wI and one can clefine an interesting associated ring structure on the free

abelian group Hq with basis IwI, w E 1,V (see (IM]). The ring Hq is an affine Hecke ring.

\\Te call H q = Hq l2> C an affine Hecke algebra. According to Borel [Bol] and NIatsurnoto

[NI], the category of achnissible cornplex representations of Gwhich have nonzero vectors

fixecl by I is equivalent to the category offinite clirnensional representations (over C) of H q •

Thus an interesting part of the study of representations of p-adic groups can be reduced

to that of affine Hecke algebras.

Accorcling to a conjecture of Langlancls (see [La]) the irreclucible coruplex repre­

sentations of Q should be essentially parametrized by the representations of the Ga­

lois group Gal(!( / !() into the conlplex dual group Q*(C) of Q (in the sense of [La]):

Gal(I( / !() ~ Q"'(C).

Let r be the quotient group of Gal(!? / ]() corresponding to the rnaxirnal taru.ely rarn­

ified extention of !(. The group r has thc generators F (Frobenius) ancl NI (Monodromy);

subject to the relation FMF- 1 = Nlq. Accorcling to the conjecture, the irreducible COffi­

plex representations of Q which have nonzero vectors fixecl by the Iwahori group I shoulcl

be essentially pararnetrized by the horllomorphisms r ~ Q"'(C). More exactly, Langlanels'

original conjecture says that the representations shoulcl roughly be pararnetrized by the

conjugacy classes of sernisirnple elernents in Q*(C). A later refinement of the conjecture,

due independently to Deligne and Langlancls, aclclecl nilpotent elements in the picture.
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Thus the representations considered shoulel be essentially parametrizeel hy the conjugacy

classes of the pair (s, N) such that Ael(s)N = qN, where 8 is a semisimple element of

Q*(C),. N is a nilpotent element in the Lie algebra g of Q*(C), anel we say two pairs

(S,lV), (s', N') are conjugate if s' = gsg-I, N' =Ad(g)N for SOlne 9 E G. For group

GLn (I{) this was proved by Berstein and Zelevinsky [BZ], [Z]. For general case, Lusztig

(see [L4]) added a third ingredient to (s, ]\T), namely an irreelucible representation p of the

group A(s, lV) = CG(s) n CG(N)/(CG(s) n CG(l'l))O (here G = Q*(C) and CG(-) denotes

the centralizer in G) appearing in representation of thc group A(s, N) on the total com­

plex coefficient homology group of BN, here BN is the variety of Borel subalgebras of g

containing N anel fixed by Ad(s).

Now the category of aelmissible complex representations of Q which have nonzero

vectors fixeel hy I is equivalent to the category of finite dilnensional representations (over

C) of the Hecke algebra H q respect to thc Iwahori group I (see [Bol, M]). Therefore the

conjecture can be stated as

(*). The irreelucible representations of H q are nattlrally 1-1 correspondence with the con­

jugacy classes of tripies (s, ]\T, p) as above.

The conjecture (*) was proved by Kazhdan and Lusztig in [1(L4]. Actually they proved

that (*) is true when q isO not a root of 1 (one can define H q for arhitrary q E C*). In [G 1]

Ginsburg also announcecl a proof, hut the proof contains SOlne errors since the main result

is not correct as stated, pointed out by I(azhdan anel Lusztig in [1(L4]. However the work

[G1] contains SOllle very interesting idcas. COlnbine [1(L4] anel [G1] we can prove that (*)

is true for most roots of 1 (see chapter 4, actually we get more). In chapter 5 we 8ha11

show that for some roots of 1 (it is expected only for these roots, see [L17]) (*) is not true.

Now we explain sonle details of thc paper.

In chapter 1 we give the definitions of Coxeter groups and of Hecke algebras. V-le also

reco11ect some definitions and results in [KL1] anel [L6], which we shall need. In chapter

2 we give the definitions of extended affine vVeyl groups and of affine Hecke algebras, and

recall same results on cells in affine vVeyl groups. Following Berstein, the center of an

affine Hecke algebra is explicitly descrihed. In chapter 3 we recall SOUle work on Deligne-
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Langlands conjecture for Hecke algebras by Ginsburg [G1-G2], I(azhdan and Lusztig [1(L4].

"VVe give some discussions to the standard modules (in the sense of [1(L4]). For type A

it is not difficult to detennine the dilnensions of standard modules. We also state two

conjectures, one is concerned with the based rings of cells in affine Weyl groups, and

another is for sirnple modules of affine Hecke algebras with two pararneters, which is an

analogue of the (*). In chapter 4 we introduce an equivalence relations in T x C*, where T is

a lnaximal torus of a connected reductive group over C. Combining sonle properties of the

equivalence relation, results of Ginzburg and of Kazhdan & Lusztig in chapter 3, we prove

that (*) is true for most roots of 1. In chapter 5 we show that for some roots of 1 (*) is not

true by using some results in [1(a2] and in chapter 4. In chapter 6 we give SOUle discussions

to certain remarkable quotient algebras of H q . The chapters 7 anel 8 are based on preprints

"The based rings of cells in affine Weyl groups of type C2 , B2", "Some simple lnodules of

affine Hecke algebras", respectively. In chapter 7 we verify the conjecture in [L14] for cells

in affine Wey1groups of type C2 , B2 • In chapetr 8 we show that the conjecture in [L14] is

true for the second highest two-sided cell in an affine group. Once we know the structures

of the based rings we can know the structures of the correspop.ding starldard Hq-nlodules.

The explicit knowledge of based rings provides a way to compute the dimensions of sinlple

Hq-modules arId their lnultiplicities in standard lnodules, also can be used to classify thc

simple Hq-modules even though q is a root of 1. In chapter 7 we work out the dimensions

of simple Hq-modules for type A2 . An inlmediate consequence is that H q i:- H 1 = C[W]

whenever q =11 for type .,42. This leads to several questions.

I would like to thank Professor T.A. Springer for sonle helpful conversations.

This work was done during my visit at Institute for Advanced Study, Princeton,

1991-92, and during my visit at Max-Planck-Institut für Mathematik, Bonn, 1992-93. I

. ackllowledge with thanks the NSF support (Grant DMS-9100383) at the lAS, l aln grateful

to MPIM for finallcial support.
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1. Hecke Aigebras

In this chapter we give the definitions of extended Coxeter groups and of their Hecke

algebras and SOlue examples. Sonle definitions (such as these of l(azhdan-Lusztig polyno­

mials and cells) and results fronl [1(L1] and [L6] are recalled. We also show how to apply

the definitions in [L6], which is a generalization of [1(L1]. Several questions are proposed.

We refer to [B, Hu] for more details about Coxeter groups and their Hecke algebras.

1.1. Basic definitions. A Coxeter group is a group W' which possesses a set S = {SdiEI

of generators subject to the relations

2 - 1si - ,

where mij E {2, 3, 4, ... , CX)}. We also write 1n s t for 1nij, wherc S = Si, t = Sj.

vVe call (I/V', S) a Coxeter systelu and S the set of distinguished generators 01' the set

of simple reflections. Let 1 be the length function of lV' and ::; denote the usual partial

order in 11l '.

In Lie theory we often need to consider extended Coxeter groups. If a group n
acts on the Coxeter systelu (lV', S), we then clefine a new group W = n t>< l'V' by

(Wl' 101 ) ( W2 , 102) = (W 1W2 , W21
( 10 d102 ). The group l'V is called an extellded Coxeter group.

The length function 1 can be extended to lV by defining 1(w1O) = 1(10), anel the partial

order::; can bc extel1ded to W by defining W10 ::; w'u if and only if w = w', 10 ::; u, where

w', wEn, w, u E W'. \Ve denote the extensions again by 1 and ::;, respectively.

~ ~ ~

Let q;, sES be indetenuinates. We assluue that q; = q/ if and only if s, t are
l _l 1

conjugate in W. Let A = Z[q;, qs ~ ]sES be the ring of Laurant polynomials in q;, sES

with integer coefficients. The (generic) Hecke algebra 1-{ (over A) of W is an associative

A-algebra. As an A module, 1-{ is free with a basis Tw , w E Hf, and multiplication laws

are

(1.1.1) (Ts - qs)(Ts + 1) = 0, if S E Sj

5
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The generie Heeke algebra of W aetually ean be defined over Z[q,ll]"ES, but it is

eonvenient to define it over A for introclueing I(azhclan-Lusztig polynomials anclfor defining

Let 'H' be the subalgebra of fi generatecl by Ts , sES. Then the algebra 'H is

isomorphie to the "twisted" tensor produet Z[f2] 0z fi' by assigning Tww ~ w 0 Tw , where

Z[n] is the group algebra over Z, and the multiplieation in Z[n] ®z 'H' is given by

Note that s, t E S may be eonjugate in lV but not eonjugate in W', thus 'H' l11ay not be

the generic Hecke algebra of lV' in previous sense.

For an arbitrary A-algebra A', The A'-algebra 'H 0..4 A' is called an Hecke algebra.

Convention: We shall denote the iIllages in 'H @A A' of Tw , w E lV by thc same

notations.

1.2. Two special choices of A' are particularly interesting.

(a). Let q t be an incletenninate allel let A = Z [q! , q - t] be the ring Laurant polyno­

mials in q~ with integer coefficients. Choose integers cs, sES such that c" = Cl whenever

S, t are conjugate in W. There is a unique hOlnoIllorphis1l1 of rings from A to A such that
1 E.L

q;, (S E S) maps to q 2 • Thus A is an A-algebra. The Inultiplication laws in the Hecke

algebra fi 0A Aare (note the convention at the end of 1.1)

(1.2.1) (T" - qC, )(Ts +1) = 0, if S E Sj TwTu = Twu , if l(wu) = lew) + leu).

(b). When aU integers Cs are 1, we dcnote the Hecke algebra 'H @..4 A by H. The

Inultiplication laws in H are

(1.2.2) (T" - q)(Ts + 1) = 0, if s E Sj TwTu = Twu , if l(wu) = lew) + leu).

Sometimes H is also callecl the generic Hecke algebra of W (with one paralneter). By

now the Hecke algebra H anel its various specializations H 0A A' are the n10st extensively

studied Hecke algebras.
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There is also a slight generalizations of the Hecke algebra 'H. Let R. be a conlmutative

ring with 1. For any sES, choose 1l,9, V,9 ERsuch that U,9 = Ut, V,9 = Vt whenever s, t

are conjugate in vV. Then there exists a unique associative R-algebra ii, which is a free

R-rllodule with a basis T~, w E vV and multiplication is defined by

(1.2.3) T ,2 T'
" = U" ,9 + v"' if sES; if l(wu) = lew) + leu).

(see, e.g. [Hu]). Sometirlles the R-algebra il is actually an Hecke algebra. Suppose that V,9

1. 1.
has a square root vi and vi is invertible in R. Furthennore we assurne that there exists

an invertible element u: t ERsuch that

(1.2.5)

1 _1. 2 -
We set T~' = u';vs 2T;, then T;' = (u: - l)T~' + u:. In this case the algebra 'H is an

Hecke algebra in the sense of 1.1.

In Lie theory there are also other interesting algebras of Hecke type, see, e.g., [BNI,

Ca, MS].

1.3. Exalnples of Coxeter groups. It is convenient to represent a Coxeter systern

(l/V', S) by a graph ~, the Coxeter graph of (lV', S). The vertex set of ~ is one to one

correspondence with S; a pair of vertices corresponding to Si, S j are jointed wi th an eclge

whenever mij 2:: 3, and label such an edge with mij when n~ij 2:: 4. Thus the graph 2:

detennines (W', S) up to isomorphisrll.

A Coxeter system (l'V', S) is called irreducible if for any s, t E S we can find a sequence

s = t o, tl, ... ,tk = t in S such that 1ntj ,ti+l 2:: 3 (i.e. titi+l =j:. ti+1 ti), 0 ::; i ::; k -1. We also

call lV' an irreducible Coxeter group when (W', S) is irreducible. Obviously, any Coxeter

group is a direct product of some irreducible Coxeter groups.

The most important Coxeter groups in Lie theory are Weyl groups and affine Weyl

groups. They are classified. The Coxeter graphs of irreducible Weyl groups and irreducible

affine Weyl groups are as follows.

Type An (n 2: 1). 0---(0)----
1 2

7

---(0)---10)----0
n-2 n-1 n



4
Type B n (n 2: 2). 0 0 0 00

n-2 n-1 n1 2

n-1
0

I
0Type D n (n 2: 4). 0 0 0

1 2 n-2 n

2
0

I
0 0 00 0Type E 8 . 0 0

4 5 6 7 81 3

2
0

I
0 0 00 0Type E7 . 0

71 3 4 5 6

2
0

I
0Type E6 . 0 0 0 0

1 3 4 5 6

4
Type F4 . 0 0 0 0

1 2 3 4

6
Type G2 . 0 0

1 2

00

Type Al. 0 0
1 2

Type Än (n 2: 2).

o

o~
1 2 n-2 n-l n

4 4
0'---0>---0
o I 2

Type Rn (n 2: 3).

o
o

I
0---10>---
1 2
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4
---0---10 0

n-2 n-1 n



Type Gn (n ~ 3).
4 4

0 0 0 0 0 0
0 I 2 n-2 n-J n

0 n-l
0 0

Type Dn (n 2:: 4).
\ I

0 0 0 0
1 2 n-2 n

2
0

Type Es. I
0 0 0 0 0 0 0 0
J 3 4 5 6 7 a 0

2
0

Type E 7 .
I

0 0 0 0 0 0 0
0 1 3 4 5 6 7

0
0

I
02

Type E6 .
I

0 0 0 0 0
1 3 4 5 6

4
Type F4 . 0 0 0 0 0

0 1 2 3 4

Type C2 .
6

0 0 0
0 1 2

1.4. The Weyl group of type An is just the sYIUlnetric group Sn+l of degree n + 1. One

may choose {(12), (23), ... ,(11, n + 1)} as the set of sirnple refiections of Sn+l.

Except vVeyl groups, the other irreducible finite Coxeter ,g;roups are dihedral groups

12(1n) (m = 5 or rn > 6, when m = 3,4,6, 12(1n) are vVeyl groups) and Coxeter group of

type H 3 01' H 4 . Their Coxeter graphs are as follows.

5
Type H4 . 0 0 0 0

1 2 3 4

5
Type H3 . 0 0 0

1 2 3
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m
0--0
1 2

V"hen (W', S) is crystallographic (i.e., mij = 2,3,4,6,00 for arbitrary Si, Sj ES),

W' can be realized as the \Veyl group of certain Kac-Moody algebra (see [KJ). Thus we

have a Schubert variety Bw for each element w E W'. This is a key to apply the powerful

intersection cohomology theory to the I(azhdan-Lusztig theory.

1.5. Examples of Hecke algebras. (a). Let G be a Chevalley group over a finite field

of q elements. Let E be a Borel subgroup of G and T the maximal torus in B. Then the

group Wo = l\TG(T)/T is a \iVeyl group. \Ve have G = UWEWo EwE. Let H be the free

Z-module generated by the double cosets BwB, w E Hlo. We denote Tw the double coset

BwB regarding as an element in H. Define the multiplication in H by

(1.5.1) TwTu = L mw,u,vTv,
v

where the structure constants m w u v are defined as the number of cosets of the form Bx, ,

in the set Bw- 1 Bv n Bu.B:

mw,u,v. = IBw- 1Bv n BuB / BI.

Then H is an associative ring with unit Te, where e is the unit element in Wo. Moreover

we have

(1.5.2) (Tl' - q)(Tl' + 1) = 0, if sES0 ; TwTu = Twu , if l(wu) = lew) + leu),

where So is the set of simple reflections in Wo. (see [I]).

It is weH known that H 0 z C ~ End1~, w here 1~ stands for the induced representation

of the unit representation 1B (over C) of B (see [I, C2, Cu]). Thus part of the study of 1~

can be reduced to that of H 0z C.

(h). Let K be a p-adic field such that its residue field k contains q elements. Let

G be a Chevalley group over the field K. Let B be an Iwahori subgroup of G. Let T
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be the 'diagonal' subgroup of B (in a suitable sense). Then the group llV = Nc(T)/T is

an extended affine Weyl .g;roup (i.c., there is a conunutative subgroup n which acts on an

affine Weyl group (vV', S) such that lV ~ n t:< W', see 2.1 for definition). As the above

eXalnple we have G = UWEW BwB. Let H be the free Z-uloclule generated by the double

cosets BwB, w E W. -VVe denote Tw the double coset BwB regarding as an elernent in H.

Define the multiplicatioll in H by

(1.5.3) TwTu = L: mw,u,vTv,
v

where the structure constants 7n w ,u,v are defined as the number of cosets of the fann Ex

in the set Bw- 1 Bv n BuB:

7n w ,u,v = IBw- 1 Bv n BuB / Bj.

Thell H is an associative ring with unit Te, where e is the unit element in W. Moreover

we have

(1.5.4) (Ts - q)(Ts +1) == 0, if sES; TwTu == TWU1 if l(wu) == l(w) + 1(1.l),

where S is the sct of sünple reflcctions in W. (see [IM]).

It is known that the category of admissible complex reprcsentations of Gwhich have

nonzero vectors fixed by B is equivalent to the category of finite dimensional reprcsenta­

tions (over C) of H 0z C (see {Bol, 11]).

1.6. Kazhdan-Lusztig polynoluials. The work [KL1] stinnllates a lots of work alld

deeply increased our understallding to Coxeter groups and to Hecke algebnts. The key role

is the I(azhdan-Lusztig polynornials. In this section we recall SOUle definitions anc1 results

fronl [KL1].

We keep the notations in 1.1 and in 1.2 (b). Thus (W', S) is a Coxter systeln, W =

n t:< W' is an extendecl Coxeter graup aIld H is the generic Hecke algebra of lV aver

A=Z[q!,q-t].
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1 1
Let a ----40 ä be the involu tion of thc ring A defincd by Ci ~ = q - '2. This extends to an

involution h ----40 h of the ring H defined by

Note that T w is invertible for any w E 1V since T~-l = q-1Ts + (q-l - 1) for sES and

T:;l = TW-l for w E Sl. Thell (see [KL1, (l.l.c)]):

(a) For any w E 1V, there is a unique elen1ent C w E H such that

where Py,W E A is a polynomial in q of degree ::; ~(l(w) - l(y) - 1) for y < wand

PWtl! = l.,

The assertion (a) is equivalent to the fo11owing assertion.

(b) For any w E W, there is a unique eleulerlt C:1I E H such that C~ = C~ ancl C~ =
'""" (_I)I( w)-I(Y)q~q-l(y) P T where P E A is a polynonüal in q of elegreeL..Jy5: w y,w y, y,w

::; ~(l(w) -l(y) - 1) for y < wand Pw,w = 1.

Note that our notations Cw , C:V exchange these in [I(L1] since we sha11 ll1ainly use

the elerl1ents C tu •

Obviously, Cw , w E W anel C:V, w E 1V are two A-bases of H. They are related by

three involutions.

(c) Let j be thc involution of the ring H given by

:(" T) - ,,- ( )-I(w)TJ Daw tu - Daw -q w,

thcn C~ = (-1 )l( w) j (Cw )' (see [1(L1]).

(d) Let <P be the involu tion of the ring H defined by

then C:V = <p(Cw )' (see [LII]).
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(e) Let k be the involution of the A-algebra H given by

then C:V = (-l)l(w)k(Cw )'

The assertion (e) follows from that j k = :-, Cw = CW 1 and C:V = C:v . Note that k is

an involution of A-algebra, in some cases this fact is useful in transforming the properties

concerned with C:V to Cw •

The polynomials Py,w axe called I{azhdan-Lusztig polynomials. We have Py,w =

/l(y,w)q!(l(w)-l(y)-l)+lower degree terms. we say that y -< w if J.l(y,w) # 0, we then set

J.l(w, y) = J.l(y, w).

1.7. Motivated by his definition of canonical hases of quantum groups (see [L19]), Lusztig

gave another construction of the elements Cw , C:V. Consider the Z[q-t]-submodule 12 of

H spanned by Tw = q-!ipTW1 W E W and the Z[q~]-submodule12' of H spanned by

TW1 w E lV, then (see [L20])

(a) The restrietion of 7r: 12 ~ L/q-! 12 defines an isomorphism of Z-modules 7rl : Ln!.:::

l./q-!L and 7r~l(7r(tw)) = Gw •

(h) The restrietion of 7r': L' ~ L' / q!,C' deBnes an isomorphism of Z-modules 7rl

.c' n.c' ~ .c'/q!l.' and 7r~ -1 (7r'(Tw )) = C~.

1.8. The elements Cw have the following properties (see [KL1]):

(a) For sES we have

{
(q! +q-t)Cw , if sw ~ w

C6CW = C6W + L: J1(Y,w)Cy , if sw ;::: w.
y-<w
6y$y

CwC, = {
(q~ +q-!)Cw , if ws :$ w

CW6 + L: J1(Y, w)Cy , ifws;::: W.
y-<w
Y6~Y

They are equivalent to the following recursion formulas of the Kazhdan-Lusztig poly­

nomials.
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(b) Assume that for s, t E S we have sw > w, wt > w, then

l-a a """' I(w)-/(z)+l
py,$W = q Psy,w + q Py,w - LJ J.l(z, w)q 2 Py,z,

Z
y:5 z -.<w
$z<z

where a = 1 if sy < y, a = 0 if sy > Yj and py,$W = p$y,$w'

l-a a '""' I(w)-/(z)tl
Py,wt = q p$y,w + q Py,w - LJ J.1(z, w)q <I Py,z,

z
y$;z-.<w

zt<z

where a = 1 if yt < y, a = 0 if yt > Yj and Py,wt = Pyt,wt.

(y ~ sw)

(y ~ sw)

1.9. When (W', S) is a finite Coxeter group or a crystallographic group, it is known

that the coefficients of Py,w are non-negative. This is proved in [KL2] when (W', S) is

crystallographic. For H3 , H4 it was done by Goresky [Go] and Alvis [A]. For dihedral

groups Im it is trivial since Py,w = 1 for any y ~ w. It was conjectured in [KL1] that for

arbitrary Coxeter group the Kazhdan-Lusztig polynomials have non-negative coefficients.

1.10. Question. (i). It is known that tbe Kazbdan-Lusztig polynomials in erystallo­

graphie Coxeter groups are related to middle interseetion eobomology of Schubert varieties.
... . ~ ..

Now what polynomials are related to other interseetion eobomology of Scbubert varieties?

(ii). H we 100se tbe restrietion on tbe degree of Py,w to degPy,w ::; (l(w) -l(y)), wbat

happen for the Kazbdan-Lusztig polynomials and the elements Cw '

1.11. Cell For any w E W we set L(w) = {s E S I sw < w}, R(w) = {s E S Iws < w}.

Let w, u E W', we say that w ~ u (resp. w :::; Uj W :::; u) if there exists a sequence
L . R LR

w = wo, Wl,' .. ,Wk = u in W 1 such that for each i, 1 :::; i :::; k, we have f.l( Wi-I, wd i= 0

and L(Wi-l ~ L(wd (resp. R(Wi-l ~ R(Wi); L(Wi-l ~ L(Wi) or R(Wi-l ~ R(wd). Then

for any w,w' E n we say that ww :::; w'u (resp. ww ::; uw'; ww ::; w1u) if w ~ u (resp.
L R LR L

W ::; u; w ::; u).
R LR

For any x, y E W we write that x I'V y (resp. x I'V Yi x I'V y) if x ::; Y ::; x (resp.
L R LR L L

x :::; y :::; x; x :s; y ::; x). The relations :::;, :::;, ::; are preorders in W. And the relations
R R LR LR L R LR

14



i'"V, i'"V, i'"V are equivalence relations in lV; the corresponding equivalence classes are called
L R LR

left cells, right cells, two-siclecl cells of W, respectively. The preorder ::; (resp. ::; ; ::;)
L R LR

ineluces a partial order on the set of left (resp. rightj two-sided) cells of W, we denote it

again by ::; (resp. ::;; ::;).
L R LR

When l-Y = W' is a vVeyl group, the definitions of left cell and two-sided cell coincide

with the definitions given by Joseph [J1-J2]. The cells in \Veyl groups were extensively

investigated by Barbasch, Lusztig, Joseph, Vogan, etc., and play an ilnportant role in the

representation theory of finite groups of Lie type (see [L7]) and in the theory of prilnitive

ideals of universal enveloping algebras of senlisiInple Lie algebras.

For affine Weyl groups, the structure of left cells anel two-sided cells are detennined

for type An (see [Sh1, L8]), rank 2, 3 (see [L11, Bel, D]). Recently Shi founel an algorithln,

then he and his students detennined the structure of cells in affine vVeyl groups of type

B4 , 04 , D4 (see [8h4]). For type D4 , see also [Ch]. In [L11-L14] Lusztig obtained aseries

of inlportant results concerned with cells in affine vVeyl groups.

1.12. a-function For an extendeel Coxeter group W, the function a: W --+ N was

introeluced in [L11] anel is a useful tool in cell theory and related topics.

Given tu, u E 1V, we write

CwCu = L hw,u,vCv,
vEvF

hw,u,v E A.

For any v E W, we define a(v)= the Ininimal non-negative integer i such that q ~ hw, u, v E

Z[q~] for all tu, u E W. If such i doesnot exist, we set a(v) = 00.

For a finite Coxeter group, the function a is always bounded. A non-trivial fact is that

a is bounded for an affine Vleyl group (see [LII]). In [L12], Lusztig obtained SOlne inter­

esting results under the asstllnption of a being bounded and of l-Y' being crystallographic.

Asslllne that (W', S) is a crystallographic group, then all hw,u,v are Laurant polyno­

11lials in q~ with the saIlle purity and have non-negative coefficients (see [LII]). It seelns

naturally to hope such property holds for arbitrary Coxeter groups.

Here are two questions.
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1.13. Question. (i). Find out a11 Coxeter groups wllose a-function are bounded.

(ii). Find out a Coxeter group lV' such that there exists SOllle w E W' witb a(w) = 00.

Generalized Cells

1.14. Lusztig generalized the definition of cells in [I(L1] to the cases of simple refleetions

being given different weights (see [L6]). Strangely the interesting generalization is less

elevelopeel. In the rest of the ehapter we shall give SOllle eliscussion to the generalization.

VVe first recall the definition, then show how to apply the definition.

Let (lV', S) be a Coxeter system and l'V = n [)( lV' be an extended Coxeter group. Let

cp: lV --+ r be a lllap fronl lV into an abelian gl'OUP r such that cp(Ü) = {e} (e the unit
1

elelnent in r), cp(5) = cp(t) whenever 5, t E 5 are conjugate in W. We shall set cp(w) = qit,

(w E W). Let HI.p be the Hecke algebra of W with respect to cp; this is an algebra over the

group ring Z[r]. As a Z[r] module, it is free with a basis Tw , tu E lV. The Inultiplication

is elefined by

(1.14.1) (Ts - qs)(Ts + 1) = 0, if 5 E 5; TwTu = Twu , if l(wu) = I(w) + l(u).

1 1

When q; = ql if and only if 5, t are conjugate in W anel r is a free abelian group
.1

with a basis q;, 5 E 5, the algebra Hrp is canonically isomorphie to the algebra H in 1.1
1 1

if we identify Z[r] with A. When q; = qt2 for any 5, t E 5, anel r is a free abelian group
1

generated by q!, the algebra Hrp is canonically isomorphie to the algebra H in 1.2 (b).
1 1

Suitably choose the I1lap cp: lV --+< ql > (the free abelian group generated by qJ) we

see that the Hecke algebra in 1.2 (a) is also canonically isomorphie to some HI.p'

It will be convenient to introduce a new basis Tw = q:! Tw , (w E IV). V\Te then have

(8 E 5).

Let a --+ a be the involution of the ring Z[r] which take, to ,-I for any , E r. This

extends to an involution h --+ Ti of the ring HI.p elefined by

(aw E Z[r]).
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- - _1. 1.
Note that Tw is invertible for any 1V E W since Ts-

1 = Ts + (qs 2 - q;) for sES and

T;l = TW-l for wEn. We define thc elements R;,y E Z[r], (x, y E W), by

It is easy to see that R;,y = 0 unless x S; y in the standard partial order of lV. Using the

fact that h -+ h is an involution, we see that

(1.14.2) L R;,yR;,z = DX,Zl

x:S;y:S;z

for all x::; z in VV. Note also that q;;tqJR;,y E Z[rZ] (convention: r Z = {,Z I, Er}).

(1.14.3). R; x = 1 for all x E lV.
I

(1.14.4). If x < y, Z(y) = Z(x) +1, then x is obtained by dropping some sES in a reduced
1 _.1

expression of y, and we have R;,y = q; - qs 2.

(1.14.5). If x < y, l(y) = Z(x) + 2, then x is obtained by dropping SOllle 5, t E S in a
.1 _1 .1 _l

reduced expression ofy, andwchaveR;,y =(q; -q" 2)(qt2 -qt 2).

\-\Te now assulne that a total orcler in r is given which is compatible with the group

structure on r. Let r + be the set of elenlents which are strictly positive (i.e. bigger than
1

the unit element) for this total order and let r _ = (r+ )-1. We shall aSSUllle that ql E r +

for all sES. We have (see 2. Proposition in [L6])

(a) Given 1V E lV, there is a unique elelllent Cw E HI.p such that

Cw = L P;,WTy,
y<w

where Py* w E Z[r] is a Z-linear c0l11bination of elelnents in r - for y < 1V and P~ w = 1., ,
_1 1 2

Moreover qy 2 q~P;,W E Z[r ].

(When <p is constaut on S, this is the same as (1.1.c) of [1(L1] .)

We also can introeluce the elernents C~ as 1.6(b) 'tild show that Cw , C~ are related

by three involutions of Hip as (c-e) in 1.6.
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Now let sES, w E llV be such that w < sw. For each y such that sy < y < 'W, we

define an element

lvI S E Z[r]y,w

by the inductive condition

(1.14.6) L P;,zlvI:,w - qt P;,w is a cornbination of eleruents in r ­
y<z<w
sz<z

and by the symmetry condition

(1.14.7)

The condition (1.14.6) cleterrnines uniquely the coefficient of r in 1\tf;,w for all r E r - r_;
the condition (1.14.7) deternünes other coefficients. vVe have q; 1q; t qiM;,w E Z[r2 ].

Let sES and let w E lV, then (see 4. Proposition in [L6])

(1.14.8) ('1'" + q;~)Cw = Gsw + L M:,wGz,
z<wsz<z

if w < sw

(1.14.9)
- 1

(Ts - q; )Cw = 0, if w > sw

Let j' be the anti-automorphism of the ring Hlp defined by j'(Tw) = Tw-l and j/(a) = a

for a E Z[r]. It is easy to see that j'(Cw ) = Cw-t. From (1.14.8-9) we can deduce

(1.14.10) if w < ws

(1.14.11) if w > ws

The identity (1.14.9) is equivalent to the following

(1.14.12)
1

P* _ -"2 P*
U,w - qs 8U,tv if u < S71 ~ w, sw < w.
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and the identity (1.14.11) is equivalent to the following

(1.14.13)
_1.

P* _ 2p*
u w - q,9 U,9 W, , if u < us ::; w, ws < w.

(h) Let y < w he such that l(w) = l(y) + 1. Then y is übtained by dropping a siIuple

refiection s in a recluced expression of w. We have
_1.

(i). P;,w = q.'i 2.

(ii). Let t be a siInple refiection such that ty < y < 10 < t1O, thcn

1.15. Generalized cells. Let 10 E W be such that 10 < 810 for sorne sES. We shall

write z ::; 10 if z = W10 (w E fl) 01' 810 01' lvI: w # °(see (1.14.8)). We again use ::; für
L,tp , L ,tp

the preorder relation on 1V generated by the relation z ::; w. Thc equivalence relation
L,tp

associated to the preorder ::; is denotecl by ~ and the corresponding equivalence classes
L,tp L,tp

in 1V are called generalized Ieft cells. Given 10,11, E W, we say that w ::; u if there
LR,tp

is a sequence w = Wo, 10), ... ,Wk = U of elcrucnts in W such that for i = 0,1, ... , n - 1,

we have either Wi ::; Wi+l 01' W;l ::; wi+\. The equivalence relation associated to the
L,~ L,tp

preorder ::; is denoted by ~ and the corresponding equivalence classes in Ware called
LR,f{J LR,rp

generalized two-sidecl cells. Froll the clefini tions and (1.14.8-11) we get

(a) Let h, h' E Hrp, 10 E 1V. We write

hCw = LauCu,
uEHl

hCwh' = L bucu,
uE\V

au E z(r],

bu E Z[f).

Then u ::; w if a u # 0, u ::; w if bu f:. 0.
L,~ LR,rp

For any w E W, we denote I~ (resp. j1~) the Z[f]-subruoclule cf Hep spanned by thc

eleruents Cu, U ::; w, (rcsp. by the elernents Cu, U ::; w, u f w). we define sirnilarly
L,rp L,rp L,f{J
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I~R (resp. j~R) the Z[r]-submodule of H", spanned by thc eleruents Cu, u ~ 10, (resp.
LR,,,,

by the elements Cu, u ~ w, u f 10).
LR,,,, LR,,,,

It is clear from (a) that I~, j1~ are Ieft ideals of H", anel I~R, j~R are two-sided ideals

of H",. Hence I ~ / j ~ is a left H l,O -nl0dule wi th a natural basis giyen by the images of Cu

for u in the generalized left cell eontaining w; I~R / j~R is a two-sided H l,O-ruodule with a

natural basis given by the imagcs of Cu for u in the gencralized two-sided eell eontaining

w.

l 1 l
1.16. Assunle that r is a free abelian g;roup with a basis q;, 8 E S (note that q; = ql

whenever 8, t E S arc conjugate in YV). It is known that we ean totally order the set

Qs = {q] I sES}. Assume given such a total order ~ on Qs. 1vVe define

_l ~ 1
qs 2 < II qt 2 < q; ,

t<s
atEZ

where only finite at are nonzero, and define qt < q! if and only if i < j. It is easy to see

that we define a total order on the group r whieh is eompatible with the group structure.

Thus the definition and results in 1.14-15 ean be applied to the Hecke algebra H",.
1

If we have Carcl{q; I sES} :S;CardR (R the field of real nurubers), where Carcl

denotes the eardinal of a set, we ean find luore natural total orders on r whieh are coru­

patible with the group structure. Aetually we ean find ruany injective horuolllorphisrus of
1

abelian groups T: r -+ R such that T(q;) > 0 for any sES. The total order in T(r)

gives rise to an total order on r whieh is eorupatible with the group structure on r.

1.17. Proposition. ASSUlne that H! is a finite Coxeter group and let S be the set of

simple rcfiections in YV. Let Wo bc the longest elclnent in lV. We havc

(i). Let h E HlfJ be such tl1a.t Tsh = q] h for any sES, then h = a L:WEHI Tw for

some a E Z[r].
_1

(ii). ewo = qw02 I:WEW Tw •

(iii). The set {wo} is a generalized two-sided cell oE I/V.

(iv). The set {e} is a generalized two-sided cell oflV.
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~ 1

Proof. (i). First we have T~ L:WEW Tw = q! L:WE\-V T w . Let

h = a L T w + L awTw ,

wEH.! wEH'
w<wo

a,a w E Z[f]

If aw =I 0 for some 7.0 < Wo. Choose one 7.0 such that l(w) is lnaxinlal. Since 7.0 < Wo, we

can find some sES such that w < sw. Thus in the expression

Tsh = q}a L T w + L bwTuH

wEW wElV

bw E Z[f]

We have bsw = aw =I 0, it contradict our asstunptions on h anel on tu. Thus a11 aw = 0

whenever w < wo.

(ii). By (1.14.9) anel (i) we see that Cwo = a L:WEW Tw for SOlne a E Z[f]. Note that
- _l

R;,y = 0 unless x ~ y and that RZ,y = 1, froln Cwo = ewo we get a = q w o2 • The assertion

is proved. One also can use (1.14.12) to prove (ii).

(iii ).
1

= q; Cwo ' By the definitions of

generalized cells we get the assertion.

(iv). It follows fronl (1.14.8), (1.14.10) anel the definition of generalized two-sided cello

1.18. Example. Let (lV, S) be a dihedral group of type 12 (21'11) (see 1.4). Let 5, t E 5,
1 I

then (st?m = 1. Let 'P: W -+ r, Hlp be as in 1.14. We assunle that ql > ql. We shall
1. 1.

write u, v instead of q;, qt2 respectively. vVe have

(a) Let y, tu E l-V be such that sy < y < w < Stu, then lvI:,w = O.

Proof. We have 10 = t . tul, Y = s . y] for some wl , Y1 E W. (Convention: x = X] . X2

lneans that x = XIXZ and lex) = I(XI) + l(xz).) Using (1.14.12) we get P;,w = V-I Pt~,w'

Note that v > U , we see that uP;,w = uv- 1 Pty,w is a Z-combination of elements in f_.

Using induction on lew) -l(y) anel using thc definition of M:,w wc obtain (0..).

vVe consider the simplest example (see [L6]): type Bz. Then (st)4 = 1. V.;re have

P ... -1 (-1 )t,tst = V U - U ,

P• -] (-] )lJ,lJts = V U + U l

21
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t _1
anel P;,w = qy qw 2 for all other pairs y < w. (In Particular, P;,w 111ay have negative

coefficients). We have

M t Mt -1 + -1
ts tjts = t tlt = UV U v., ,

The generalized left cclls are {e}, {s}, {t, st}, {tst}, {ts, sts}, {stst}. The corresponding

Hcp-ulodules I~/j~ (with scalars extended to an algebraic closure of Q(qt)) are a11 irre­

ducible. (this is in contrast with the situation in [I<'L1].) The generalized two-sided ce11s

are {e}, {s}, {tst},{t,st,ts,sts}, {stst}.

The second simplest example is type G2 • Then (st)6 = 1. We have

Pt tst = Pttlt ttlttlt = V-I(U-
I

- u),, ,

P • p. p. -2( -I )
e,lst = ts,tstst = st,t8t8t = V U - U ,

P '" -2 (-2 1 + 2)t,tstst = V U - u,

P • p. -1 ( -I + )
s 8ts = st8 St8tS = V U U ,, ,

P• -3( -2 1+ 2)e,tstst = V U - u,

P * p* p* -I -1 ( -1 + )e,sts = st,8tst8 = t8,st8t8 = U v U U 1

P * -2 -I ( -I + )t,st8t8 = U v U U ,

P • -2 -2 ( -1 + )
e ~tst~ = U v U U ,,

1 1

and P;,w = qJ q~2 for an other pairs y ::; w.

P * -I -2( -I + )ß,8tßt8 = U V U U ,

VVe have

\

M t ~1t Mt Mt -I + -I
tSt8,8t8t8 = II t8t,8tst = t8,st8 = t ,8t = UV U v,

Mi stst = lv1i8 St8t8 = 1., ,

The generalized left cells are

{e}, {s}, {tstst}, {ststst}, {t,st,tst,stst}, {ts,sts,tsts,ststs}.

Thc first foul' corresponding Hcp-nl0dules I~/i~ (with scalars extendecl to an algebraic

closure of Q(q t)) are all irreclucible; the last two corresponding Hcp-lTIodules are not

irreducible. (This is in contrast with the situation in [KL1], also in contrast with the case

type B 2 .) The generalized two-sided cells are

{e}, {s}, {t,st,ts,tst,sts,tsts,tsts,ststs}, {tstst}, {ststst}.
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For type Eu, the generized left ce11s provide a11 silnple nl0dules of the corresponcling

Hecke algebras over an algebraic closed field of characteristic 0 (see (L6]). In general,

the generalized should provide more simple modules for finite dimensional Hecke algebras.

The work [LII-L14] showed that the cells in affine Weyl groups are interesting to the

representations of affine Hecke algebras of one parauleters. The generalized cells in affine

Weyl groups should be interesting to the representations of affine Hecke algcbras with

unequal parameters. It is likely that any generalized left (resp. two-sided) cell of an

extended Coxeter group contaill in a left (resp. two-sided) cell of the sense 1.11.

Finally we state

1.19. Conjecture. Let W be an extended Coxeter graup. Let 'P, Hip as in 1.14-15. Then

the generized left cells alld generalized two-sided cells in W defincd in 1.15 only depend
l l

on t}le order relations alnong q; l sES, not depend Oll tbe parmneters q;, sES.
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2. Affine Weyl groups and Affine Hecke Aigebras

In this chapter we consider sorne elernentary properties of extended affine \\Teyl groups

and of their Hecke algebras. \\Te are lnainly interested in the structure of the center of

affine Hecke algebras and ce11s in affine Weyl group.

2.1. Extended affine Weyl groups. Let G be a connectecl reductive group over C anel

Tamaximal torus of G. Let NG(T) be the normalizer of T in G. Then l/Vo = lVG(T)/T

is a Weyl group, which acts on the character group X = HOln(T, C*) of T. Consider the

semi-elirect product IV = IVo t>< X. Let ReX be the root systen1 of IVo, which spans

the root lattice P in X. The group P is IVo-stable and the subgroup IV' = Wo t>< P of IV

is an affine Weyl group. Nloreover vV' is a nonnal subgroup of W. Let S be the set of

sinlple reflections in 1,V'. There exists an abelian subgroup n of l/V such that wSw- 1 = S

for any wEn anel W = n t>< IV'. (n is iS0l110rphic to the center of G, also isolnorphic

to the quotient group X / P.) Thus Hf is an extended Coxeter group in the sense of 1.1.

\\Te sha11 call IV an extended affine Weyl group (In some bibliographys 1V is also ca11ed

a moclified affine Weyl group, see, e.g. [Ca]). The Hecke algebras of W RJ:e ca11cd affine

Hecke algebras (this slightly different the usual definition, when G is adjoint, our definition

agrees with the usual one).

Let R+ 1 R- be the set of positive roots anel thc set of negative roots, respectively.

Let 6. be the set of simple roots of R. Let RV c Horn(C*, T) be the dual root systenl of

R. For any Q' E R we sha11 denote Q'v E R V thc dual of a. Then the length of an elcruent

10X (10 E Wo, x E X) is givcn by the fo11owing forl11ula (see [IM])

(2.1.1)

Let

l(1Ox)= L l<x,Q,v>+l!+ L l<x,o,v>I·
oER+ oER+

w(o)ER- w(a)ER+

){+ = {x E X 11(1Ox) = 1(10) + l(x) for any 10 E IVo} = {x E X I< x,av >;::: O}

be the set of dominant weights. By the above formula we have
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(2.1.2) For any X, y E X+, l(xy) = l(x) + l(y).

2.2. The center of generic affine Hecke algebras. Let H be the generic Hecke algebra

of lV over A = Z[q t ,q - t] wi th the standard basis Tw , tu E W. Following Berstein (see

[L5]) we introduced another basis and describe the structure of the center H.

For any x EX, we can find y, z E X+ such that x = yz-l. Let

According to (2.1.2) we know the definition of 8x is independent of the choice of y, z.

11oreover we have

(2.2.1) 8x 8x ' = 8xx" for any X, x' E X.

Let Ox be the conjugacy dass of x in Wand let Zx = 2:x/Eo~ 8X " Then (Berstein,

see [L5])

(a) The elements Tw 8x , tu E Wo, x E X form A-basis of H.

(b) The elements 8x T w , tu E lVo, x E )( form A-basis of H.

(c) The center of H is a free A-I110dule and the elements Zx, x E X+ form A-basis of the

center of H.

Für x E X+, denote d(x', x) the diInension of the x'-weight space V(x)x' of V(x),

where V (x) is the irreducible representation of G wi th highest weight x. We set Ux =

2:X/EX+ d(x', X )zx 1 , x E );+. Then we have

(d) The elements Ux , x E X+ fonn A-basis of thc center of H.

We shall denote So the set of simple reflections in lVo. For any r E So, we also write

O'r for the corresponding silnple root. \Ve have

(e) Tr 8r(x) = 8x Tr - (q - 1)8x (1 + B;;r1 + ... B~~n), for any 7' E So, x E X with

< x, O'~ >= n 2:: 1.

für any r E So, x E X with < x,O'~ >= O.

A special case üf the formula in (e) is

(g) TrBr(x) = BxTr - (q - l)Bxl for any r E So, x E X with < x, O'~ >= 1.
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The fonnula in (g) is equivalent to

(h) Br(x) = qTr-
1BxTr-

1
, for any r E So, x E ..(\ with < x, o:~ >= 1.

For any q E C·, we can regard C as an A-algebra by specializing q t to a square root

q!. Then we consider the tensor product H ®A C, this is aC-algebra, we denote it by H q •

'""Te shall denote the images in H q of Tw , Cw , Ux , •.• , by the same notations.

2.3. Assume that G has a sinlply connectecl derived group, it is equivalent to that ..(\"+

contains all fundalnental weights conccrned with the root systenl R. For each simple root

Q' E R, we denote X a the corresponding fnndluental weight in .Y+. Given 10 E l'Vo, we set

X w = 1o( TI x a ).

aE~

w(o)ER-

It is known that (see [St2])

(a) A[X] is a free A[X]WO-1lloelule with a basis X w , 10 E Wo.

Using 2.2(a-c) we see that

(b) H is a free Z(H)-nl0dule with a basis Tw()x u ' 1O,7.1 E l'Vo, where Z(H) is the center

of H.

The image in H q of Z(H) is in thc center of Z(Hq ) of H q • By (b) we see that (cf.

[M])

(c) Any simple H q-modnIe has dimension ::; 11110 I.
However, for each q E C*, there are a lots of siluple Hq-Illodllies with diluension 11110 1

(see [M, !(al], see also 3.11). So we have

2.4. Proposition. Let G be as in 2.3. Then tbe elements Ux, x E X+ is aC-basis oE tbe

center oE H q . (Note our convention on notations at the end of 2.2.)

2.5. Proposition. Assume tllat G is simply connected, sünple a,lgcbraic group over C.

We bave

(i). JE R is not of type D2k (2k = n), then there exists a fundaJnental weigbt which

we denote by Xo such tl1at H is generated by Tr (r E So) and ()xo.
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(ii). H R. is of type D2k (2k = n), t}len t}lere exist two fundanlental weigllts whic11 we

denote by Xo, x~ such that H is generated by Tr (7' E So) alld Bxo ,f}x~.

PToof "VVe number the silnple reflections Tl, 7'2, .•• , Tn in So and the fundalnental

weights Xl, X 2 , ... , X n in X according to the Coxeter graphs in 1.3. In case (i) we choose x 0

to be the following:

In case (ii) we choose Xo = X n , x~ = Xn-l.

V\Te claim such choices satisfy our requirelnent. V'/e take type An as an exalnple to

prove the claim. Let H be the subalgebra of H generateel by Tr (1' E So) anel Bxo = Bxn .

It is enough to prove that the elements B;ll, 8;21, ... , B;,; are in H. We shall wri te Ti, TI
for Tri' Tr:

1
, respectively. We have

(2.5.1)

(2.5.2) for any 1 < i < n,

Using 2.2(h) anel (2.5.1) we get

(2.5.3)

Using 2.2(h) anel (2.5.2) repeateelly we obtain

(2.5.4)

... ,

Again using 2.2(h) anel (2.5.1) we get

(2.5.5) B- I T' B B-1 T'
Xl = q 1 Xl X2 l'

By asstunption we have BXn E H. COlnbine this anel (2.5.3-5) we see that B;11, B;21
, ••. , B;,;

are in H. The proposition is provecl for type An. For other types, the arguments are

similaI'.
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2.6. Cells in W. In [L11-L14] Lusztig proved a number of results concerned with the

ceUs in affine Vveyl groups. Here are sOlne of theIn except those given other references.

(a) The number of left cells of W is finite. Each left cell of W contains a unique element

in TI = {w E l'Va I 2 cleg Pe,w = e(w) - a(w)}, where e is the unit eleulent of H1.

(b) Thc set TI is a finite set of involutions in W 1
•

(c) a(w) :::; a(wo) = IR+I = v, where Wo is the longest elelnent of 1Vo.

(cl) The set Co = {w E W I a(w) = v} is a two-sided cell of W. The two-sided cell Co

contains 11Voileft (resp. right) cells (see [Be2, 5h2-5h3]). Co is the lowest two-sided cell

(concerned with the partial order:::;) in the set Cell(W) of two-sidecl in 1V. Assume
LR

that ..:Y contains all fundalnental weights, then

Co = {xwOy E 1V I l( xwoy) = l( x) + l(wo) + l(y)}.

We would like to state a conjecture concerned with the nunlber of left cells in a two

sided cell c. For any subset I of S, let

r cJ = {left cell r in c I R(r) = I}

(set R(r) = R(w) for any 10 Er, this is weIl defined, see [KLI]), we conjecture that

# r c,I :::; # r Co J. Lusztig has a conjecture (see (As]) concerned wi th the numbel' of left

cells in a two-sided cell which neeels the following result.

(e) There exists a natural bijection between the set Cell(W) of two-sided ceUs in Wand

the set of nilpotent G-orbits in gwhich preserves the partial orders.

(f) For y, w E H"1, we have a(w) ~ a(y) whenever y :::; w. Moreover, if y :::; w (resp.
LR LR

Y :::; 10, y :::; 10) and ä(y) = a(1O), then y 1"V 10 (resp. y 1"V W, Y 1"V w). In particular, Cl
L R LR L R

is constaut on a two-sided cell of W.

(g). x :::; w, (resp. x :::; Wj x :::; 10) if and only there exists h (resp. h'j h, h' ) in H such
L R LR

that a x i= 0 (resp. bx i= 0; C x =f. 0), where ax (resp. bx ; cx ) is definecl by

hGw = L auGu, a u E A,
uEW

(resp. Gwh' = L buGu, bu E Aj
uEH'
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Given a two-sided cell c of W, let H-.5:. c (resp. H<c be the free A-tllodule spanned by

Gw , 10 E W such that 10 ::; U (resp. 10 ::; U, 10 f u) for some U E c. Let H q ~c be the
LR LR

itllage in H q of H~c. By (g) we see that

(h) H5: c is a two-sided ideal of H and Hq~C is a two-sidcd cell of H q. We also call them

the cell ideals. vVe shall write H~c for the quotient H / H<c.

-~Note that Gwo = q 2 L:WEWoTw and that TsGwo = GwoTs = qGwo for any s E So.

(i) H ~ Co is spanned hy ()x GWo ()y, X, Y EX. If X eontains a11 fundatllental weights of R,

then the elements ()x w Gwo 8xu Ur" 1O,1L E IVo, x E ..Y"+, is an A-basis of H~co.

Proof. By 2.2(a-b) we get the first assertion. The seeond assertion follows fronl 2.3(b)

and [Xl, 2.9].

2.7. The based rings of two-sided cells. For 10, U, v E IV, we define the integer fW,u,v

by the eondition q tI (2t1) hw,u,v - TW,u,V E qtZ[q~] (see 1.12 for the definition of hw,u,v)'

Sinee (W', S) is erystallographie, by 1.12 we know that fW,U,lI is non-negative (see [LII]).

vVe have

(a) ""w u z -I- 0 =} 10 "'" u-I, U "'" Z, 10 "'" z. In partieular, 10 "'" 1L "'" Z if TW u z -I- O.
I , 1 r L L R LR LR ' , r

(b) Let d E 1', then TW,d,u f:. 0 <=> 10 = U and 10 ';; d, Tw,d,w = 1. Moreover, fw,d,w =

fd,w-1,w- 1 = fw,w- t ,d = 1.

Let Jz be the free Z-nl0dule with a basis t lll , 10 E W. In [L12] Lusztig proved that

twtu = L: TW,U,Vtv defines an associative ring structure on Jz. The ring Jz is called the
vEH'

based ring of W. The unit in Jz is L: td. For each two-sided cell c, the subspace Jz,c of
dE'D

Jz spanned by t w , 10 E c, is a two-sided ideal of Jz by (a). Jz,c is in fact an associative

ring with unit 2: td, which is ca11ed the based ring of the two-sided cell c. We have
dE'Dnc

Jz = EB Jz,c, i.e. Jz is the clirect SUtll of algebras Jz,c, where c runs aver the set Cell(TV)
c

of two-sided cells of I'V. The rings Jz, Jz,c turn out very interesting. The fo11owing result

establishs the connection between the Hecke algebra Hand the based ring Jz.
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(c) The A-linear l11ap </>: H ~ Jz 0z A defined by

L
uE\:V
dE'D

a( d)=a( u)

is a h01110mOrphis111 of A-algebras with 1. Moreover fjJ is injective and cj> l11aps the center

of H into the center of Jz ®z A and Jz ®z Ais finitely generated aver cj>(Z(H)). (see

[L13]).

The C-algebra J == Jz 0 C is called the asYI110totic Hecke algebra of l'V. The hOl110­

morphism fjJ in (c) induces a hOluolllorphislll of C-algebras 4>q: H q ~ J. We have (see

[L13])

(d) For any q E C*, the homonl0rphism fjJq is injective and cj>q maps the center of Hq into

the center of J, anel J is fini tely generated over fjJ q ( Z (H q ) ).

"VVe conjecture that the center of J isspanned by various fjJ q ( Z (H q ) ), q E C * .

Affine Hecke algebras with two parameters

2.8. \Ve keep the notations in 2.1. V·.,Te sha11 consider the affine Hecke algebras with unequal

paralueters. We sha11 assurne that Gis silnpIe anel G is oue of the types: B n, C n, F4 , G2 •

Thus there exist simple reflections in S which are not conjugate in l'V.

Let R' be the set of long roots in R when R is of type B n , be the set of short roats in

R when R is of other types. Let R" == R - R'. Let R'+ == R' n R+(resp. R"+ == R' n R+)

be the set of positive roots in R' (resp. RU). Define two function I', I": W ~ N as

follows: for w E IVo, x EX, we set

(2.8.1 )

(2.8.2)

I'(wx) == L l<x,Q,v>+ll+ L I <x,o,v > I·
oER' + oER'+

w(o)ER- w(a)ER+

l"(wx) == L l<x,Qv>+l]+ L I< x,o,v > I·
oER"+ oER/!+

w(o)ER- w(o)ER+
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In sonle sense the functions [I, I" are length functions of W corresponding to roots of

different lengths. NaInely, Let

S' = {s E S I s is the simple reflection respect to some roots in R'},

Sft = {s E S I s is the simple reflection respect to some roots in Rn},

for any reducecl expression t 1t2 •.. tk of an elernent 'll in lV', Let

S"={t·lt·ES" l<i<k}u I I ,_ _ ,

then ['(u) = #S~, ["(u) = #S~. Obviously we have

(2.8.3). Let u E lV, then I(u) = I' (u) +[" (u). (see (2.1.1) for the formula of I(u)).

Let u, Y be two incleterrninates and let E = Z[U±l , y±l] be the Laurant polynornials

In u, y with integer coefficients. We defille the Hecke algebra iJ (over E) of W with

paralneters u 2 , y 2 as follows: iJ isa free B -module wi th a B -basis Tw , w E Hf anel

lnultiplication laws

(2.8.4) TwTu = Twu , if l(wu) = lew) + leu),

(Ts - u 2 )(Ts + 1) = 0, if sES'; (T!j-v 2 )(Ts +1) =0, ifsES".

When G is not adjoint, 01' is not type E n , the algebra iJ is essentially the algebra H in

1.1. vVhen G is adjoint of type E n , then H1 = H11 is an affine \\leyl group of type en . ""le

number the siInple reflections in S according to thc Coxetcr graph in 1.3, then oS III So are

not conjugate in W. So the algebra H for VV has three parameters. In this paper we donot

consider such Hecke algebra althaugh the properties for H have their counterparts für the

algebra'H (see [L18]). It seelns necessary to cOllsider the Hecke algebra 'H separatedly.

2.9. The center of iJ. Following [L18] we canstruct the center of iJ, which essentially

is similar to the case in [L18].

As in 2.1, let

X+ = {x E.JY ll(wx) = lew) + lex) for any w E lVo} = {x E X I< x,oY >~ O}
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be the set of dOlninant weights. By the fonnulas (2.8.1-2) we have

(2.9.1) For any X, y E X+, I'(xy) = I'(x) + l'(y), l"(xy) = l"(x) + ["(y).

For any X E X, we can find y, z E X+ such that x = yz-l. Let

According to (2.9.1) we know the definition of Bx is independent of the choice of y, z.

Moreover we have

(2.9.2) BxBxl = BXX" for any X, x' E X.

Let 0 x be the conjugacy dass of x in lV and let zx = L: x' E0 z BxI. Thcn using the

method in [L18] one can prove the following result without difficulty.

(a) The elenlents TwBx, 10 E Wo, x E X fonn B-basis of H.
(b) The elelnents BxTwl w E lVo, x E X fonn B-basis of H.
(c) The center of H is a free B-nlodule anel the eleluents Zx, x E X+ fornl A-basis of the

center of fI.

For x E X+, we set Ux = L:x/EX+ d(x', X )zx" ,7; E X+, see 2.2 for the definition of

d( x', x). Then we have

(d) The elements Ux, x E X + fonn B -basis of the center of H.

Let So = Sn VVo, Sb = s' n lVo, Sb' = s" n Wo'

(e) TrBr(x) = BxTr - (u2
- l)Bx(l + B;;! +,.. B~-;JI), for any r E Sb, x E )[ with

< x,O'~ >= n.

TrBr(x) = BxTr - (v2 - l)Bx(l + B;;r1 +,., B~-;n), for any r E Sb', x E )( with

< x,O'~ >= n,

for any 7" E So, x E X with < x, Q'~ >= O.

A special case of the formulas in (e) are

(g) TrBr(x) = BxTr - (u2 - 1)Bx, for any l' E Sb, x E X with < x, o:~ >= l.

TrBr(x) = BxTr - (v2 -l)Bxl for any l' E Sb', x EX with < x,Q'~ >= 1.

The fonnulas in (g) are equivalent to

(h) Br(x) = u2Tr-lBxTr-l, for any 7" E Sh, x E X with < x, o:~ >= 1.

f}r(x) = v 2Tr-
t BxTr-

1
, for any r E Sb', x E X with < x, O'~ >= 1.
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\hle shall denote HO the B' = Z [U±2 1 v±2] snbalgebra of iI generated by T~ 1 (s E

So), Bx (x EX).

For any a, b E C*, we can regard C as an B-algebra by specializing u, v to a1,b~

respectively. Then we consider the tensor prodnct iI Q3) 13 C, this is aC-algebra, we denote

it by Ha,b (it is easy to see that Ha,b only depends on a, b, not depends the choices of the

square roots of a, b, actually we have Ha,b = HO 08' C). We shall denote the inlages in

Ha,b of Tw , Bx, UX, ... by the same notations.

2.10. For w E W, we define X w E X as in 2.3. Using 2.9(a-c) and 2.3(a) we see that

(a) iI is a free Z(H)-module with a basis TwBxu , w, u E Wo, where ZeH) is the center

of H.
By (a) we see t~at (see [:lvI])

(b) Any SilDpIe Ha, b-luodnIe has diluension ::; 1WO I.

But, for any a, b E C*, there are a lots of siluple Ha,b-Iuodules '\vith diluension IHlol

(see [M, I<al]). So we have

2.11. Proposition. Assunle that X contains al1 fundaInenta1 weigllts of R, tllen t11e

e1elnents Ux , x E X+ is a (>basis af tbe center afHq . (Note our convention on notations

at the end of 2.9.

Sinlilar to 2.5 we have

2.12. Proposition. Assunle that G is simply cannected, simple a1gebraic graup aver C,

alld is ane of the types B n , C n , F41 G2 , tbe there exists a fundamental wcight which we

denote by Xo such tl1at fI is generated by T r (1' E So) alld Bxo '

2.13. Assurne that we have a total order on the abelian group {utvt I i,j E Z} which

is compatible with the multiplication. If u! > 1 and v! > 1, then we can defined the

generalized cells of lV through the algebra iI as in 1.15. We conjecture that the set Co in

2.6(d) is always a generalized two-sided cell in the sense of 1.15.
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3. Kazhdan-Lusztig Classification on Simple

Modules of Affine Hecke Aigebras

In this chapter we We first reca11 sOUle results of Ginsburg [G 1~G2], Kazhelan anel

Lusztig [1(L4], which we sha11 need. ",,·.,Te then give sonle discussions to the standard modules

(in the sense of [I(L4]). For type A it is not clifficult to detennine the dimensions of standard

Iuodules. In general one seenlS can eletennine the dilnensions of standard modules through

Green functions. A conjecture concerned with the based rings of two-sicled ce11s in affine

Weyl groups is stated. vVe also stated a conjecture concerned with classification of siInple

modules of affine Hecke algebras of two paralneters, which form analogue of the (*) in the

introduction of the paper.

Throughout this chapter a11 varieties anel algebraic groups are over C except specified

indications. We sha11 use algebraic (equivalent) ](-theory insteacl of topological (equiva­

lent) ](-theory. See [Tl for conlparing between theIn.

For an algebraic group G and a G-variety NI, we sha11 denote ](c(A1) the Grothendieck

group of the category of G-equivalent coherent sheaves on lvI and Ka(lvI) = ]{G(M)0C its

complexification. The!(-group Kc(A1) has a natural Ra = Kc(point) Iuodule structure.

When G = {I} is the unit group, we sha11 onlit thc subscript G of these ](-groups.

we sha11 use () A'f for the structure sheaf of !vI.

3.1. Convolutioll in ](-theory. Following Ginzburg(see [G2]) we consider the convolu­

tion in ]{-theory. In section 3.1-3.3 we use the account in [GV].

Let G be an algebraic group over <C and MI, lv12 , M 3 be smooth quasi-projective G­

varieties. So the varieties MI X A12 X A13 , A11 X fl/I2 , A12 X A13 , A11 X A13 are also G-varieties

and G acts on theul diagonally. Then the natural projections pij: MI X M 2 X M 3 ----+

lvh X lvIj conuuute with G-actions, i.e., they are G-equivalent nlorprusIn. Let Z be a G­

stable closed subvariety of A11 X M 2 anel Z be a G-stable closecl subvariety of lvI2 x M 3 ,

Assume that the map

(3.1.1)
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Then its image is a G-stable closed subvariety of MI x M 3 and is called the composition

of Z and Z. we denote it by Z 0 Z. Following Ginzburg we define the convolution map

(see [G2))

(3.1.2) *: KG(Z) 0 KGZ) --t [(G(Z 0 Z)

as folIows. Let [.1"] E KG(Z) and [Jl E [(G(Z) be the classes of certain coherent sheaves

:F on Z and j: on Z. Set

(3.1.3)

In this formula the upper star stands for the pullback morphism, well-defined for smooth
L

maps (see, e.g. [Fu)), for example, pr2:F~OM3' To define 0, on MI x M 2 X M 3 we choose a

finite resolutions Fi2 of pi2:F and a finite resolutions F 23 of P23,t by G-equivariant locally

free sheaves, which exist since MI x M 2 X M 3 is smooth and quasi-projective (see [TJ). The

simple complex F I2 0 F 23 associated to the tensor product of the resolutions represents

tbe tensor product ~ in a derived category. This complex is exact off Pll (z) n P23I
( Z).

Hence, its derived direct image :F * j: = (RpI3)",(Fi2 0 F 23 ) is a complex of sheaves on

MI x A13 whose cohomolgy sheaves are coherent sheaves on MI x Ma since (3.1.1); moreover,

these eohomology sheaves are supported on Z 0 Z. We let [:F] * [:tJ E KG(Z 0 Z) be tbe

altemating SUffi of these cohomology sheaves. The definition of * doesnot depend on the

ehoiees involved. Furthermore, the convolution is associated in a natural way.

3.2. From now on we assume G is a reduetive group and s a semisimple element in G. Eval­

u"ating a charaeter of the group _G at the element s gives rise to an algebra homomorphism:

Ra --t C. Let C" denote the I-dimensional Ra-module arising !rom the homomorphism.

It is known that eaeh simple Ra-module is isomorphie to some C", and C" is isomorphie

to Ct if and only if s, t are conjugate in G.

Let M be a smootb G-variety and let MJ be tbe s-fixed points subvariety. By tbe

sliee theorem [Lu}, M~ is smooth. Let N~* denote the conormal sheai at the subvariety

M~ Co--+ 1'v[. The s-aetion on M induees a natural s-action on N~"'. We set
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Here K(A1 tl
) is the ordinary ](-group; and for a vector bundle E \vith semisimple s-action

on the fibres, we use the notation tr(s, E) = L: ak . Ek, \vhere ak are the eigenvalues of the

action s and E k stands for the subbundle of E corresponding to the eigenvalue ak. The

element A(M&) is invertible in K(M8) since all the eigenvalues of the action s are nonzero.

The indusion of varieties i: M& ~ M gives rise to the direct image functor i! :

K(M 8
) -+ K(M) and to the inverse image functor i': K(M) -+ K(Mtl). The later is

defined by the formula

i!F = L(-l)kTor~M (F, A(M8 )-1).

The morphism i' clearly factors through the quotient C& 0RG Ka(M). One has the fol­

lov.ring localization theorem (see [T])

(a) (i). i! 0 i! =IdK(M'). In particular, the morphism below is surjective:

(ii). This morphism form isomorphism provided the group G is abelian.

Keep the notations G and s. Let All, M2 , M3 be smooth G-varieties and Let Z be

a closed G-subvariety of MI x M 2 and let j: Z '-t MI X M2 be the inclusion. Define a

morpmsm r&: Ka(Z) -+ K(Z&) by the formula

(3.2.1)

The Tor groups on the right hand side are supported on Z\ since Z& = Z n (MI x M2 ).

The assignment :F 1-------40 r,,(F) factors through C" 0RG Ka(Z). So we get a morphism

r 8 : C" 0RG Ka(Z) -+ K(Z8). Let Z be a closed G-subvariety M 2 x M 3 • Similarly we

have a morphism r,,: C& 0RG Ka(Z) ~ K(Z&).

(b) Bivariant fixed-point theorem. Assume that Z, Z satisfy (3.1.1), then the following

diagram

(C8 0Ra Ka(Z)) 0 (C" 0RG Ka(Z))

r,1
K(Z") 0 K(Z3)
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cOlnmutes. That is, the convolution conullutes with the the nlorphism r s '

The !(-theoretic convolution has its counterpart in homology. For Z C MI X ]12 ,

the complex coeffcients Borel-Moore honl0logy group Hi( Z) may be defined (via Poincare

duality) as the relative cohomology Hm-i (lvI] X A12 , NI] X A12\Z), where m =clinlNII x A12 .

The cup product in cohomology gives rise to a cap procluct on Borel-Moore honl010gy,
L

which replaces the functor C9 in ](-theory. One defines a hOlnology counterpart of (3.1.2)

as a Inap

given by the fonnula: c * C= (P13)",(pi2C n P23c).

Associate any element F E K(Z) to its ehern character class ch(F) E H*(Z) (see

[FM]). Further, let Td(1\12 )E H",(lvI2 ) denote the Todd dass of the lnanifold 1\12 . Define a

morphism c: K(Z) --+ H*(Z) by the formula

where pr2 is the second projection 1\11 x lvI2 --+ M2 .

(c) Bivariant Riemann-Roch theorelll. The 1110rphisnl C conlillutes with the cOl1volution.

That is, the diagraIn

commutes.

(K(Z)) C9 K(Z)

cl
H",(Z) C9 H",(Z)

------+) K(Z 0 Z)

lc
------+1 H*(Z 0 Z)

COlubining (c) and (cl) (appliecl to Z"), we obtain the following result.

(d) The composition morphism co r,,: C" ®RG Ka(Z) --+ H... (ZS) commutes with convo­

lution.

3.3. COllvolutioll algebras. Let G be an algebraic group, M a Sl1100th quasi-projective

G-variety. Let 7T": A1 --+ l'-l be a G-equivariant proper lnorphism. Set

Z = M XN NI = {(m,rn') E M x M 11T(m) = 1T(m')} C M x M.
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Vve view Z as a G-equivariant correspondence in M x M. Clearly we have Z 0 Z = Z.

Thus the convolution makes Ke(Z) an associative Re-algebra. Observe further that the

diagonal of M x M is contained in Z and the dass of the strueture sheaf of the diagonal is

the unit of the algebra K e (Z). Similarly, the eonvolu tion makes the Borel-Moore hon10logy

group H*(Z) into a finite dimensional ((:-algebra whose unit is the fundamental dass of

the diagonal.

3.4. Examples of cOllvolutiollS algebras. Assume that M is a projeetive variety and

}l = {point}. Let 1r: Al ~ }l be the unique morphism from M to f\l. Then we have

Z = M x M. We assume that G is reductive (possibly disconnected). For any semisimple

element s E G, by 3.2(cl) we have an algebra homomorphism

(3.4.1)

Now the algebra H.(M8 X M8) and the group A(s) = Ce(s)/Cc(s)O naturally aet on

the homology group H.(M8), and the aetions eommute. Let p be a simple A(s)-module

which appears in the homology group H.(Ma). Let

,vhere p. is the dual of p. The space E 8,P is in fact a simple H.(M8 X M8)-moclule and by

varying p one gets each simple H.(M8 X M8)-module exactly onee. Furthermore, we can

regard E8,P as a Ke(M x M)-module, via co r a ; this is a simple Ke(M x M)-module and

(s, p) -+ E 8 ,p defines a bijection between the set ofpairs (s, p) as above (up to G-conjugacy)

and the set of isomorphism classes of simple Kc(M x M)-modules.

Let i: M x M --+ M x M be the G-equivariant morphism defined by i(m, m /) ­

(mt, m). For any G-equivariant coherent sheaf F, we shall write Ffor i!(F·), here:F* is the

dual sheaffo:F. We \vrite E8 for E8,P when pis the unit representation of Cc(s)/Cc(s)o.

When both G and M are finite, the algebra Ka(Z) is one defined in [L15]. ,\i\'hen

G is reduetive and M is finite, the algebra Kc(Z) is one defined in [L14]. When G aets

triviallyon a finite set M, then the convolution algebra Kc(M x M) is isomorphie to the

algebra Mkxk(Rc), the k x k matrix ring over Re, where k = IMI.
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Allother examples is that an affine Hecke algebra cau be realized as a convolution

algebra, this is a key of I(azhdan & Lusztig's work on classification of simple modules of

affine Hecke algebra (see [I(L4]). We shall recall their work in next section.

Assume that Y is a finite G-variety, i.e., a finite G-set. Any coherellt sheaf on Y is a

vector bundle (v.b.) on y~. If V fornl irreducible G-v.b. on Y, then the set {y E Y I Vy i=­

O} is a single G-orbit (9 in Y, and for any y E (9, the obvious representation of the isotropy

group Gy on Vy is irreducible; this gives a bijection behveen the set of irreducible G-v.b.

on Y (uP to isorllorphisrll) and the set of pairs (y, p) w here y E y~, p form irreducible

(algebraic) representation of Gy, rnodulo the obvious action of G. In chapters 7 and 8 we

often write Py for the irredllcible G-v.b. on y~ corresponding to the pair (y, p).

3.5. Geonletric realization of affine Hecke algebra. In this section we shall assume

that G is a connected algebraic group with sirnply connected derived group. Let g be the

Lie algebra of C, N be the variety of all nilpotent eleruents of g, and let ß be the variety

of all Borel sllbalgebras of g. Let N = {(lV, b) E)V X BIN E b} and let J-l: ß -+ N be

the Springer resolution by projecting (N, b) to lV. Let

Z = N XN Ar ~ {(N, b, b') 1 N E b n b' is nilpotent, b, b' E ß}

be the Steinberg variety. Thc Steinberg variety can obtaincd in another way. The group

G acts on g through adjoint action, so G acts on the variety ß. Let G acts on ß x ß

diagonally, then the nnrnber of G-orbits in ß x ß is IWoI. Let T*(ß x ß) be the cotangent

bundel of ß x ß, then thc union of cononnal bundels of all G-orbits in ß x ß is ison10rphic

to Z.

Convention: For any 9 E C, x E g, bEB, we shall write g.X, g.b instead of Adg(x),

Adg(b), respectively.

Let C x C* act on N by

(3.5.1 )

Then G x C* acts on Z by

(g, q): (N, b)~ (g.q-l N, g.b).

(3.5.2) (g, q): (f\l, b, b')~ (g.q-11V, g.b, g.b').
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We keep the notations in 2.1-2.2. Let H = H 0A C[qt, q-t]. we shall iclentify

A = C[q, q-l] with Re. by regarcling q as the inclentity representation C* -1' C*. Let

H be the A-subalgebra of H generated Tw , Bx , w E W, x E X. V.,Te shall incletify the

center of iI with the ring Rcxc· by regarding Ux , x E X+ as the the irreducible module

of highest weight x. Then (see [1(L4], see also [G2])

(a) There exists an Rcxc. -algebra isornorphisrn between the affine Hecke algebra Hand

the convolution algebra Kc xc· (Z).

3.6. Standard 1110dules. Let G be as in 3.5. Given a semisirnple elen1ent (s, q) E G x C*,

let

g.." q = {~ E gig·~ = q~} ,

For any N E )V.."q, consicler the variety

BN= {bEB I !"lEbancls.b=b}.

Obviously the group Gc(s) n GC(lV) acts on the variety BN. SO the group A(S,lV) =

Gc(s) n GC(lV)/(Gc(s) n GC(lV))O acts on the h0111ology group H*(BN). Let A(s, lV)V be

the set of isomorphism classes of the irreducible A(s, N)-rnodules which appeal' in H*(ßN).
1t is shown in [1(L4] that

(a) There exists an H-rnodule structure on K(ßN) = H*(ßN) such that

(i). The action con1mutes with the action of A(s, N)v.

(ii). q acts on it by scalar q ancl Ux , x E X+ acts on it by scalar t1'(S, V(x)), where

V (x) is the irl'educible G-moelule wi th highest weight x.

For any p E A(s, lV)V, let

Ms,N,q,p = H01l1A(s,N)(P, K(BN)) = (K(ßN)0 p*)A(s,N),

where p* is the dualrnodule of p. By (a) we sec that Ms,N,q,p fonn H-lnoclule. The rnodule

Ms,N,q,p is called a standard module. We say that two quadruples (8, N, q, p), (8', f.l ' , q', p')
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are G-conjugate if there exists sOlne 9 E G such that s' = gsg-1, lV' = g.lV, q = q', p' =

g(p) (note that we have a natural bijection g: A(s,N)V --t A(s',N')V when first two

couditious hold). Now we cau state the nlain results of [I(L4].

(b) Let L be a simple module of H such that q acts on it by scalar q, then L is a quotient

module of some standard module M!J,N,q,p.

(c) Two standard module lvI!J,N,q,p, J\1!JI,N',ql,pl are isolllorphic if and only (S,l\T,q,p),

(s' , N', q', p') are G-conjugate.

(d) When q is not a root of 1, then each standard luodule ]1,I[8,N,q,p has a unique quotient

module, denoted by L!J,N,q,p. Moreover, L!J,N,q,p, L!JI ,N' ,q,p' are isoluorphic if anel ouly

(s,N,q,p), (s',N',q,p') are G-conjugate.

In [L17] Lusztig conjecture (cl) remains true provided that L:WEw
o

ql(w) #- O.

For any q E C·, regard C as an A-algebra (resp. C[qt, q-t]-algebra) by specifying q

to q (resp. qt to a square root of q), then consider the Hecke algebra

For any senüsiInple elell1eIlt s in G, let I!J ,q be the ideal of H q generated by Ux - i1'( S, V (x)),

x E X+ ancl let H!J,q be the quotient algebra Hq/I!J,q of H q. Then it is easy to see that H
acts on the standard lnoelule NI!J,N,q,p factoring through the algebra H 8,q. The following

result is due to Ginzburg, which cau be decluced from 3.2(cl) and 3.5(a).

(e) The algebra H 8 ,q = C8 ,q 0 Kcxc·(Z) is isoluorphic to the convolution algebra

H.(Z8,q).

The above results yield naturally two questions.

3.7. Question. (i). Determine tbc dünensions oE the standard modules M 8,N,q,p and tbc

simple Inodules L 8,N,q,p wllen q is not a root oE 1.

(ii). Classify tbe sünple modules of H q when q is a root oE 1.

For the question 3.7 (ii) in next chapter we will show that 3.6(d) is true for most roots

of 1 by COlnbining 3.6(d-e). It is difficult to get the eliluensions of silnple H q-ll1odules.

But we cau say a few words for the dill1ensions of standard 111odules.
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3.8. Del11ensions of certain standard l11odules. The foIlowing results can used to

calculate the dimensions of certain standard modules.

(a) Hodd(ßN) = 0 and Hcven(BN) is isorl1orphic to Chow group of BN. (see [CLP]).

(b) Assulne a cOllnected cliagollalizable algebraic group D acts on a variety 1\11, then

X(M) = X( NI D ), where X(.) denotes the Euler numbel' (see [BBJ, I anl grateful to

R.\T. Gurjar for providing the reference).

Notations are as in 3.5. For any sernisimple elenler1t (s, q) E G x C·, we always

have s.O = 0 = qO. Since G has sirl1ply connectecl derived group, so Gc(s) is eonnectecl.

Thus A(s,O)V only contains the unit representation, denoted by 1. Moreover we have

Ms,O,q,l = K(ßS) = H.(ßS). By (a) we know that

(3.8.1 )

Let T~ be a rnaximal torus of G eontaining s. Then T~ aets on ß S. Using (b) we see

that X(ß~) = X(ßT,). It is weIl known that ßT, is a finite set of IWo! elenlcnts. Thus we

get

(3.8.2) dimMs,o,q,l = IWoI·

One also can obtain (3.8.2) by using 3.9(c) and results in [Xl].

Now we assurne that G = SLn(C). The results (a-b) are also suffieient to detenninc

the dimensions of standard rnodnIes of H q in this ease. Let (s, q) E G xC· be a sClnisimpIe

element, it is hannless to asslune that (s, q) E T x C·, where T is the subgroup of G

consistillg of diagonal matrices in G. Let N E Ns,q. Note that g = sln(C), we see that the

sizes of Jordan blocks of f\l detennines a partition of n, denoted by A. It is known that

Cc(s) n Gc(N) is connected. Thus A(s,N)V only contains the unit representation, also

denoted by 1. IvIoreover we have lvI~,N,q,l = K(Biv) = H.(BN). By (a) we know that

(3.8.3) dimMs,N,q,l = x(Biv)·

A direct calculation shows that the pair (s, N) is conjugate to certain pair (s', JV') such

that s' E T, /,·l' =diag(l\T{, N~, ... ,NL), where each Ni is a Jordan block. vVe lnay choose

all Ni to be upper triangular matrices. It is DO harm to assunle that (8, N) = (s', JV').
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(3.8.5)

It is known (also easy to check) that TN = T n Gc(f\l) is a rnaxüllal torus in thc group

GC(lV). Since TN C Gc(s) n GC(lV), TN acts on the variety ßN. Using (b) we know that

X(ßN) = x((ßiv )TN). Let t E TN bc a regular ele1llent in Ga(N), then g = texpl\T is a

regular element in G. According to [Stl] the variety (ßN)TN = ß9 is finite and

(3.8.4) The cardinal I(ßN)TN I oE (Biv )TN is the number oE elements 1.0 E lVo such that

w.N E b, wbel'e b is tlle Borel subalgebra oE g cOl1sisting oE a11 upper tria11gular Inatriccs

111 g.

Let IL = (Pll /12, ... , ILk) be the dual partition, by (3.8.4) we get

. 1~!
dllnMs N q I = .

, " PI !JL2! ... JLk!

Note that diInNJs,N,q,1 is the nurnber of left cells contain in the two-sided cell of VV

corresponding to the nilpotent G-orbit containing 1'l.

For other types' we can get sirllilar results when Ga(N) is connected.

Finally we state a result concerned with the relations between A1s ,N,q,p and A1s ,o,q,1'

(c). The injection BN t..-..+ ß N induces an H q -ll1odulc injectio11 A1~,N,q,P '-----+ A1s,o,q,1.

For type A this was provcd in [RS]. In general it follows frorll thc results in [CLP].

For type A, we can get a little 1110re. Let s, t E T, lV E )VS,q, N' E )Vt,q. Assunle that

BÄr, ~ Biv, then the inclusion induces an H q-rllodulc injection: Mt,NI,q,1 '-----+ Ms,N,q,l' The

proofis similar to that in [HS]. This fact should be useful in calculating the rllultiplicities of

sirllple rllodules in standard rllodules. The multiplicities should have a nice corllbinational

descrip tion.

3.9. The aSYlllototic Hecke algebra J. The work [LI2-LI4] show that the asynl0totic

Hecke algebra J = Jz ® C of lV is interesting in representation theory of affine Hecke

algebras. Let fjJq: H q --t J be the hornorllorphisrll inducecl from thc hOrl101110rphisnl fjJ in

2.7(c). Thus any J-rllodule E gives rise to an H q- nldoule E q via 4> q . V";e shall need the

following result.

(a) The involution of H defined by Ts --t -qTs-
1

, (s E S n Wo), Bx --t 8;1 is just the

involution of H obtained from k in 1.6(e).
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Fronl 2.7(d) we know that (see [L13])

(b) The algebra J is finitely generated over its center. In particular, each simple J-Illodule

is of finite dimension over C.

Vife recall that there is a bijection between Cell(vV) and the set of nilpotent G-orbits

in gwhich preverse thc partial orders. For C ECell(W), we elenote Ne the corresponding

nilpotent G-orbit.

For any two-sided cell C of 111, let Je = Jz,c (9 C. Then J = EB Je. For each
cECell( W')

simple module E of J, there exists a unique two-sided cell C of W such that JcE =1= 0,

we call C the two-sided cell attached to E and clenote it by CE. SiInilarly, for each simple

luodule L of H q , there exists a unique two-sided cell C of 111 such that

CwL = ° when w rJ. C and w :S 1t for some 1t E c,
LR

CuL =1= ° for SOlue 1t E c,

we call C the two-sided ce11 attached to L anel denote it by CL.

(c) Let E be a siluple J-Iuodule. Then Eq is isonl0rphic to certain standard module

]V!8,N,q,p, jV E A(cE' Each standard Hq-module can be obtain in this way. (Here we

need (a) and results in [L14)).

(d) Let E be as in (c). For each sinlple constituent L' of E q , we have CE :S cL'.
LR

(e) For each simple Hq-Iuodule L, there exists SOlDe sünple J-lllodule E such that

(i). CE = CL.

(ii). L is a siluple quotient of E q •

(iii). For any other simple constituent L' of Eq , we have CL :S CL', CL =1= CL/·
LR

(f) Asslllne that q is not a root of 1 01' q=l. Then for each silnple J-Illodule E, Eq has a

unique simple constituent L such that CL = CE, which is the unique quotient of E q ,

denote it by LE. The map E --+ LE defines a bijection between the set of isoluorphisln

classes of sinlple J-lllodules and the set of isolll0rphism classes of siIuple Hq-Inodules.

We sha11 denote Y~,c the set of isolllorphislll classes of siInple Hq-ulodules to which

the attached two-sided cell is c. For a semisiulple eleluent s in C, we denote Y8,q thc
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set of isomorphism classes of simple Hq-modules on which Ux (x E X+) acts by scalar

tr( s, V(x )). Set Y",q,c = Yq,c n Y",q .

The results (c-e) have several consequences. We need a simple fact. For each semisim­

pIe element (s, q) E G x C"', there exists a unique nilpotent G-orbit n",q such that

n",q ;2 N",q and for other nilpotent orbit n if ii ;2 N",q, then n ;2 n",q.

3.10. Corollary. For arbitrary N E n",q, p E A(s, N) v, tbe module M",N,q,p is simple.

We conjecture that M",N,q,l is simple if and only if N E n",q' When p =/:. 1, the module

M",N,q,p may be simple for N ft n",q, see the dimension of E4 in the part (G) of 8.3.

3.11. Corollary. Assume that N",q = {O}, then M",O,q,l is simple and Ya,q = {M",O,q,l}'

Note that dimM",o,q,l = IWo I.

3.12. Corollary. Assume tbat ga,q ~ ga EB g-a, and A(s, N)V = {I} for same 0 =/:. N E

N",q. (Note that N, N' asr conjugate under CG(s) for any N, N' E N",q in our case). Then

IY",q I~ 2, and

(3.12.1). dimL",N,q,l=IWol/2, wbere 0 =/:. N E N",q.

(3.12.2). H IY",q 1=2, we bave dimLs,o,q,l = IWol/2.

3.13. Let K(Hq ) (resp. K(J» be the Grothendieck group of Hq-mdoules (resp. J­

modules) of finite dimensions over C. Then by 3.9(e) we see that E ~ Eq def1nes a

surjection (4)q),,,:K(J) ~ K(H q) (see [L13]).

For a two-sided cell c of W, we denote K(Hq)c the subgroup of K(Hq) spanned by

those simple Hq-modules L with CL = c. Then we have K(Hq) = EB K(Hq)c, where C
c

runs over the set of two-sided cells in W. It is obvious that K(J) = EBK(Jc ), where the
c

definition of K(Jc) is similar to that of K(J). By the definition of q;q we see that (q;q)", is

compatible with the filtrations

K(J)~c = EB K(J cI ),

c:5 c'
LR
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of ]((J), ]((Hq), hence (</>q)* induces a surjection (</>q)*,e: ]((Je) -+ ]((Hq)c. (</>q)*,c 111aps

the J c-module E to the sunl of siruple constituents M of Eq with CM = c, where E q is the

Hq-ruodule obtaining from E and the homomorphism </>q,c: H q -+ J -+ Je.

For any Je-module E, we also denote (f/lq)..,c(E) the clirect sunl of simple constituents

of E q to which the attached two-sided ceIl is c. When E is a siruple Je-rudole, I hope

that (f/lq )*,c(E) is either 0 or a siruple Hq-ruodule. Furthenuore, I hope that (f/lq )*,c(EI) ~

(</>q)*,e(E2 ) as Hq-modules if and only if EI ~ E2 as J c-nl0dules when Eh E2 are shnple

J c 11l0dules and (1)q).,c(Er) =I- O. If it is true, then the set {(</>q)*,c(E) I c two-sided ceU

of IV, E a simple Je-rnodule (up to isoluorphislu)}-{O} is a coruplete set of simple H q­

ruodules, i.e. any süuple Hq-ludoule isoluorphic to some (f/lq )"",c(E) and any two luodules

in the above set are 110t isomorphie. Then we get the classification of silllpie Hq-luodules.

\~Then q is not a root of 1 or q = 1, the above idea is valid (see [L13]).

In chapter 7 we apply the above iclea to classify the süuple Hq-rllodules under the

asslunption that IV is of type C2 or B2 .

Lusztig conjectured in [L17] that (1)q). is an isomorphism if anel only if I: ql(w) =J:.
wEIV

O. \Vhen (</>q)* is an isomorphism, so is (</>q)*,c, in [L13] Lusztig show that the set

{(</>q)*,c(E) I c two-sided ceIl of W, E a silllpie Jc-llloeIule (up to isolllorphism)} is a

c0111plete set of silnple Hq-llloclules, Lusztig also show that (f/lq)* is an isorllorphislll when

q is not a root of 1 or q = 1 ([L13]).

3.14. A conjecture of Lusztig concerned with the structure of J c. In this section

we shall assulne that G is silllply connected siluple algebraic group. In [L14] Lusztig give

a nice conjecture concerned with the struc,ture of the ring J c' Now we state his conjecture.

For each two-sicled ceU c of IV, we have thc corresponcling nilpotent G-orbit Nc in g.

Choose an eleluent 1V E Arc anel let Fc be a maxi111al reductive subgroup of Ca(lV), Lusztig

conjectureel that there exists 0.. finite Fc-set Y allel a bijection 1r: c~ set of irreducible Fc­

v.b. on Y x Y (up to isomorphisrll) such that i w -+ 1T(W) defines aC-algebra isomorphism----(preserving the unit element) between J c and K Fc (Y X Y) anel 1r(w- I ) = 1T(w), w E c.

vVhen c = Co is the lowest two-sided ceIl, the conjecture was verified in [Xl). In chapter 7

we show that the conjecture is true when W is of type C2 , B2 • When vV is of type A2 ,
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Ä1 , we know the conjecture is valid (see [X2]).

Let c, J.l, Fe be as above. Note that BN is an Fe-variety. Perhaps Lusztig's original

ideal is the following conjecture.

3.15. Conjecture. Tbere exists a bijection 1T: c~ set oE irreducible Fe-v.b. on BN X BN

(up to isomorphism) sueb t}lat

(i). t w -t 7T' ( 10) dennes aC-algebra isonlorphislll (preserving tlle uni t e1eInen t) between

Je and tbe convolution KFc (B N X BN).---(ii). 1T(W-
1

) = 7T'(w), 10 E c.

(iii). Tbe homoIllorphisln cP in 2. 7(e) lIas a na.tural geometrie interpretation.

Affine Hecke algebras with two parameters

3.16. In the rest part of the chapter we shall consider the representations of affine Hecke

algebras of two panuneters. We 11lainly f~llow the Ene in [L9]. We shall asSU111C that. G is

silnple, simply connected algebraic group. We keep the notations in 2.8-2.9.

Let G = G X C* x C*. Then G acts on B as follows: G acts on ß through adjoint

action, C· x C* acts trivially. vVe have

where u 2
, v 2 are the generators of Re· xC· corresponding to the obvious projections: Pl, P2 :

C* X C* -t C*, Re· xc· = !(c· xc· (point) is the Grothendieck group of the rational repre­

sentations of C* x C*.

For each s E So, we denote P~ the variety of all parabolic subalgebras of g correspond­

ing to s and let 7T's: ß -t Ps be the natural map. There is a unique endornorphisIll

(3.16.1)

with the following property: if E is a G-equivariant algebraic vector bundle on ß, then

(3.16.2)
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where n~ is the line bunelle on 8 of hololnorphic differential1-forms along thc fibres of 7T'Sl

G acts on n~ in an obvious way, let C* acts on each fibre of n~ by scalar multiplication,

anel then C* x C* acts each fibre of n; through the projection Pl if s E Sb anel through the

projection P2 if S E S~. Here (7T',,)* (E*) is the alternating sunl of the higher direct ilnages

of E* uneler 7T' 8 in the category of coherent sheaves (we use E I * for the dual of a vector

bundle EI); these higher direct images are again G-equivariant algebraic vector bundle on

P" (see [FuD, hence their alternating sunlS defines an element in 1{6(Ps )'

For any elmnent x EX, we define an endolnorphislll

(3.16.3)

by

(3.16.4)

where Lx is the line bundle on B associated to the weight x: T ~ C*, it is a G-equivariant

bundle with the obvious action of G and with trivial action of C* x C*.

3.17. Proposition. The endolnorpllislllS TSl 8x of 1(6(8) defined in 3.16 give rise to a

left iJo -l11odule structure on 1((;(8). (Tbe action of Z[u±2, v±2] C iJo is defi.ned to bc the

same as the restriction to Re· xC· of the action of R(;, note that ](6(B) is naturally a R6

l11odule.) This iJo-module structure COllllnutes with thc Rö-lllodule structure Oll ]((;(B).

Proof. We ielentify ](c(B) with BI [..Y] and identify R ö with B' [X] \-vo , where B' =

Z[U±2, V±2]. Then the canonical ring hOlllmolnorphislll Rö ~ ](6(8) becolnes the inclu­

sion B'[X] WO ~ B'[X]. Under these ielentifications, the endolllorphislllS in 3.16 become

B' -linear lnaps and satisfy

(3.17.1)

(3.17.2)

(3.17.3)

T()
s(x)O's-xO's 2XO'.'l-S(x)

"x = + u ,
0'" - 1 0'" - 1

T()
s(x)O's-xo::.'l 2xQ's-s(x)

"x = +v ,
0'" - 1 O'.'l - 1

8y (x) = xy.
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Let I be the left ideal of iJo generatcd by C = L:WE HI Tw , then 8xC, x E X is a

B' basis of I. Under the naturalluap B'[X) ~ I, x -4' 8x C, the actions (3.17.1-2) (resp.

(3.17.3) becolne left multiplications by T8 (resp. 8x ) for the left iJo-module structure of

the left ideal I. The proposition is proved.

3.18. Ivlotivated by a conjecture in [L4) we fonnulate a conjecture, which is an analogue

of the (*) in thc introduction. We need S0111e notations.

We set

(3.18.1)

Then

(3.18.2)

fw
o
(u2, y2) = L u 21'(w)y21"(w).

wEH/

n

f~vo(u2, y2) = II(1 + u 2 + ... + u 2(i-l))(1 + u 2(i-1)y 2), if G is of type B n or Cu,
i=l

(3.18.3)

(3.18.4)

Let T be a Inaxiaml torus of G anel t its Lie algebra. We have

(3.18.5)

For any sET, (0" b) E C* x C*, we set

(3.18.6)

(3.18.7)

gs a b = {O} U (( E8 go) E8 ( E8 go)),
, , oER' oER/I

o(s)=a o(8)=b

For any N E N8 ,a,b, Let A(s, N), A(s, N)V be as in 3.6.

3.19. Conjecture. H f~vo(a,b) 1= 0, thell there is a llatural Olle-to-olle con'espondellce

between the set of isomorphisIll c1asses of siInple Ha,b-modules and the set of G-conjugacy

c1asses ofthe triples (s, N, p), wherc sET, N E N8 ,a,b, P E A(s, N)v. When fwo (a, b) = 0,

110 such natural correspondence exists.
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4. An Equivalence Relation in T x C·

Let G be a connected reductive group and T a maximal torus of G. Motivated by the

result 3.6(e) (due to Ginzburg) we introduce an equivalence relation in the set T x C·. We

prove some properties of the equivalence relation. Combine these properties, 3.6(d) (due to

Kazhdan and Lusztig) and 3.6(e) we can prove that the conjecture (*) in the introduction

of the paper is true for most roots of 1. The main results are Theorem 4.5 and Theorem

4.6. For type An, our results also confinn a conjecture of Zelevinsky [Z, 8.7].

4.1. The equivalence relation. For any (s, q) E T x C· we write

(4.1.1) .R~lq = {a E R I a(5) = q}.

Given two semisimpleelements (s,q) and (t,r) in T xC·, we sba11 write (5,q) I'V (t,r) if

R. q = R t r and R. 1 = R t 1·,.;;11', , .;JI', ,

The condition R~,q = Rt,r ia equivalent to that g~lq = gt,r (see chapter 3 for the

definition of notations). It is also equivalent to that N~lq = Nt,r. When G has simply

connected derived group, then the condition R~ll = Rt,l is equivalent to that Gc(5) =
. - -

GG(t). Obviously the relation I'V in T x C'" is an equivalence relation. We have

(a). The number of equivalence c1asses in T x C· respect to I'V is finite.

Proof. The set R of roots is a finite set. F!om the definition it is easy to see that the

number is less than 221 Rl.

(b). Assume tbat we have a surjective bomomorpbism f: G ~ G' such that kerf contains

in the cen ter of G, then s I'V t if and only if f (8) I'V f (t ).

Proof. Let r E T. It is known that r contains in the center of G if and only if o(r) = 1

for any 0 E R. The assertion then follows from the definition of I'V.

4.2. Proposition. Assume that G has simply connected derived group. Let (8, q) and

(t, r) be two semisimple elements in T x C· such that (8, q) f'"V (t, r). Then
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(i). For any lV E Ns,q = )Vt,r, we have BN= Bkr.

(ii). zs,q = zt,r Eind Ns,q = Nt,r'

(iii). A(s, N) = A(t, N) and A(s, N)V = A(t, N)v.

Proof. Since Ga(s) = Ga(t), according to Steinberg (see [St1]) we have BS = B t •

Thus (i) follows from Bj..,r = Bs n BN, Bkr = Bt n BN. (ii) follows from (i). The third

assertion is obvious by definition and (ii).

4.3. Proposition. Keep t11e set up and notations in 3.5-3.6. Assurne that (s, q) rv (t, 1'),

then

(i). H",q ~ Ht,r'

(ii). For 8J1Y p E A(s, N)V = A(t, N)V, t11e staJldal'd lllodule M",N,q,p has a unique

quotient iE and only iE Mt,N,r,p 11a8 a llnique quotient.

(iii). Let NI E Ns,q = Nt,r be another nilpotent element and p' E A(s,N')v. As-

sume tbe standard Inodules M!j N q p, Mt N r p, M" NI q pi, Mt N' r pi a11 possess a uniclue, " " , " , " ,

siInple quotient module respectively, denote theIn by L!j,N,q,p, Lt,N,r,p, L",N' ,q,p', Lt,N' ,r,p',

respectively. then L!j,N,q,p ~ Ls,NI,q,pl iE and only iE Lt,N,r,p ~ Lt,N' ,r,p"

Proof. The assertion (i) follows from 3.6(e) and 4.2 (ii). The other assertions follow

from these facts: the definitions of standard modules, 3.6(d), (i) and 4.2.

The proposition is proved.

4.4. For silnplicity in the rest of this chapter we sha11 assurne that G is sinlply connected,

simple except specified indications. Let

(4.4.1) C~Fo = {q E C* I thc order of q > en + 1},

where en is the lnaximal exponent of IVo. We shall write o(q) for the order of q.

4.5. Theorenl. (i). For any (s, q) E T x CWo and r E CWo ' therc exists t E T such that

(s, q) rv (t, r). In particular we have

(ii). For any eielnent (s, q) E T x ctvo ' there exists (t, r) E T x C~ro SUell that r is not

a root oE 1 and (s, q) rv (t, r).

We shall prove the theorern case by case. Conlbining 4.3, 4.5 and 3.6(d) we get
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4.6. Theorenl. Let G is sünply connected, sÜllple algebrajc group. Assume that o(q) >

en + 1, then

(i). Eac11 standard 11lOdulc M!j,N,q,p has a unique quotient lJlodule, denoted by L!j,N,q,p.

(ii). L!j,N,q,p, L~I ,N',q,p' are isomorphie if aJld only iE (s, N, q, p), (8', N', q, pi) are

G-conjugate.

(iii). Any sünple Hq-ITIodule is iS0I110rphie to SOITIe Ls,N,q,p.

4.7. We call an elelllent (s, q) E T x C* is gooel if there exists an elelnent (t, r) E T X cttto

such that (s, q) rv (t, r), is semi-good if (s, q) rv (t, r) for SOHle (t, r) E T x C* with

f'vvo(r) =J. 0, is bad if (s, q) is not semi-good, where

f'vvo = L ql(w) E A.
wEH/O

Example: Suppose that G is silnple and of rank n. Let sET be such that 0(8) = q

for all 0 E ~ anel assurne that o(q) = en , the biggest exponent of 1Vo. If G is not of type

An, then en - 1 is not an exponent, (s, q) is semi-good hut not gooel.

We also prove the following result through case hy case analysis. The rcsult will be

needed in next chapter.

4.8. Theorenl. Let (s, q) E T x C*, then (s, q) is bad if aJld only if g!j,q =J. Ns,q.

4.9. Even if (5, q) is bad, the variety -,Vs,q is possible to be irreclucible. For exanlple, let

G = SL3 (C), allel s =diag( -1",1-1) E G , then (s, -1) is bad hut N~l-l is irreducihle (cf.

[1(L4, 5.15] and 5.8 in next chapter).

We shall need a result of Lusztig in [LI7], which can be verified directly when G is a

classical group. For each 10 E 11Vo, we choose an element lU E Nc(T) such that its ilnage

in 1110 is 10. Note that t (the Lie algebra of T) is 1110 stable. Let fw(q) = det(q - w) be

the eigenpolynolnial of 10 on the space t.

(a) Any elenlent 9 in luT is selnisimple.

Proof. Consieler the adjoint representation Ad: G ~ GL(g). It is easy to check that

the image Ad(g) of 9 is selnisiInple. It is known that the kernel of Ad is the center of G.

So 9 is selnisimple.
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A result of Lusztig in [L17] can be expressecl as

(b) Assurne that q =I 1, then gS,q f:. A(S,q if anel only if s is conjugate to some elenlent in

wTsuch that fw(q) = o.
, VVe need several1uore notations: g+ stands for EB ga' Treg denote the set of regular

aER+
ele1uents in the ll1axill1al torus T. Now we begin our proof of 4.5 anel 4.8 through case by

case analysis.

4.10. Type An: ,rv~e have G = S Ln+1(C). 'Ve choose the luaxinla1 torus T to be the set

of the diagonal ll1atrices in G.

Let aij, Xk E X = H01U(T, C*), 1 ::; i < j ::; n +1,1 ::; k ::; n be definecl as follows.

Then let R+ = {O'ij 11 ::; i < j ::; n+ I}. Thus the set ofsinlple roots is 6. = {O'i ,i+l 11 ::;

i ::; n}, and Xl, X2, ... , X n are the funda1uent~weights.

The nonualizer No(T) of T in G is generated by T, Pie -1 )Pij E G (1 ::; i =I j ::; n +1),

where Pi ( -1) is the matrix obtained by 1uultiplying the i-th row of the identity 1llatrix

I n+ I wi th -1, the Pij is the 1uatrix obt ained by exchanging the i- th row and the j -th row

of the matrix I n +1 . The Weyl group Wo = Nc(T)/T is iso1llorphic to the sY1ll1uetric group

6 n +1 of degree 11. + 1.

Given an ele1nent (s, q) E T X C*, q =I 1. Obviously through an element of the ,rv"eyl

group lIVO, s is conjugate to certain ele1nent D E T of the following fonn:

(4.10.1)

where

Di=

o
o

o
d mi-lIiq n.i-l

o
o
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all Ti,j are positive integers, a1l1ni are non-negative integers, di E C*, 1110reover,

max{m1l1n2l ... , ffik} < o(q), anel

Let (s,q) be as above. We have

(a). gs,q =I- Ns,q if and onl'y if711i + 1 = o(q) for SOlne 1 ::; i :::; k.

(b). Jf gs,q = )VS,q, tllen for arbitrary r E C* with 0(1') - 1 > max{ffi1, 1'n2, ... , 111k},

we can find SOlne t E T such tha.t (s, q) "-' (t, 1').

Proof. It is harnlless to assullle that s = D (notations as above).

(a). If o(q) - 1 > rni for each 1 ::; i ::; k, then we have gs,q C g+, so gs,q = Ns,q.

Suppose that 1ni + 1 = o(q) for same i, then the exist positive root.s ßl' ß2, ... , ßm, 1 :::;

m :::; 1n i, such that ß1 + ... + ßj E R+ l 1 ::; j ::; rn and

Note that g~,q COlitains sellliSill1pIe elCll1ents, so gs, q =I- Ns ,q .

(b). Assulne that o(q) -1 > Inax{1nJ,1n2, ... ,111k}. Choose ai E C*, 1::; i ::; k,

be such that ai1·m(aj1·m' )-1 > 111ax{1, 11'1, 11'1-1} for arbitrary 1 ::; i < j ::; k, 1 ::; 111 <

mi, 1:::; m':::; 1nj, and be such that E = diag(EJ,E2, ... ,Ek) E C, where

o
o

o
a

0 0
0 0

1 :::; i :::; k.

ai 1-Ir o1 0
I,

a ailro 0
"

Then we have (D, q) "-' (E, r).

The assertions (3,-b) are proved.

(c). Let sET. JE q is a. primitive (n + l)-th root of 1, lve have

(i). K!l,q =I- )VS,q if and only iE s is conjuga.te to thc element

. g(!!. ~ 9 -~)dla q 2 , q , ... , q , q
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(ii). If gs,q = Ns,q, tl]en for any r E C~o' we CaJ] End t E T such tl]at (s, q) ,..... (t, r).

Prao/. It follows froln (a-b).

(d). Let (s, q) E T X C* with q :j=. 1. Assume that gs,q :j=. JVs,q, then there exists a sequencc

t1, t2, ... , tk, ... in Treg such tl1C!.t

and liIn tk = S.
k-oo

(In this paper all limits are respect to the cOluplex topology.)

Proo/. By the proof of (a) we see that s is conjugate to certain element D =

diag(dqm, dqm-l, ... , dq, cl, 0,1,0,2, ... , a n - m ) E T, where m + 1 is the order of q. Note that.

qi- j =I 1 for any 0 :::; i # j :::; 1n. Choose positive ntllubers bJ, b2 , ... , bk , ... , in thc interval

(1, +00) such that linlk_oo bk = 1 and such that

·bn-m-2i+ld-l -I --I- 1 0 < I <a l k q I' _ _ 1n.

Let

t - l' (d m 1 m-l d d bn - m - 1 bn - m - 3 bm - n +l ) T'k - (lag q ,(q , ... , q, ,al k ,a2 k , ... ,an - m k E,

then the sequence tl , t 2 , ••• , t k, ... satisfies our requireluent. The assertion is proved.

4.11. Type B n . Since 0'(8) = 1 for all 0' E R whenever 8 is in the center of G. So we will

consider the special orthogonal group S O2n+ 1(C) ins tead of the spin group Spin2 n+ 1(C).

But the results are also valid for Spin2 n+ 1( C) for the above reason (see also 4.1 (b)).

The group

where 9 is the transpose of g. V'le choose the luaxilual torus T to be the set of the diagonal

luatrices in G. Then
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The nornlalizer lVc(T) of T in G is generated by Tj Pij Pi+n,j+n, Pi1i+n E G (2 ::; i i- j ::;

n + 1), where Pij is the matrix obtained by exchanging the i-th row and the j-th row of the

Inatrix I Zn+1 . The Weyl group Wo = NG(T)jT is isoll1orphic to the serni-direct product

(Z/2z)n C< Sn.

Let O'ij, ßij, ri E X = Hom(T, C*), 1 ::; i < j ::; n +1,1 ::; k ::; n be defined as follows.

Thcn let R+ = {Q'ij, ßij, rk I 1 ::; i < j ::; 11, 1 ::; k :S n}. Thus the set of sill1ple roots is

~ = {O'i
1
i+l, rn 11 :S i ::; n - I}.

Give an element (s, q) E T x C*, q i- 1. Obviously through an element of thc Weyl

group TIVO, s is conjugate to certain elell1ent D E T of the following form:

(4.11.1)

where

diq 1n
i Ir- - 0 0 0

1,1

0 d m'-1 I 0 0iq I r" 1l.l-

Di= 1 < i < k- - ,
0 0 diqIrj,l 0
0 0 0 dilr - 0I,

all 1'i
1
j are positive integers, all1ni are non-negative integers, di E C*, moreover

lllax{1111, 1Hz, ... , mk} < o(q), and

(a). gs,q =I N's,q if allel only if at least Olle of tbc following conditions is satisned.

(i). There is some i sudl tllat mi + 1 = o(q).

(ii). o(q) is even alld t]lere a.re SOlne i, n1_ (0 < 1n < mi) sudl tbat diqm = q allel

21ni - 2nl + 2 ~ o(q).

Proof. We may prove the assertions as the case of type An.
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(b). H g.'l,q # JVs,q, then tllere exists a sequence t l , t2, ... , tk, ... in Treg such that

Proof. Assume that g",q f:. Ns,q. By (a) we see that s is conjugate to certaiu elelnellt

D = cliag(l, D 1 , D 2 , D;-l ,D:;l) E T, such that

or

D1 = diag(dqm, dqm-l, ... , dq, d), for same d E C· if o(q) = 1'n + 1 ~ n,

D d· (m m-I )1 = lag q ,q , ... , q , if o(q) = 21n ~ 2n,

for SOlne k E N.

"Ve then cau prove (b) as the case of type An.

(c). Let D be as (4.11.1), tllen the following two conditions are equivalent.

(i). gD,q = .IVD,q but ArD,q ct g+.

(ii). o(q) = 2n' - 1 for SOIlle n', I < n f
~ n, and there cxists SOlne i 8J1d nl, (0 ~ m <

mi) such that djqm = q, 211'1-i - 2m + 2 > o(q).

The proof is straight.

(cl). (i). H o(q) > 2n, , tllen we have gD,q =.IVD,q C g+.

(ii). ASSU111e that gD,q = .IVD,q C g+, tben for an)' r E ervo' there exists E E T such

that (D, q) ""' (E, r).

Part (i) is trivial. The proof of part (ii) is silnilar to type An although a little more

care is needed.

(e). Let sET. Assume tllat q is a prinlitive 2n-th root of 1, then

(i). g.'l,q # JVs,q if and only if (8, q) is conjugate to the following e1elnent

D d · g(l n n-I 2 -n I-n -2 -1)= la ,q, q ,"', q ,q, q ,q , ... ,q ,q .

(ii). Hg",q = N.'l,q, tl1en for any rE ewo' we can find tE T such that (s,q) ""' (t,r).

Proof. It follows fr0I11 (a) ancl (cl).
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4.12. Type C n . We consider

where 9 is the transpose of g. We choose the ruaxirnal torus T to be the set of the diagonal

matrices in G. Then

T= {diag(a1,az, ... ,an,ai'"1,a21, ... ,a~1) I a1,aZ,.··,a n E C*}.

Thc normalizer l\lc(T) of T in G is generated by T; PijPi+n,j+n, Pi,i+n E G (1 ::; i i=- j ::;

n), where Pij is the rnatrix obtained by exchanging the i-th row anel the j-th row of the

ruatrix I zn . The Vveyl group 1110 = lVc(T)/T is isornorphic to the serni-direct product

Let Ciij, ßij, 1'i E )( = Horu(T, C·), 1 ::; i < j ::; n + 1, 1 ::; k ::; n be dfeined as follows.

d· ( -1 -1 -1) -1Ciij: lag al,aZ, ... ,an,al ,az , ... ,an ~ aiaj ,

Then let R+ = {Ciij, ßij, rk I 1 ::; i < j ::; n, 1 ::; k ::; n}. Thus the set af sirnple raots is

~ = {ai,i+l, rH 11 ::; i ::; n - 1}.

Give an elernent (s, q) E T x C*, q i=- 1. Obviously through an elernent of thc Weyl

group l'Vo, s is conjl1gate to certain elernerlt D E T of the following fonn:

(4.12.1)

where

diqm i Ir' . 0
1,1

O d m'-IIiq 1 n,i-l

o
o

o
o

o
o

o
o
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all 7'i,j are positive integers, all 111.i are non-negative integers, di E C"', moreover

Inax{1111, m2, "'l mk} < o(q), ancl

(a). gs, q i=- )Vs ,q if 81]d only if at least one of the following condi tions is satisfied.

(i). There is SOlne i such that 7ni +1 = o(q).
1

(ii). o(q) is evell and there are SOlne i, 1n (0 S 1n ::; 1ni) such that diq 7Tl = q~ allel

21ni - 2m + 2 ;::: o(q).

Proof. vVe Inay provc the lem1na as the ease of type An.

(h). H gs,q i=- )Vs,q, then there exists a sequellce t 1, t2, ... , tk, ... in Treg such that

Proof. Assulne that gs,q i=- .)Vs,q. By (a) we see that s is conjugate to certain ele11lent

D = diag(l, Dr, D2 , D~l, D:;l) E T, such that

D 1 = diag(dqm, dqm-l , ... , dq, d), for some d E C* if o(q) = 111 + 1 ::; n,

if o(q) = 2m ::; 2n,

for some k E N.

We then can prove (h) as the ease of type An.

(e). Let D he as (4.12.1), thell the following two conditions are equivalent.

(i). gD,q = .IVD,q hut ArD,q ct g+.

(ii). o(q) = 2n' - 1 for some n', ~ < n' S n, allel there cxists some i alld 111.

1
(0::; 112::; 112i) such that diqm = q"2, 2111i - 2m + 2> o(q).

The proof is straight.

(cl). (i). H o(q) > 2n, then we llave gD,q = N D,q C g+.

59



(ii). Assume tllat gD,q = N D,q C g+, then for any l' E ervo ' tllere exists E E T SUell

tlla.t (D, q) '" (E, r).

Part (i) is trivial. Part (ii) is silnilar to case of type An.

(e). Let sET. Asslllne that q is a prünitive 2n-th root of 1, then

(i). gs,q i= N~,q if and only if (s, q) is eonjugate to the following elelnent

2"-} 2"-3 3 1. 1-2" 3-2" 3 1D = diag(q-2- , q-2- , ... ,q '2 , q'i , q-2- , q-2- , ... ,q - "2 , q- '2 ).

(ii). Hg~,q = J\(s,q, then for any r E C~o' we earl find tE T such that (s,q) '" (t,1').

Proof. It follows from (a) and (cl).

4.13. Type D n . We consicler

where 9 is the transpose of g. V\fe choose the 11laximal torus T to be the set of the diagonal

matrices in G. Then

The normalizer Nc(T) of T in G is generated by Tj PijPi+n,i+n, Pi,i+nPi,j+n E G (1 .s; i i=
j .s; 11.) where Pii is the matrix obtained by exchanging the i-th row and the j-th row of

the Inatrix 12n • The Weyl group l-Vo = Nc(T)/T is isolnorphic to the selni-direct product

(Z/2z)n-t t>< Sn.

Let aij, ßij, 1'i E X = HOln(T, C·), 1 .s; i < j .s; 11. + 1, 1 .s; k ~ 11. be dfeined as follows.

Then let R+ = {aij, ßij I 1 .s; i < j .s; n, 1 .s; k .s; n}. Thus the set of simple roots is

ß = {ai,i+l' ßn-l,ll 11 ~ i.s; n -1}.
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Give an elelnent (s, q) E T x C*, q # 1. Obviously through an elenlent of the Vveyl

group lVo, s is conjugate to certain elelnent D E T of the following form:

(4.13.1)

where

diqm i Ir' . 0 0 0
1,1

0 d m'-II 0 0iq I r" 11:.1:-

Di= 1 ~ i ~ k,

0 0 djqlri,l 0
0 0 0 diIr· 0I,

all Ti,j are positive integers, a1l1ni are non-negative integers, dj E C"', lnoreover

max{ml,m2, ... ,1nk} < o(q) and

01'

(4.13.3) d m(d m')±l --I- 1 -1iq jq ;-, q, q , if i # j, and i ~ {h~ - 1, k} 01' j ~ {h~ - 1, k } ,

o ~ m :::; mi, 0:::; m' ~ n~j, and D k = (dk), dk_1qmd;1 # 1,q for all 0 ~ 1'n. ~ rnk-I,

dk-1 qldk = q for some 0 ~ 1~ n~ k-1' Vle also require that 1Hk -1 is as big as possible.

(a). g.'l,q =I JV.'l,q iE and only iE at least one oE tbe Eollowing conditions is satisned.

(i) .. There is some i such that n~i + 1 = o(q).

(ii). o(q) is even and tllere are some i, m (0 < 1H ~ 1ni) such that diqni 1 allel

2ntj - 21n + 2 2: o(q).

Proof. We may prove the lemlna as the case of type An. The results in [Cl] and 4.9(b)

are helpful in the proof.

(b). H g.'l,q # N~,q, then there exists a sequence t], t2 , ..• , tk, ... in Treg such tllat

linl tk = S.
k-oo
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Proof. ASSUI11e that gs,q #- Ns,q. By (d1) we see that s is conjugate to certain elelllent

D = diag(Dl, D2 , D~l, D~l) E T, such that

D t = diag(dqm, dqm-l, ... , dq, d), far some d E C* if o(q) = 7n + 1 ::; 71,

D d· (m m-l 1)1 = lag q ,q , ... , q, , if o(q) = 2711 - 2 < 2n,

for SOlne k E N.

\Ve then can prove (h) as the case of type An.

(c). Let D be as (4.14.1), tbell the following two conditions are equivalent.

(i). gD,q =ND,q but ND,q ct g+.

(ii). o(q) = 2n' - 1 for same n', ~ < 17.' :::; n - 1, and tllere exists some i and m

(0 ::; m < 711i) such that diqm = 1, 2mi - 2nl +2 > o(q).

The proof is straight.

(d). (i). Jf o(q) > 2n - 2, , tllen we have gD,q = N D,q C g+.

(ii). ASSUlne tbat gD,q = N D,q C g+, t11en for any 7' E ctvo, therc exists E E T such

that (D, q) ~ (E, 7').

Part (i) is trivial. Part (ii) is sil11ilar to case of type An hut l110re tedious.

(e). Let sET. Assurne that q is a prünitive (2n - 2)-th root of 1, then

(i). g3,q =1= )V~lq iE aIld only if s is conjugate to the following element

d· g( n-1 n-2 1 I-n 2-n -1 1)Ja q ,q , ... ,q"q ,q , ... ,q , .

Proof. It {ollows {roln (d1).

(ii). Hgs,q = JVs,q, tllen {oranyr E ctvo ' we can nndi E T such that (s,q) ~ (i,T).

Proof. 0 ne can prove the assertions llsing (a) and (d).

4.14. Exceptioal types. Let G be a simple algebraic grollp of adjoint type, thcn

(4.14.1) T ~ Hom(P,C*), where T is a maximal torus in G and P = H01l1(T,C*) is the

character grollp of T. Note that P is also the root lattice.

62



There are no sirnple realizations for algebraic groups of exceptional types, so for us

the property (4.14.1) is important. To use it. we need explicit structure of thc root systems

of exceptional types. V\fe aclopt the approach in tüV]. For type F4 , the approach is thc

sarne as in {B].

Type E6 : Let S}, S2, ... , C6 be vectors in R 6 satisfying L: ci = 0 allel

Let E E R 6 be such that (E,S;) = 0 for all i and (S,E) = 1/2.

Type E 7 , Es, Gz: Let Cl, Ez, ... , Cn+l (n = rank) be vectors in R n + 1 satisfying L: Ei = 0

ancl

Type F4 : Let Cl,CZ,E3,E4 be an orthonormal basis of R 4.

Then we have

(a) TypeE6. The roots are: Ci-Ci, ±2c, ci+Cj+ck±c. \Vechooseci-ci+ll C4+ES+c6+c

as the set of simple roots.

(b) Type E7 . The roots are Si - Ej, Ci + Cj + Ck + EI. We choose Ci - Ei+l (i < 7), Es +

C6 + c7 + cs as the set of siruple roots.

(c) Type Es. The roots are ci - ci, ±(ci +ci +ck). We choose ci -ci+ 1 (i < 8), C6 +E7 +Es

as the set of siruple raots.

(cl) Type F4 . The fOOts are ±ci ±Cj, ±ci, (±Cl ±C2 ±C3 ±c4)/2. We choose (Cl -cz­

C- 3 - C4) /2, C4, C3 - C4, Ez - C3 as the set of sirnple roots.

(e) Type G2 . The root are: ci - Cj, ±ci. We chaose cz, C3 - C2 as the set of siruple

roots.

It is convenient to present the fonnulas for /H/O ' "Ve have
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Type

E8
(q30 _ 1)(q24 _ 1)(q20 _ 1)(q18 _ 1)(q14 _ 1)(q12 - 1)(q8 _ 1)(q2 - 1)

(q - 1)8

(q18 _ 1)(q14 _ 1)(q12 _ 1)(ql0 _ 1)(q8 _ 1)(q6 _1)(q2 - 1)

(q - 1)7

(q12 _ 1)(q9 _ 1)(q8 _1)(q6 _ 1)(q5 - 1)(q2 - 1)

(q - 1)6

(q12 _ 1)(q8 _ 1)(q6 _1)(q2 - 1)

(q - 1)4

(qß _1)(q2 - 1)

(q-1)2

Now using (4.14.1), (a-e) and 4.9(b) we can prove the following results through lengthy

case by case analysis.

Assl.une that G is a sitnple algebraic group of exceptional type. V\Te have

(f). H g",q i= N 3 ,q, then

(i). There exists a sequence t 1 , t2 , ... , tk 1 ••• in Treg such that

linl tk = s.
k-oo

01'

(ii). There cxists a sequence tl, t2, ... , tk, ... in Treg such tllat for any w E llVo we l1ave

Proof. vVe sha11 freely use the results on the conjugacy classes in 'iVeyl groups in

(Cl]. We number thc siluple fOOts according to the Coxeter graphs in 1.3. By llleans of

the adjoint representations and using 4.9(b) and the results in [Cl] we see that g3,q i=
)Vs,q (s E T) if and only if s is conjugate to an elelnent t E T satisfys
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Type Es:

Ct:s(t) = -1, q =-1

Ct:s(t) = Ct:7(t) = q, o(q) = 3

Ct:s(t) = Ct:7(t) = Ct:6(t) = q, o(q) = 4

Ct:i(t) = q, i = 5,6,7,8 o(q) = 5

Ct:i(t) = q, 4::;i::;8 o(q) = 6

Ct:i(t) = q, 2::;i::;5 o(q) = 6

(ti(t) = q, 3::;i::;S o(q) = 7

O'i(t) = q, 1::;i::;5 o(q) = 8

Ct:i(t) = q, 3 ::; i ::; S 01' i = 1 o(q) = S

Ct:i(t) = q, 3 ::; i ::; S 01' i = 1 o(q) = 9

and Ct:2 (t) = q3

O'i(t) = q, 1::;i::;6 o(q) = 9

Ct:i(t) = q, 2::;i::;7 o(q) = 10

Ct:i(t) = q, 1::;i::;5 o(q) = 12

O'i(t) = q, 2::;i::;S o(q) = 12

Ct:;(t) = q, 1::;i::;7 o(q) = 14

O'i(t) = q, 2::;i::;S o(q) = 14

and O'l(t) = ±1 o(q) = 14

Ct:i(t) = q, 1::;i::;7 o(q) = 18

O'i(t) = q, 1::;i::;8 o(q) = 20

Gi(t) = q, l::;i::;S o(q) = 24

Q'i(t) = q, l::;i::;S o(q) = 30

Type E7:

Ct:7(t) = -1, q =-1

55



Type E 6 :

0'7(t) = 0'6(t) = q, O(q) = 3

D:7(t) = 0'6(t) = O's(t) = q, o(q) = 4

O'i(t) = q, i = 4,5,6,7 o(q) = 5

Cl:i(t) = q, 3:Si::;7 o(q) = 6

G:i(t) = q, 2:Si::;5 o(q) = 6

O'i(t) = q, 3 :S i :S 7 or i = 1 o(q) = 7

Q'i(t) = q, 3 :S i :S 7 or i = 1 o(q) = 8

anel 0'2(t) = 1

O'i(t) = q, l:Si:S5 o(q) = 8

Oi(t) = q, l:Si:S6 o(q) = 9

O'i(t)=q, 2:Si::;7 o(q) = 10

O'i(t) = q, l::;i:S6 o(q) = 12

G:i(t) = q, 1:S1::S7 o(q) = 14

O'i(t) = q, 1:Si:S7 o(q) = 18

0'6(t) = -1, q =-1

0'6(t) = 0'5(t) = q, o(q) = 3

06(t) = 0'5(t) = 0'4(t) = q, o(q) = 4

O'i(t) = q, i = 3,4,5,6 o(q) = 5

O'i(t) = q, 3 :S i :S 6 or i = 1 o(q) = 6

ai(t) = q, 2:Si::;5 o(q) = 6

G:i(t) = q, l::;i::;5 o(q) = 8

O'i(t) = q, l::;i::;6 o(q) = 9

O'i(t) = q, l::;i::;6 o(q) = 12
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Type F4 :

0'1 (t) = -1 or (1'4 = -1,

O'l(t) = 0'2(t) = q or 0'3(t) = 0'4(t) = q,

0'2(t) = D:3(t) = q,

0'1(t) = 0'2(t) = q, 0'3(t)0'4(t) = ±1,

O'i(t) = q, i = 3,4,5,6

O'·(t)=q 1<i<30ri=1t , __

D:i(t) = q, 2::; i ::; 4

O'i(t) = q, 1::; i ::; 4

O'i(t) = q, 1::; i ::; 4

q =-1

o(q) = 3

o(q) = 4

o(q) = 4

o(q) = 5

o(q) = 6

o(q) = 6

o(q) = 8

o(q) = 12

0' 1(t) = -1 01' 0'2 (t) = -1,

0' 1(t) = 0'2 (q) = q,

0'1 (t) = 0'2(t) = q,

q =-1

o(q) = 8

o(q) = 12

It is sufficient to prove (f) for those t E T satisfying thc conditions in the tables, vVe

use type C 2 as an eXaIllple to prove it. We identify an elernent l' E T with the pair

(0'1(1'),0'2(1').

If q = -1 and O'l(t) = -1, we choose a sequence al, a2, ,.. , ak, ,.. of real positive

ntullbers such that lin1k_oo ak = 1 and such that all tk = (-1, ak0'2(t)) E Treg (it is

possible by a sin1ple calculation). Then gtk,-l "# )VtJe,-l and limk_oo tk = t. Siluilarly we

deal with the case 0'2 (t) = -1.

If o(q) = 3, then O'l(t) = 0'2(t) = q. we choose a sequence al,a2, ... ,ak, ... of real

positive lltllUbers in the open interval (0,1) such that limk-oo ak = 1. Then all tk

(akq, akq) E Treg and limk_oo tk = t. For arbitrary wEH10 , one lllay check that

1
, II 1-qw(a)(tk)
In1 = O.

k-oo 1 - w(O')(tk)
aER+
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If o(q) = 6, then 0'1 (t) = 0:2 (t) = q. The elelnent i is regular anel for any w E Hlo we

have

TI 1 - qtu (0' ) ( t) - 0
1-w(a)(t) - .

oER+

We can deal with other types in a similar way. This cOlnplete the proof.

(g). (i). H o(q) > en + 1, , then we }1ave gw(,,),q = JVw(tJ),q C g+ for same tu E l-Vo.

(ii). ASSU111e that gs,q = NtJ,q C g+, tben far any l' E ervo ' tl1ere exists t E T such

that (s, q) '" (t, 1').

Proof. (i). It is equivalent to prove that w- 1(RtJ ,q) C R+ for S01l1e tu E Wo. Let

R~q = RtJ,q n R+, R;'q = Rs,q n R-. If Rs,q = R'~q, nothing need to argue since we can

choosc w = e, the unit in lVo. Now assulne that Rfj,q =f:. R~q' Note that o(q) > en + 1,

we see that the subgroup of the root lattice P generated by R~q doesnot contain any

element of R;'q. Choose ß E R;;q, let WI be the refleetion respect to ß. Then WI (ß) E

R+, wI(R~q) C R+. Thus IWI(Rtq)1 = IR+ () I> IR+fj q)' We now ean use induction on
, ,Wl 8 ,q ,

IR;'ql since Rwt<tJ),q = Rs,q.

(ii). vVe can prove the assertion case by case. We olnit the tedious proof.

(h). Let sET. Assulne tllat q is a prünitive (eu + 1)-th raot of 1, tllen

(i). gs,q =f:. Ns,q if alld only if s is conjugatc to tbe aJl elenlent t such tllat a(t) = q for

any simple raot a.

(ii). Hgfj,q = JVs,q, tllen [or anyl' E ctvo ' we C8Jl find tE T SUel1 that (s,q) '" (i,r).

Proof. (i). It follows from the proof of part (i) of (f). Using the proof of (f) and thc

proof of part (i) of (g) we see that if gs,q = A(s,q, then we can find W E H10 such that

gw(tJ),q = Nw(tJ),q C g+. Then (ii) can be proved case by case.

(j). Let sET. IE gs,q = A(s,q, then we CaJ1 find (t, r) E T x C* such that IH/O(1') =f:. 0 and

(s,q) '" (t,1').

Proof. Use the table and case by case analysis. Vle oluit the details.

4.15. Now we can see that 4.6 anel 4.8 follow froln the results in 4.10-4.14.
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It would be interesting to find a necessary and sufficient condition for the natural

isomorpmsm between H",q and Ht,ro

4.15. Conjecture. Assume tbat G has a simply connected derived group, tben Hs,q :::::

Ht,r iE g",q = gt,r'

69



5. The Lowest Two-Sided Cell

Notations are as in chapter 3. It is known that Kcxc· (B x B) may be regarded as an

ideal of the algebra Kcxc. (Z). In this chapter we will give an explicit description for the

ideal. Another purpose is to show that 3.6(d) is not tnle when fwo(q) = O. For simplicity

we assurne that G is sirnply connected, simple algebraic group. All these are done by using

the knowleelge concerned with the lowest cell

Co = {w E W Ia(10) = I(wo)}

The two-sided cell Co corresponds to the nilpotent G-orbit {O} under Lusztig's bijection

between the set Cell(W) of two-sided cell of Wand the set of nilpotent G-orbits in g.

5.1. The ideal Kcxc· (B x B) of Kcxc. (Z). For arbitrary nilpotent G-orbit C, let

Ze = {(N, h, b /) E Z I N E Cl,

where C is the dosure of C. The variety Ze is G x C* -stable. It is known that the indusion

Ze '---+ Z induces an injection

anel the image is an ideal (we denote it again by Kcxc· (Zr)) of the convolution algebra

Kcxc. (Z) (see [1(L4]). It is conjectured the ideal is closely related to the two-sided cell

corresponding to the nilpotent G-orbit C (see [Du, p.32j G4]). We shall give an explicit

description to the ideal when C is the dass {O} (see Theorem 5.4).

We shall identify Kcxc.(B) wiht A[X]. Let A[X] Wo be the Wo-invariant set of A[X].

It is known that A[X]Wo = Rcxc. = A ®e R c . We have (see [I(L4])

(a) The external tensor product in K -theory clefines an isomorphism

t8J: Kcxc·(B x B) ~ A[X] ® A[X]
A[X]WO

as A[X] wO-modules.
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(s E So, x EX),

We sho..11 identify KGxc' (B X B) with A[X] ® A[X], and rego..rcl theIn as an ideal
A[X]WO

of the algebra KGxc· (Z).

(b) There exist a unique left H-Inodule structure (denoted h 0 ~) on A[X] such that

T
s(x)-xO's xO's-s(x)a;l

sox= +q ,
Q's - 1 O's - 1

The action a is a q-analogue of the usual 'clot' action of I,V on A[X].

(c) In KGxc· (Z) = H we have

h(x[8Jy) = hax ~y, (xt8Jy)h = xt8Jhoy, h E Kcxc· (Z), x, Y E ){.

5.2. Lenlll1a. There is a unique leEt H-module structure (delloted h *~) 011 A [..1{] extcnd­

ing the obvious A action and SUell t11at

T
O'ss(x)-xO's xQ's-s(x)

8*X= +q ,
0'8 - 1 0.'8 - 1

(s E So, x E ~){),

Proof. \\Te use Kato's trick to prove it. Let I be the left ideal of H generated by

~ tu E Hf
O

T1O· Then the A -linear lnap A [X] -+ I clefined by x -+ Bx L tu E Hf
O
Tw is an iSOlll­

porphislll by 2.2(b). One checks easily that unclcr this isoIuprphism thc action * beC01l1CS

the left lnultiplication on I. The lenuna is provecl.

It is easy to see that the action * is a q-analogue of usual action of Hf on A[..X].

Let 8 be the half of the sunl of an positive roots in R. We have

5.3. Lenlll1a. For h E H, x E ){, we have

The proof is straight.

5.4. Theorelu. Let H co be the two-sided ideal oE H gellerated by LwEWo T w . It 1188

natural H-bimodule structure t11rough left anel right ll1ultiplications. Tl1e 111ap
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PrOGf. It follows from 5.1 (c) and (5.2-3). The Inap is 0 bviously sUljective. Using 2.6( i)

we see the nlap is injective.

5.5. Now we shall classify the sinlple Hq-modules attached to Co. Recall the concept of

attached two-sided cell in 3.9. For any senlisiInple elelnent s in G. It is kl10wn (see [X2])

that at most one silnple Hq-module (up to isonlorphislll) aUached to Co such that Ux acts

on it by scalar ir( s, V( x)). That is IY.'l,q,cO I :::; 1. We shall give a necessary and sufficiellt

condition for IY.'l,q,cO I = O. We need SOlne preparations.

Let C = L:WEwo Tw . For any x E X, we write

vVx = {w E l'Vo I tu ( x) = x },

and

In'r = L ql(w).

wEWr

vVe shall need a result of I(ato [I(a2] (see also [Gu]).

(a) If x E X+ 1 then

\\Te shall write A1s ,q instead of the standard Inodule ]I,IJ.'l,O,q,l' It is known that (see

[1(L4])

(5.5.1)

where H acts on Kcxc. (B) = A[X] by 0 (see 5.1(h )).

5.6. Lemlua. Let I bc the left ideal of H q generated by C = L:wEH'o Tw , aJld let I a bc

the left ideal of H q generated by (Ux - tr(s, V(x))C, tllen tlle quotient I/I.'l is just the

standard module Ma,q.

Proof. Using (5.3) and (5.5.1) we see that M.'l,q ~ C.~,q 0Rax {:. Kexc.(B), where H

acts on Kcxc. (B) = A[X] by * (see (5.2)). By the definition of * we see that
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The lenllTIa is proved.

5.7. It is proved in [X2] that

(a) Y~s,q,cO = 0 if and only if C lvIs,q = O.

According to (5.6) we know that Glvftl,q = 0 is equivalent to

(b) CBxC E I", for any :1: E X.

Note that any eleluent in ..\ is conjugate to an eleluent in );+ by an elenlent in llVo.

Using 2.2(h) we see that (b) is equivalent to

(c) GBxGEI.!IforanyxEX+.

This implies that

(e) If fl,vo(q) i- 0, then IYtI,q,cO 1=1.

5.8. Theorenl. (i). Y'l,q,CO = 0 if and only iE gs,q i- Ns,q (i.e., gs,q contains senJisünple

elelnents).

(ii). JE gs,q =I=- N.!I,q, then for RJlY simple cOllstituent L of Ms,O,q,l we CaJl End a nOllzero

nilpotent elelnent ~N E A(s,q aJld p E A(5,1'/) v such that L is a quotient Inodule of1I1s ,N,q,p.

In particular, 3. 6(d) is not true when f "vo (q) = O.

Proof. (i). Suppose that gtl,q =I=- JVs,q-

According to 5. 7(a-c) it is sufficient to prove that GBxG E 1s for any x E ){+. By

5.5(a) this is equivalent to provc that

(5.8.1)

Note that

~ rr 1- qo; ~G 1O( X ) E A[X] 0
1-0;

wEH/o oER+

is a holomorphic function on T. It is easy to check that when gs,q i- NS,q , for any 10 E Wo

we have

rr (1 - qo;(10(8))) = O.
aER+
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When G is of classical type, we can find a sequence t l , tz, ... , tk, ... In Treg such that

limk_co tk = s, thus for any w E l'Vo we have

1· rr 1 - qO'(W(tk))
1m = O.

k-co 1 - a(w(tk))
O'ER+

This ilnplies that (5.8.1), in particular, CBxG E 18 , Similarly using results in 4.14 we see

that GBxG E 1" when G is of exceptional type. One direction is proved.

Now assulne that g8,q = JV8 ,q. Choose (t, 7') E T x C* be such that (s, q) rv (t,T) and

fWo(T) #- 0 (see 4.8). By (f), 4.3 we sec that j:Y".'l,q,cO 1=1.
(ii). By (i) we know that CL #- co. Note that the nilpotent G-orbit corresponcls to Co

is {O}. Using 3.9(c-d) anel 2.6(e) we get (ii).

The theoreln is proved.

5.9. There are several interesting special eases. "VVe always have fwo ( -1) = O.

A. Assulne that sET, q = -1, then the following conditions are cqllivalent.

(a) IY~,q,cO I = 1.
(b) The standard module M.'l,q is sirnple.

(e) g.'l,q = JV!J,q.

(d) g.'l,q = N8 ,q = {O}.

(e) There is no a ERsuch that 0'(s) = -1.

(f) tr(s, V(8)) #- O.

By the theorem 5.8 we see that (a}~=>(c). Obviously we have (cl)~(e). Sinee thc

character of V(8) is TIO'ER+ 8- 1(1 + 0') (see [1(0]), (e)<=>(f). If there is SOlne 0' such that

0::(s) = -1, then gO' + g _ 0' ~ g8, q' bllt the space gO' + g_ 0' contains selnisimpIe eleinents,

thus (c)*(e). We also have (e)*(cl)*(c). By 3.11 we know that (cl)*(b). Note that

dimH8 ,q = Il'Vo1
2 anel dinlA1.'l,q = IlVol, again using 3.11 we see that (b)*(d). \~Te have

proved these cOllditions are equivalent.

According to [X2] we know that (f) is equivalent to the following

B. Let q E C*. We asslllne that fT,{lo(q) = 0 but for any fuudalnental weight x E X+

we have !T,V;t; (q) #- o. It is proved in [X2] there is a unique (up to conjugacy) senlisilnple
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element s E G such that Ys,q,CO = 0. Let 10 E Wo be such that f w(q) = 0, then by 4.9(b)

and 5.8, for any elernent t E 'tuT we have )'~t,q,cO = 0. This irnplies that the elernents in

'tuT are conjugate. Vvhen q is an (e n + l)-th prirnitive root of 1, then fw(q) = 0 if and

only if 10 is a Coxeter elernent. Thc assertion that the elements in 10'1; are conjugate if

10 is a Coxeter element was proved in [StIl. When G is of classical type, fw(q) = 0 hut

fW;r:(q) f:. 0 (for any fundamental weight x E X+) irnply that q is an (en + 1)-th prinlitive

root of 1. Thus f w ( q) = 0 if anel only if 10 isa Coxeter elenlent. \~Then Gis of exceptional

type, fw (q) = 0 hut fW;D (q) f:. 0 (for any fundarnental weight x E X+) cloesnot irnply that q

is an (en +l)-th prirnitive root of 1. Thus fw(q) = 0 is possible for a non-Coxeter-element.

For exceptional types we list the conjugacy classes of these elements 10 such that f w(q) = 0

hut fV\lz (q) f:. 0 for any fundarnental weight x E X+. The associated type to the canjugacy

dass of the elernent are the sarne as in [C1].

Type Es. Es, E s(U1), E s(a2), E s(as).

Type E7. E7, E7(a1)'

Type E6 . E6 , E6 ( a1 ).

Type F4 • F4 , B 4 .

Type G2 • G2 , A2 .

C. Let sET be such that a(s) = q for any sirnple root in a E R. We have Y8,q,CO = 0

whenever f \-vo ( q) = O. This also can be proved by using 2.5.

D. If q =1, the sirnple rnodule in Y8,q,CO has a sirnple realization we explain now. vVe

may assume that sET. let L 8 be the vector space aver C-vector with a basis {w( 8) I w E

vVo}. This is a unique H 1 = C[vV] rnodulc structure . on L 8 such that II . 10(8) = u1O(s)

if u E Wo and Bx . W(8) = x(1O(s)) for x E X. L 8 is abviausly a sirnple Hrllloclule

and C WO L 8 f:. O. So L 8 E Y~,q,CO . Note that dimL 8 = Il'Vol if and only if w(s) i- s if

e =j:. w E Wo, i.e. s is a regular seulisilnple eleUlent.
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6. Quotient Algebras

Given q E C*. The probleIn of classifying siInple Hq-Inodules is equivalent to the

probleIl1 of classifying simple H s,q-nI0dules for a11 senIisimple elements s in G. Note that

the standard llI0dule M!J,N,q,p is aetua11y an Hs,q-module. Thus it is also interesting to

study the algebras H!J,q. Ginsburg gave a niee geometrie realization for the algebras Hs,q.

In chapter 4 we have showed that the isonI0rphisrn classes of these algebras Hs,q are finite.

It would be interesting to classify the algebras Hs,q, (s, q) E G x C* selnisiIllple. In this

chapter we give some discussions to the algebras. In thc sallle way we discuss the algebra
- -
Ha,b and its quotient algebras Hs,u,b.

6.1. COll1pletions. For arbitrary Xl, X2 E X+, in H q we have

This i111plies that

UX1 UX2 = UX1 +X2 + L ayUy,
y<Xl +X2

a y E C.

(6.1.1)
00nI~,q = 0.

k=l

where s E G is a seIl1isilllple eleIl1ent and Is,q is the two-sided ideal of H q generateel by

Ux -tl'(s,V(x)), xEX+.

"Ve have the fo11owing natural inverse limit systenI

By (6.1.1) we see that the c011Ipletion Hs,q of H q with respect to the ideal Is,q is just the

inverse EmitEIn H q/1: q' Let ivIoel(Hq) be the category of fini te eliluensional H q-11I0elules
f- '

(over C). Let Moel(H!J,q) be eategory of finite diInensional Hs,q-moclules (over C).

We have the fo11owing

6.2. Theorell1. Tbe category Mod(Hq) oE finite diInensional (over <C) Hq-modules is

tbe direct StIll] of tbe categories Mod(Hs,q), where t}le direct StIll} is over the set S of

representatives oE selnisilnple conjugacy classes oE G.

Prao/. First, each finite dilllensional Hs,q-nlodule has a natural Hq-module structure.
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Let M be a finite dimensional H q-ll1odule. For 5 E S semisill1ple, we write

11/13 = {rn E !vI 1 (Ux - tr(5, V(x)))k 1n = 0 for a11 x E X+ anel for sonle integer k > O}.

The space M3 is an Hq-module. V\'e have

Moreover, if 5, t E S are different, we have

HomH q (MtI , lvft ) = O.

Since 1VI is finite dimensional, lvIs is actua11y an HS1q -nloc!ule. The theorenl is proved.

Note that H 3,q is also a quotient algebra of Hs,q.

6.3. Let E be a simple H q-ll1odllle, then E E YtI,q for some semisill1ple element 5 ES.

We regard E as an H.'l,q-modllie in a natural way. Then obviously the set of isoillorphislll

classes of simple H 3,q-lllOdules is Y3 ,q. By a theorenl of Betti (see [St2]) we know that

dimHs,q = jlVo1
2. Thus I: (clill1E)2 ~ 11Vo1

2. The equality holds if ancl only if H 31q is
EEY•. q

sell1isinlple. In particular, we see that any simple Hq-lllodule has dimension::; ]lVoland thc

equality holds if and 0111y if H 31q is simple. According to Ginzburg [G3] we know that the

algebra H 31q is either silnple 01' non-semisimple. Thus the equality I: (dinlE)2 = IlVo1
2

EEY~.q

holds if and only if H S1q is silnple.

When H 3,q is sitnple, we have #Ys,q = 1. Moreover the naturalillap H q::;CQ ~ H.'llq

is a surjective nlap. Let E E YtI,q , then we have dilnE = IlVo1 and CE = Co. Let Hq,vvo

be the subalgebra of H 31q generated by the iluages of Tw, tu E H10 . The algebra H q , H/o is

isoillorphic to the Hecke algebra of IVo aver C with parameter q. It is easy to see that as an

H q, \.vo-module, E is isoillorphic to the left regular Illodule of H q,vVo' In general #-Y.'l,q = 1

does not inlply that HtI,q is Sill1ple. We sUffilnarize the discussions as follows.

6.4. Proposition. Let E be silnple Hq-Illodule, tl1en tl1e following conditions are equiv­

alent.

(i). dünE = IIVol.
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(ii). Hs,q is a simple algebra.

(iii). As an Hq,wO -Inodu1e, E is isolnorpllic to thc (Jeft) regular module of Hq,\vo'

(iv). Ns,q = {O}.

(v). Hq~CO ~ Hs,q is a surjective map.

6.5. Conjecture. (i). Let (s,q),(t,r) E T x C* bc selnisimp1c, then Bs,g

)\(s q = Art r', ,

(ii). Consider the homolnorpbisln 4>q,co: H q ---+ J co' It illduces a bOmOlTIOrpbism

<Ps,q,co: Hs,q ---+ J Co / 4>q,CO (18,q). Tl1e ideal ker4>",Q,cO of H",q shou1d bc nilpotent. Note

that J Co /4> g, Co (Is ,q) is a simp1e C-algebra of dilnensiol1 1vVo1
2 (see [XI}).

6.6. Oue lllay consider the algebra Ha,b' (a, b) E C* x C* in a siInilar way. Given s E G

semisin1ple, let is,a,b be the two-sided ideal of Ha,b generated by Ux - t7·(s, V(x)), x E

~\'+. For the sanle reason of (6.1.1) we know that the conlpletion Hs,a,b of Ha,b with
- ~ -k -

respect to the ideal Is,a,b is just the inverse limit ~Ha,b/Is,a~b' Let Mod(Hcl,b) be the

category of finite diInensional Ha,b-Inodules (over C). Let Mod(Hs,a,b) be category of finite

dimensional H8,a,b-n1odules (over C). Sinlilar to 6.2 we have the following

(a). The categolY NIoel (Ha,b) of nni te dill]ensiona1 (over C) Ha,b-lnodu1es is the direct SUlll

of the categories Mod(Hs,u,b)' where the direet S1.l1n is over the set S of representatives of

selllisimple conjugacy c1asses of G.

Let E be a silnple Ha,b-nlodule, then E E }'~s,a,b for sonle sernisimple ele1nent sES

( Y",a,b is the set of isonl0rphism classes of si1nple Ha,b-Illodules on which iS,Cllb act by

scalar 0). '""Te may regard E as an Hs,Cl,b-nlodule in a natural way. Then obviously the set

of iso111orphism classes of simple Hs,a,b-n1odules is Ys,u,b. According to theorenl of Bctti

(see [St2]) we know that dimHs,a,b = IWoI2 • Thus 2: (di1nE?:::; IWoI2 • The equality
EEY, ,a,b

holds if and only if H 3 ,q is sen1isimple. In particular, we see that any si1nple Hq-nloclule

has diInension :::; IWol anel the equality holcls if and only if Hs,u,b is simple.
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Let SET, then (see [I(a1])

(b) . Hs,a,b is siInple if and only if Ns,a,b = {O} (see (3.18.7) for thc notation).

6.7. Conjecture. lVe keep the notations in 6.6. Let (s, CL, b), (t, c, cl) be two elelnents in

T X C* X C*. Assume that JVs,a,b = JVt,c,d, then

(i).

(ii) .

- -
Hs,a,b ~ Ht,c,d.

" A
"" -
H s a b ~ H t cd·, , , ,
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7. The Based Rings of Cells in Affine Weyl Groups
-- -- ---

of Type G2 ,B2 A2

The work [L12-14] anel [X2] show that the base rings of two-sicled cens in affine Weyl

groups are interesting to understand the classification of sirnple modules of the correspond­

ing Hecke algebras Hq (q E C·) even if q is a root of 1.

In this chapter we detennine the basecl rings of cens in affine \Veyl groups of type C2 ,

B2 ( see 7.2), which confirnl the conjecture in [L14] (see also 3.14). Then we apply the

results to classify the sinlple rnodules of the corresponding Hecke algebra Hq (q E C*),

The explicit clescriptions about the based rings enable us to unclerstancl the structure

of standard rnoclules in a concrete way, so that provide a way to conlpute the dinlensions

of sirnple 1110dules of H q , As an eXaIuple we work out the case of type Ä2 (see 7,7). An

inunediate consequence is that H q 'f:. H I = C[lV] whenever q ::f 1, here H q is an affine

Hecke algebra of type 'Ä2 , This result leads to several questions (see 7.7), This chapter is

based on the preprint [X3], only section 7.7 is added,

The based ring Je

7.1. \Ve refer to 3.14 for Lusztig's conjecture concerned with based rings of cells in affine

\Veyl groups, the conjecture is a guideline to detennine the structure of the based rings,

Except special indications, until section 7.5, G is always a sinlple, sirnply connectecl alge­

braic group over C of type G2 01' B2, then lV is of type C2 01' B2 and S = {1'0, r'l , 1'2 }, The

cens in W have been described in [L11] explicitly,

In the case C2 , l'V = lV' = lVo t:< P. V\fe assurne that (1'0 1'})3 = (1'} 1'2)6 = (r'o 1'2)2 = e,

l'V has five two-sicled CenS: Ce = {w E lV I a(w) = O} = {e}, Cl = {tu E lV I a(w) = I},

C2 = {w E 1,V I a(tu) = 2}, C3 = {tu E Hf I a(tu) = 3}, Co = {w E l'V I a(tu) = 6}. (see

1.12 for the defini tion of the func tion a: vV -t N,)

In the case B2 , lV = n t:< 1,V', n = {c, w}, \Ve assurne that W1'o = 1'2W 1 wr'l = r'l w,

w1'2 = wr'o, We have foul' two-sicled cells: Ce = {w E W I a(w) = O} = {e, w} = Sl,

Cl = {w E lV I a(tu) = I}, C2 = {w E W I a(w) = 2}, Co = {w E lV I a( tu) = 4}.
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One of the Inain result of this chapter is the following.

Theorenl 7.2. vVe keep the set up in 7.1. For each two-sided cell c oE W, there cxists a.

finite Feset Y (see 3.4 for tbe term) alld a bijectioll

1T: c.::t set oE irreducible Fe-v. b. on Y x Y (up to isomorplJism)

with t11e following properties:

(i) Tl1e tL-linear In?p Je -t KFc (Y x Y), t w -t 7T"(w) is an algebra isomorphis111 (preservillg

the unit elelnent).

(ii) 1T(1O-
1

) =~ (w E c).

Vihen r is a left cell iTI eh J r nr - t has been clescribed in [L15], here J r nr - t is thc

C-subspace of Jet spannecl by elements tw , 10 Ern r-1 .

Proof. We prove the theoreIll case by case. Before our proof, we lllake the following

convention: we often write i] i 2 ... in insteacl of w when 1'it1'i2 ... Tin is a reducecl expression

ofw.

(A). vVhen C = Ce, Fe is the center of C, we take Y to be a Olle point set anel Fe acts on

Y trivially, and the theorem then is trivial. 'Vhen C = Co, the lowest two-sided cell of Hl,

then Fe = G anel the theorem is provccl in [Xl]. Thus we only need to verify the thcoreIll

for the two-sieled cell C of vV with C f:. Ce or Co. In (B-D), G is assuilled to be of type G2

anel then 1,V is of type G2 •

(B). Case C = Cl, then C = {2, 212,21212,21,2121,210,21210,1,121,12121,12,1212,10,

1210,121210,0,01210,0121210,01,0121,012121,012,01212} (note the convention in the

beginning of the proof), anel Fe = Eh, the symlnetric group of three letters. Let y- =

{i I 1 :::; i :::; 5} be the F-set such that as F-sets we have {I} ~ {2} ~ 6 3 /6 3 ,

{3, 4,5} ~ 6 3 /62 , \Ve assunle that 62 leaves stahle on 3,

For 6 3 we have three silnple representations: the unit representation 1, tbe sign

representation c, anel tbe unique sinlple representation a of degree 2. We llse the notations

1, C for their restrietion on 62 again. One may verify that the following bijection (note

the convention in 3.4)

1T: c~ set of irreducible Fe-v.h. on Y X Y (up to isomorphisIll),
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01210 ---+ a(1 ,1),

121 ---+ 0'(2,2),

0121 ---+ a{1 ,2),

1210 ---+ a(2,1),

212 ---+ 1(3,4)'

01212 ---+ C(1,3),

1212 ---+ 6(2,3),

21210 ---+ 6(3,1),

2121 ---+ 6(3,2),

0121210 ---+ c{1 ,1),

12121 ---+ C(2,2),

012121 ---+ 6(1,2),

121210 ---+ 6(2,1),

21212 ---+ 6(3,3),

is just what we need.

Let Y' = {2i I 1 ~ i ::; 7} be the Fe-set such that as Fe-sets we have {21} ~ 6 3/63,

{22, 23 , 24} ~ {25, Z6 , 27} ~ 6 3/62. 0 ne may check that there exists a bijection bcbveen

c and the set of isolll0rphislll classes of irreclucihle F-v.b. on 1".' x )/~I with the properties

(i) and (ii) in Theorel11 7.2.

(C). Case c := C2, then Fe = SL2 (C) and

c = {w(i,j, h~) 11 ::; i,j ::; 6, k ~ O}

where (w(i,j,k) = Wi1'01'2(7'17'27'lr21'o)kwj1, 'W1 = C, W2 = 7'1, W3 = 1'27'1, W4 = 1'11'21'1,

Ws = 1'21'11'21'1, W6 = 1'01'11'21'1). 'Ve write w(k) for 10(1,1, k). VVe have

(a) 1)nc = {w(i,i,O) 11 :::; i:::; 6} = {Wi1'01'2W;1 11:::; i :::; 6}. (see 2.6 for the definition

of 1),)

(b) w( i, j, k) f"V w( 'Tn, 11., k') if and ollly if j = 11.,
L

w(i,j, k) f"V w(7n, 11, h~') if anel only if i = ra.
R

Let Y = {I, 2, 3,4, 5, 6} anel let Fe acts on y~ trivially. Thell tbe map 7f: w( i, j, k) ---+

V (k)(i ,j) defines a bijection between the two-sided cell c anel the set of isol11orphiSI11 classes

of irreducible Fe-v.h. on Y x Y, where V(k) is the irreducible representation of Fe with

highest weight k. V\Te claim the bijection is what we neecl. In fact, 7.2(ii) is obvious. 1r
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gives rise to a Clinear rnap 7r: J c -+ KFc (Y X Y) which preserves the unit elen1ent. To

coruplete the proof we need to check the following equality.

(c) . tw(i,j,k)tw(m,fl,k') = 7r(w(i,j, k))n{w(m., n, k'))

When j =I=- 7n, using (b), 2.7(a) and the definition of Jr, we see that (c) is true since

both sides in (c) are O. Now we assurue that j = Tll, thcn (c) is equivalent to thc following.

(d)
k"EN

Ik-k' I~k" ~k+k'

V·ie say that (cl) deduces from the follo\ving two assertions.

(e) fw(i,j,k),w(j,n,k'),w(i,n,k") = IW(k},w(k'),w(k").

(f) t w (1)t w (k') = tw(k'+I) + tw(k'-l) (we assume that tw(-l) = 0).

In fact, according to (a) and 2.7(b), we have tw(O)tw(k') = tW(k' ) = tW(k,)tW(O)' Using

induction on k and using (f), we get

(g)
k"EN

Ik-k' I:::;k" :::;k+k'

Cornbine (e), (g) and 2.7(a) and we see that (d) holds.

Now we return to (e) and (f). First we prove (e). Consider the algebra H?c = H / H<c

(see 2.6(h)). Wc write G'w for its iruage in H?c again. Then in H?c there exists h i , hj

such that

(h)

(i)

By (h) and the definition of I we obtain

Iw(i,j,k},w(j,n,k'},w(i,fl,k") = Iw(l,j,k),w(j,l,k'),w(k")'

Using [X2, 2.6], we see that there exists h E H?c such that

(j) CW(k) = hC02 (note the convention in the beginning of the proof ).
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By (h) anel (j) we know that

(k)

(e)

From (h), 2.6(f-g), we have in H>c

C W(1 ,),0) C wU,l,k l ) = L a m Cw(m), a m E A.
mEN

Accoreling to (a), (b) ancl 2. 7(a), we have thc following

(ln) \~Then m i- k', we have qam E qtC[q~] and q~akl E 1 + qtC[q~].

By (k) anel (e) we get

(n) CW(l,),k)Cw(j,l,k') = L: amhCw(m)
mEN

It is easy to see (1.S(a))

(0)

Frolll (0), (n), (j), (b), 2.6(f-g), we obtain

(p) CW(l,j,k)Cw(j,l,k' ) = (q! + q-t)-2 L amCw(k)Cw(m)

mEN

= (q ~ +q-! )-2 L amhw(k),w(m),w(kll)Cw(kll)

m,k"EN

Using (0) anel (j) again, we see that hW(k),w( m),w(kll) = (q t + q- ~)2 . ak,m,kJl. Sincc

hw( k), w( m), w( k /I) is polynomial in q 1 + q - ~ anel its clegree $ 2 by definition of c, we know

that ak,m,k lJ E Z (in fact, ak,m,k" E N by the positivity of hW(k),w(m),w(k") (cf. [LII]).)

Thus we have

(q) CW(l ,j,k)CW(j,l ,kl ) = L amak,m,kll CW(k ll )

m,kllEN

Combine (m) allel (q) allel wc get

(r) TW(I,j,k),w(j,l,k'),w(k ll
) = Tw(k),w(kl),w(k l' ).

Then (e) follows fronl (i) and (r).
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Now we prove (f). In H?e we have

(s)

I

Using (0) and (s), we get

From (t) and 1.8(a), it is not difficult to see that

Using 1.8(a) again, we have in H?e

(v) COCw(S,l,k') = CW(k'+l) + L J-l(w(m), w(5, 1, k'))Cw(m)'

w( m) -<w(5,l,k' )

By [Lll, 10.4.3) we see that /-l(w(1n), w(5, 1, k')) = /-l(w(5, 1, 1n), w(k')). Accorcling

to 1.8(f), we see that J-l(w(5,1,1n),w(k')) =I- 0 ifand only if1'ow(5,1,ln) = w(k'), i.e.

rn = k' - 1; moreover, p,(w(5, 1, k' - 1), w( k') = 1. Hence CW(l)Cw(k') = (q t + q-t)2

(Cw(k'+l) + Cw(kl-J)) and (f) follows.

(D). Case c = C3, then Fe = SL2 (C) and

c = {u(i,y', k) 11 ::; i,y' ::; 6, k ~ O},

where u(i,j,k) = Ui1'OT11'0(1'21'l1'O)kujl, Ul = e, U2 = 1'2, 'll.3 = 1'11'2, U4 = '2 1'11'2, Us ­

Tl T2 '1 1'2, U6 = 1'0'11'27"1'2' We have

(a) TInC= {u(i,i,O) [1::; i::; 5}

(b) u(i,y', k) I'V u(ln, n, k') if anel only if y' = n.
L

u(i,y', k) '" u(ln, n, k') if anel nly if i = m.
R

Let Y = {1, 2, 3,4, 5, 5}, and let Fe acts on y~ trivially, then the bijection 7r: c~ the

set of isolllorphisin classes of irreclucible Fe -V •b. on y~ X Y defined by 1L ( i, j, k) ----? V (k)(i ,j)

satisfies 7.2(i) anel 7.2(ii). The proof is silnilar to the case C2 in (C).
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From now on we assume that G is of type B2 • Then W is of type B2 •

(E). Case c = c2, theo Fe = Z/2 X SL2 (C), and

c = {wPV ( i , j, k) I 1 ::; i, j ::; 4, k 2: 0, p = 0, I}

(a) TI n c = {v(i,i,O) 11::; i::; 4}.

(b) wPv(i,j, k) f"V wP'v(m,n, k') if and ooly if j = n,
L

wPv(i,j, k) f"V wpl v(m, n, k') if and only if i = m.
R

Let Y = {I, 2, 3, 4} and let Fe acts on Y trivially. As the same way in (C), we

know that the bijection 7T': c..:::t the set of isomorphism classes of irreducible Fe-v.b. on

Y x Y defined by wPv(i,j, k) -+ (eP,V(k))(i,j) satisfies 7.2(i) and 7.2(ii), where e is the

sign representation of Z/2.

(F). Case c = Cl, then Fe = Z/2 ~ C* , where Z/2 acts on C* by z ---t Z-l;

We shall regard qi (i E Z) as the simple representation of C· defined by z -+ zi. Let

0' (k) (k > 0) be the siropIe representation of Fe such that the restriction to C· of 0'k is

the direct SUfi of qk and q-k. The sign representation e of Z/2 gives rise to a simple

representation of Fe via the natura! homomorphism Fe ---t Z/ 2, we denote itagain. by e.

Let 0'(0) = 1 be the unit representation of Fe.

Let Y = {1,2,3,4} be the Fe-set such thatas Fc-sets we have {l} ~ {2} ~ Fe/Fe and

{3, 4} ~ Fe/ F~. As in (C), we can check that the following bijection 7r has the properties

7.2(i) and 7.2(ii).

7r: c..:::t the set of irreducible Fe-v.h. on Y x Y (up to isomorphism),
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(rorlw)k ro ---+ a(k)(l,lb

W(rOrlW)k ro ---+ a(k)(2,1)'

( )
k k

rl rOw rl ---+ q(3,3)'

k' k'
W( rl rOw) W ---+ q(;,l)'

k' l-k'
W(rOrIW) W ---+ Q(2,3)'

k' k'-l
(rlrOW) ---+ q3,2) ,

where k ~ 0, k' > 0 axe integers.

Application to Representation

(rorlw)k row ---+ a(k)(1,2)'

w(rorlw)k row ---+ a(k)(2,2)'

( )
k -k

W rl row rlW ---+ Q(3,3)'

( )
k -l-k

w Tl TOW rl ---+ q(3,4) ,

k' l-k'
(rorIW) W ---+ Q(I,3)'

k' k'-l
(rl row) W ---+ Q(3,I)'

k' k'w(TOTIw) ---+ q(2,3)'

7.3 We shall apply the idea in 3.13 to classify the simple Hq-modules under the assumption

that W is of type 62 or B2 • When W is of type Ä1 , Ä2 , see [X2]. The results in [X2]

and in this chapter show that the map (q;q).,c (see 3.13 for its definition) is a good way

to understand the classification of simple Hq-modules even if q is a root of 1. Dur second

main result in the chapter is the following. We refer to chapter 3, especially 3.13, for

notations.

Theorem 7.4. Let W be an extended affine Weyl group type 62 or B2 as in 7.1.

(i) Assume that E is a simple J-module, then E q has at most one simple constituent L

sueb that CL = CE.

(ii) Given two simple J-modules E, E' such that E q bas a simple constituent L witb

CL = CE and E~ has a simple constituent L' with CL' = CE', Then L ~ L' if and only

if E ~ E'.

(iii) The set A. = {(q;q).,e(E) 1 C a two-sided cell of W, E a simple 'Je-module (up to

isomorpbism)}-{O} is a basis of K(Hq).

(iv) (,pq). is an isomorphism if and only if L: ql(w) =1= 0.
wEWo

Praaf. Since (,pq). is surjective (see 3.13), we know that (iii) follows from (i) and (ii).
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Each J e-ll1odule E gives rise to an H q-ll1odule E q via the hOlllolll0rphism cPq,e: H q ---t

J --+ Je. Then the assertion (i) and (ii) are equivalent to the following assertion:

c~) Given a silnple Je-module E, E q has at most one silnple constituent L such that

CL = c. Suppose that the simple Je-Inodule E (resp. E'), Eq (resp. E~) has a siulple

constituent L (resp. L') such that CL = C (resp. Cu = c), then L ~ L' if and only if

E~E'.

We prove C.. ) case by case.

(A). vVhen C = ce, then (<p q )., c is an isomorphism, what we need is trivial. 'Vhen C = Co,

in [X2] we have shown that Aeo is a cOlllplete set of irreducible Hq-Inodules L with CL = Co

and that (<Pq)*,e is an isolnorphislll if and only if L: ql(w) i= O. In (B-D) we assume that
wE~Vo

(B). Case C = Cl. Je has fOUl' simple modules E t , E2 , E3 , E4 . dinlE1 = dinlE2 = 3.

dirn E 3 = 2, dinl E4 = 1. When q + 1 =J. 0, one verifies that Ei,q (1 ::; i ::; 4) has a uniquc

siInple constituent Li such that CL, = Cl anel Li i: L j if i =J. j. Li (1 ::; i ::; 4) in fact is a

quotient of Ei,q. 'Vhcn q + 1 = 0, one can check that Ei,q (1 ::; i ::; 3) has a uniquc sinlple

constituent Li such that CL; = Cl and Li i: L j if i =J. j. 'Ve also have (<p q )*,c(E4 ) = o.

(C). Case C = C2. vVe have Je ~ A16x6(RFc) (the 6 X 6 nlatrix ring over RFc' where

RFc = C tensor with the representations ring of Fe, see 7.2 and 3.4). For each senüsiInple

conjugacy dass s of Fe = 5L2(C), we have a simple representation 'if;s of Je:

'if;s: Je ~A16X6(RFc) --+ .1\16X6(C),

(1nij) --+ (tr(s, 1nij)).

Any siInple representation of Je is isolnorphic to SOIue 'if;s. Let Es be a siIuple Jc-Iuodule

which provides the representation 'l/Js.

Es,q in fact is an H~e-nl0dule, where H~e is the quotient algebra of H q nloelulo the

two-sieleel ideal generated by Cw , 10 ::; ro1'2 but 10 ~ c. V·.,Te elenote the image in H~e
LR

of Cw again by Cw . By (h) anel (j) in the part (C) of the proof of 7.2, we see that the
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two-sided ideal of Hi c spanned by Gw , w rv rOr2, is generated by G02 . Hence for any
LR

simple constituent L of Eo9,q, CL = c if and only if Go2 L =1= O. We have

(a)

(b)

[2] 0 V(l) [2]V(1)

o
[2]V(1) V(l) + [2]

o

[2JV(1))

[2]2 [2]

where [2] = q! +q-}.

By (a) we know that Eo9,q has at n10st one simple constituent to which the attached

two-sided cell is c. In fact, when D = Go2 E o9 ,q = 0, Eo9,q obviously has no such sin1ple

constituent. When D =1= 0, froln (a) we see that dün D = 1. Let N bc the Hq-sllblnodulc

of Eo9,q generated by D, then N has a lnaxilnal sublnodule lVo which eioes not contain D,

so Go2 N o = O. Note that Go2 (E o9 ,q/N) = 0, we know that E~lq has at n10st one sitnple

constituent L such that CL = C.

Ir D =f:. 0, then either [2] =f:. 0 or <p(s) = tr(s, V(l)) =I- 0, uSlng (30) and (b) we

see that either Go2 D = D or G02121D = D. Thus we have either G02 (lV/No) =I- 0 or

G02121 (N/ No) =1= O. That is to say, Eo9,q has a simple constituent L o9 = N / No with CL~ = C.

From (b) we see that the eigenpolynolnial of G02121 on L o9 is (,,\ - <p(S)),,\b(09) , whcrc

b(s) = din1 L o9 - 1. Since s ---? <p( s) defines a bijection between the set of selnisilnple

cOlljugacy classes and C, we know that when Go2 E o9 ,q =1= 0, Go2 E t ,q =1= 0, then L o9 ~ L t if

anel only if s = t, i.e. E~ = E t •

The (~) is proved for the two-sided cell C2 in W.

"VVe also showed that (</Jq)*,c is an isolnorphislll when q + 1 =I- 0 and (</Jq)*,c(Eo9lq ) = 0

if anel only if q + 1 = 0, <p(s) = o. It is knowl1 that only one sen1isin1ple conjugacy class s

in SL2(C) such that <p(5) = O.
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(D). Case C = Ca. We have J c ~ M6X6 (RF,J (see 7.2) and

<Pq,c( C 010 ) =

(c) C2J3 - [2] [2JV(1) + [2]2 [2]2V(1) + ~l V(l? + [2JV(1) [2JV(2) [2]2V(2))

(cl) C0102C010 = [2]V(1) + [2]2

(e) C010212C101 = C010210210 + [2]C010210 +C010

(f) C010210212C010 = C010210210210 + [2]C010210210 + 2C010210 + [2]C010

Note that Fc = SL2 (C). For a semisimple conjugacy dass S of Fc , let 1/J~, Es be as in

(C). Via <pq,c, E~ gives rise to an Hq-module E~,q' As the same way as in (C), we know

that E~,q has at most one simple constituent such that to which the attached two-sicled

cell is C = Ca. When C010E~,q = 0, E~,q has 00 such simple coostituent. Moreover, if

____ C010E~,q =1= 0, then E~,q has a unique simple constituent L~ such that CL~ = c. let b'(s) =

dim L~ - 1, from (c-f) we know that the eigenpolynomials of C0102 , C010212, C010210212 on

L~ are (,X - [2]',0(8) - [2]2),Xb'(~), (,X - 'P(5)2 - [2]'P(8)),Xb'(~), (,X - 'P(8)3 - [2]'P(S)2),Xb'(~),

respectively. Thus if C010E~,q =1= 0, COlOE~,q f. 0, then L~ ~ L~ if and only if oS = t, i.e.

E~ = E t • We have proved (.. ) for C = ca.

It is obvious that COlOE~,q = 0 if and only if q + 1 = 0, <.p(s) = 0 or q2 + q + 1 = 0,

<p(8) + [2] = O. Thus (<pq )... ,c is an isomorphism if [2]( [2]2 - 1) =1= O. If [2] = 0 or [2]2 = 1,

there exists a unique semisimpIe conjugacy dass s in G such that (cP q ) ... ,c ( E fJ) = O.

In (E-F) we assurne that W is of type B2 •
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(g)

(h)

(i)

(
[2]2 V(l) + [2] [2]V(1) [2]V(1))

1>q,e(CO2 ) = 0

(

V(l) + [2J [2]V(1) + [2]2 V(l) + [2J V(l) + [2])
cPq,e( C021 ) = 0

c °

° c

where c is the sign represelltation of Z/2 anel we also write c insteacl of (c, V(O)).

For each semisünple cOlljugacy class S of Fe, let 1/;s be the simple represelltation of Je

defined by

Let E tl be a siluple Je-Inoclllie which provicles 'l/Js. Each simple J e-nloclule is isonl0prhic to

some Es. Via 1>q,el E~ gives rise to an H q-nloclllie Etl,q.

As the SaIue way as in (C), we know that Etl,q has no siIllple cOllstituent such that to

which the attachecl two-sidecl cell is C when C02E~,q = 0, and Es,q has exactly one simple

constituent L s such that CL, = C when Co2 E s ,q =1= 0. Moreover, the eigenpolynomials of Cw ,

C021 on L s are (A - <p'(s))b(s)+l, (A - <p(s) - [2J),\b(~), respectively, where <p/(s) = tr(s,c),

<p(s) = tr(s, V(1)), b(s) = diInL~ - 1, so if C02E~,q f:. 0, Co2 E t ,q =1= 0, then L s ~ L t if and

only if s = t. "VVe have proved the (~) for the two-sided cell C = C2.

It is obvious that C02 E tl ,q = °if and only if q + 1 = 0, <p(s) = 0. Hence (1)q ).,e is an

isomorphisnl when q + 1 =1= 0, and there exist two senüsiluple conjugacy classes SI, 52 such

that (1)q ).,e(EsJ = °(i = 1,2) when q + 1 = O.

(F). Case C = Cl' "VVe have Fe = Z/2 ~ C·, Z/2 acts on C* by z -+ Z-l. Any element in Fe

is seluisimple. Let e =1= Q' E Z/2, then Q'Z = z-l a , and the set s(O') = {az I z E C·} is the

conjugacy class containing (\'. For any z E C* , let s( z) be the conjugacy class containing
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z. Then s(1) = {1}, s( -1) = {-1}, s(z) = {z, Z-l} if z2 -11. By 7.2 ancl 3.4 we know

that {Es(a), E[j(z) (z E C*), E",(l),~, E,,( -1 ),~} is a complete set of sirnple J c-modules, where

f: is the sign representation of Z/2.
It is not difficult to see that Es(a),q is a simple Hq-module and COEs(a),q -I 0 when

q + 1 -I 0, (<pq) .. ,c(Es(a») =°when q + 1 = 0. vVe always have Cl E,,(a),q = 0.

üne verifies that each E,,(z),q (z E C*) has exactly one sirnple cOllstituent to which

the attached two-sided cell is c, we denote it by L 8 (z), Ls(z) in fact is a quotient 1110dule

of Es(z),q. the eigenpolynolnial of Crlrow on Ls(z) is (,,\ - z - Z-l),,\b(z), where b(z) =

diln L s( z) - 1. So Ls(z) ~ L[j(ZI) if and only if s(z) = s( z') when z, Zl E C*. One checks

that for any z E C.. , Cl Ls(z) -I °if q + 1 -I 0, thus L[j(z) i:- E[j(a),q when q + 1 f °for any

z E C...

We have dirTIE[j(i),~,q = 1, i = ±1, Co, C 2 , Cl, Cw acts on E[j(i),~,q by scalars 0,0, [2],

i, respectively. So (<pq) .. ,c(E"(i),~) = °if q + 1 = 0 and (cPq)*,c(Es(i),~)= Es(i),~,q = Li,~ if

q + 1 -I O. Now assume that q + 1 -I 0. Obviously we have Ll,~ -:!- L-I,~, Li,e 'f:. Es(a),q

(i = ±1). It is easy to see that 01COL,,(z) -I 0 (z E C*), so L[j(z) '/:. Li,~ (z E C*, i = ±1).

The (-.) is proved for C = Cl.

In the above discussion we see that (tPq )*,c is an isomorphism when q+1 =J. 0 and rank

ker(rf>q)*,c = 3 when q + 1 = O.

(G). Since (cPq)* is an iSOlTIOrphisln if anel only if (tPq )*,c is an isoITIorphisrTI for any two­

sided cell C of W, we see that 7.4(iv) is true according to (A-F).

Theoreln 7.4 is proved.

7.5. In the proof of 7.4 we have detenninecl the ker( <Pq )*,c explicitly for two-sided cell C in

Hf - Co. Now we determine ker( cP q ) *,co' in a different way froln that in chaptel' 5, w hieh is

owhen 2: ql( w) =J. O.
wEIVo

"Ve denote Wo the longest elenlent of Hfo. Let Xi (i = 1,2) be the i-th basic dominant

weight in JY, then TiXj = XjTi E Co (i -I j E {l,2}), XlX2 E Co. In H q we have
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CwoCX'Jrl = [2](Cwo x'J + ([2]2 - l)Cwoxt + Cwo ),

CWOCX1X'l = CWOSX1 SX'l + ([2]2 - l)Cwo S;l + [5]Cwo Sx'J + [2]2CWO SX1 + [5]Cwo

where [5] = q2 + q + 1+ q-l + q-2, SX1' SX2 are defined as in [X, II, 2.8].

Let V(xä) (i = 1,2), V(XIX2) be the simple G-nl0dules of highest weight Xi, Xlx2,

respectively. Then s ---+ <p(s) = (,,\ 1 , "\2) defines a bijection between the set of semisi InpIe

conjugacy dasses of G and C2
, where Ai = tr(s, V(xä)) (i = 1,2). Let E lJ be the silnple

Jco-module corresponding to a semisiInple conjugacy dass s of G (see [X]). According to

[X2, 3.g] and (a), (b) we have the following results.

(e) Case B2: "Vhen q2 + 1 = 0, (rPq)*,co(E lJ ) = °if and only if <pes) = (-1,0). vVhen

q + 1 = 0, (rPq).,co(Es) = °if and only if Al"\2 = A2, i.e. tr(s, V(XIX2)) = 0. when

(q + 1)(q2 + 1) i= 0, we know that (<pq)* is an isoillorphisiu.

(d) Case 62 : When q4 + q2 + 1 = 0, (rPq)*,co(E lJ ) =°if anel only if <pes) = (q3, q3), when

q+ 1= 0, (cjJq)*,co(Es ) = °if and only if "\1"\2 -Ai+"\2+1 = 0, i.c. t1'(S, V(XIX2)) = 0.

'Vhen (q + 1)(q4 + q2 + 1) i= 0, we know that (<pq). is an isomorphism.

7.6. Now we assurlle that W is an arbitrary irreducible affine Weyl group. Let en be

the largest exponent of 1110 • '~Then q is a primitive (e n + 1)-th root af 1, then rank

ker( rPq )*ICO = 1 (see [X2]). It is likely that rank ker( 1>q)* = 1 in this case, i.e. (fjJq ).,c is an

isomorphism when c i= Co.

7.7. Relations between various H q • Let G be a sirnple algebraie group aver C. Let

1110 be its 'Veyl group and W bc its extended affine vVeyl group. Let H q, ~Vo be thc Hecke

algebra over C of vVo with pararueter q E C*. When L:WEW'o ql(w) i= 0, It is known that

there are natural isolllorphislllS of C-algebras

where J Wo C J stands in an obvious sense.

Reall that Hg is the Hecke algebra over C of VV with parameter q E C* and J is the

asymototic algebra of Hq, q E C* defined in 2.7. The homomorphisrll fjJq: H q ---+ J is

injective but never surjective. Actually it is irnpossible to find an iS01110rphisrll between
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H q anel J for any q E C*. Now we would like to look the relations between H q anel

H l = C[lV].

When G is of type Al, W is of type Al. Let s, t be thc sirnple reflections in W. When

q + 1 =I=- 0, there is a unique isomorphisIll of C-algebra between H q and C[TIV] such that

T
q+l q-l

s-+ ~s+-2-'
q+l q-l

Tt -+ --t +--.
2 2

H_ 1 has two (resp. one) simple modules of dinlension 1 when G is silnply connected (resp.

acljoint), H I has foul' sinlple 1110dules of dimension 1, so H_ 1 't C[TV] = H I .

Now we assume that G = SL3(C), the simply connected, sill1ple algebraic group over

C of type Az. VVe shall show that

(a) H q 't C[w] whenever q =I=- 1.

The exteneleel affine "Ve)'l gToup 1,V = n c< 11V' has three two-sided cells: Ce = Sl, Cl =

{w E lV I a(w) = I}, Co = {w E W I a(w) = 3}. We have (see [XI-X2])

(b). J co ~ lvf6X6 (Ro), J Cl ~ NI3x3 (A), J Ce ~ C[n]. Note that A = C[q, q-l].

Each J c-module E gives rise to an Hq-module E q via the homorTIorphism cPq,c: H q -+

J -+ J c, where c is a two-siclecl cell of W. Each.J-llloclule E gives rise to an H q-nl0dule

via the homorl1orphism <Pq : H q -+ J. Note that J = J Ce EB J Cl EB J CO'

We recall (see 3.9(e) ancl [X2])

(c) Any simple H q-ll1oclule L is a quotient Illoclule of E q for sorne sirnple J-nloclule E

with CE = CL.

(d) Assume that E is a silnple J-uloclule, then E q has at ruost one siruple constituent L

such that CL = CE.

(e) Given two sirnple J-Il1odules E, E' such that E q has a silnple constituent L with

CL = CE and E~ has a simple constituent L' with Cu = CE'. Then L ~ L' if anel only

if E ~ E'.

For each seruisiulpIe elClllent s of G, we have a sirllpIe J Co -1110dule Es obtainecl through

the silllpie representation 1/;s of J co:

1/Js: J Co ~NI6 x6(Rc) -+ M 6X6(C),

(1TLij) -+ (tr( S,1nij )).
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It is known that Es I'V Et if anel only if s, t are conjugate in G.

For each elenlent CL E C, we have a simple J Ct -module E a obtained through the silnple

representation tPs of J Ct :

specialize q to a.

It is obvious that Ea ~ Eb if and only if a = b.

V'le have

(f) Es,q (s E G senlisimple) has a silnple constituent Ls,q such that CL.,q = Co if and only

if g",q = N",q 01" q = 1. Moreover

dimL",q =

6, if Ns,q = {O},
3, if JVs,q #- {O} and A(s,q doesnot contains

any regular nilpotent eleluent of g,

1, if N",q contains SOUle regular nilpotent elclnent of g.

(g) Ea,q (a E C) has a unique simple constituent La,q such that CLa,q = Cl for any a E C.

1vIoreover (see 8.3(A))

{

3, if (0. + q~~i)(a +q-t~i) #- 0,

dimLa,q = 2, if (0. +q! ~i)(a +q-~ ~i) = 0 anel q2 + q + 1 #- 0,

1, if (0. + q ~ ~ i)(a + q- ! ~ i) = °and q = ~ k f= 1,

where Cis a prilnitive 3rd root of 1.

(h) For any sünpIe J Ce - module E, E q is a sinlpIe H q-module. We always elimEq = 1.

By (f-h) we see that C[H1] has three simple modules of dimensions 2, H q has six simple

lnodules of dimensions 2 when q3 - 1 f= 0, anel H q has no simple Inodules of dinlensions 2

when q2 +q + 1 = O. Now the assertion (a) follows. I donot know whether H q ~ Hp when

(q3 _ 1)(q2 _ 1) #- 0 anel (p3 - 1)(p2 - 1) #- 0.

Now assurne vV is arbitrary, it is likely that H q i:- H 1 whcnever q #- 1 and lV is not

of type Al x ... Al. It seems interesting to find relations among various Hq (q E C*). Gf

course we have H q ~ Hq-t by 1.6(e).
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8. Simple Modules Attached to cl

Let G be a simply cOllnected, simple con1plex algebraic group of rank n. Let W be its

extended affine Weyl group (see 2.1), then W = n t>< lVI for certaill abelian group n anel

certain Affine Vveyl group IV'. The second highest two-sided cell Cl of Hf is elescribed in

[L4}. VVe have

Cl = {w E W I a(w) = l}.

In this chapter we prove the conjecture in [L14} for Cl, then classify the silnple Hq-modules

to which the attached two-sided cell is Cl and cletennine the dilnensions of these silnple H q ­

modules. From thc results one can easily get the lnultiplicities of a simple Hg-module in

the standard n10dules !V!3,N,q,p when J\T is a subregular nilpotent elelnent in the Lie algebra

g of G. The lnultiplicities can be interpratated as the dilnensions of certain coholl1ology

groups (see [G3]). This chapter is based on preprint [X4].

8.1. For the two-sided cell Cl of IV, let P l = Fet be the reductive complex algcbraic

group attached to Cl as in 3.14, then

C*,

Z/2 x Z/2,

Z/2 t>< C*,

Sl,
Z/2,

IEh,

type An (n ~ 2)

type Bn (n ~ 3)
type Cu (n ~ 2)

type Du (n ~ 4), En (n = 6,7,8)

type F4

type (.;2.

We refer to chapter 3, especially 3.13 for notations. The lnain results of the chapter

are the following.

TheorelTI 8.2. We keep the set up in 8.1.

(a) There exis ts a fini te F I -set Y a11 cl a bijection

1r: cl-==+set oE irreducible FI-v.b. on Y x ~y (up to iS01l10rpl1isln)
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such that

(i) The C-inem' Inap 7r: J 1 ~ KFt (Y X Y'), tw ~ 7r(w) is an algebra isomorphism

(preserving tbe unit element).

(b) Given a simple J I-module E, E q (see 3.13 for the definition) has at most one simple

constituent L sucb tbat CL = Cl' Suppose tbat the simple J 1 -module E (resp. E'),

E q (resp. E~) has a simple constituent L (resp. L') such that CL = Cl (resp. CU =
Cl), tben L ~ L' if and only if E ~ E'. Thus The set Al = {(<Pq) ••Cl (E) I E a

simple Jl-module (up to isomorphism)} - {O} is the set of simple Bq-modules (up to

isomorphism) with attached two-sided cell Cl (cf. 3.9(e)).

The theorem supports the conjecture in (L14] and the idea in 3.13.

8.3. The rest of the charter will be concerned with the proof of 8.2. We do it case by

ease, also we determine the dimensions of cl-modules. V'le make some conventions:

If Sit Si::! ... Si1c is a reduced express of an element w E Wa , we often write i l i 2 ... ik,

Ci l i 2 ... iJc , ti t i 2 ".i Jc instead of w, Cw , tw respectively. For any simple J I-module E, we

also use (if;q ) •• Cl (E) for the direct surn of simple consituents of E q to whieh the attached

two-sided cell Cl'

(A). Type An (n 2:: 2). In this part we assume that W is of type An (n 2:: 2) (we omit the

case Al, see [X2] for the case).

Let wEn be such that WS n = SOW, WSi = Si+IW (0 :::; i ::; n - 1). Then we have Cl =

{ W ( i , j, k), u ( i, j, k) I0 :::; i, j :::; n, k 2:: O}, w here w(i , j, k) = w i S 1 (w SI)kw - j, u (i, j, k) =

W i Sl (w- l SI )kW - j.

Let Y = {1, 2, ... , n, n + 1} and let PI = C* acts on Y trivially. We shall regard

qk (k E Z) as the simple representation C· -+ C, Z -+ zk. Then it is easy to check that
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the following bijection

7r: Cl ~set of irreelucible F1-v.b. on yP X Y (up to ison10rphism)

has the properties (i) anel (ii) in 8.2(a).

Thc convolutiol1 algebra K F1 (Y X y~) is llaturally isorDorphic to Aln+ l (A), thc (n +
1) x (11. + 1) 111atrix ring over A = C[q, q-l]. For each a E C*, specialize q to a, thell we

get a sünple representation of J I:

Any sirnple representation of J I is isornorphic to sorne 1/Ja. Let Ea be a sirnple J I-module

providing the representation 'l/Ja, then dünEa = n + 1. E a gives risc to an H q -1110dulc Ea,q

via q;q,Cl' Let Vi (1 S; i :::; n + 1) be the natural base of Ea,q, then we have

where [2] = qt + q-~.

Since Cw = hl Cl h2 for some h1 , h2 E H q when w E Cl, by (802) we see that din1G'tEa,q

= 1, so Ea,q has a unique sirl1ple constituent to which the attached two-sided cell is Cl, ,ve

denote it by La. The eigenpolyno1l1ial of C1w on La is (.\ - a).\b(a), where b(a) =din1La-1.

Therefore La ~ Lb if and only if a = b. Thus 8.2(b) is proveel for type Än (n 2: 2).

Now ,ve deternüne the dimension of La. La in fact is the unique simple quotient

module of Ea,q. Let !'-la be the rnaxirnal subrl10dule of Ea,q, then we have

0, if (a + q1~ i )(a + q- ~ ~ i) f. 0,

< K.i >, if (Cl + qtei
)(a + q-1 ei

) = 0, and L:~n=o qm =1= 0,

< K.i, K.i+k >, if (l +qtei = 0 and q = K,k f. 1,

< K.i, K'i-k >, if a + q-1~j = 0 and q = K.
k =I=- 1,
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where I'\,i = VI + ~-iV2 +... +~-niVn+l' ~ is a prinutive (n + 1)-th root of 1. By this we

get the following fact.

{

n+ 1,

dimL a = n,

1'2 -1,

if (a + qt ~i)(a + q-t ~i) # 0,
1 . ~ . n

if (a + q2 C)(a + q-2 C) = 0 and 2::m=o qm #- 0,

if (a + q!~i)(a + q-!~i) = 0 and q = ~k # 1.

(B). Type Rn (1'2 .2:: 3). In this part we assulne that VV is of type Bn (n .2:: 3).

Let wEn be such that W50 = 51W, WSI = 50W, WSi = 8iW (2 :s; i :s; n). Then we have

Cl = {OwP, 021wP, 120wP, 023 ... n(12 - 1) ... 20wP, n(12 - l)nwP

023 ... n(n - 1) iwP (1 :s; i :s; n - 1),

i(i, +1) jwP (1 Si:S; j sn),

i(i + 1) n(n - 1) ... 20wP (1 :s; i :s; n),

i( i + 1) ... n(n - 1) jwP (1 :s; i S n, 1 S j :s; n - 1)

023 ... iwP (2 :s; i :s; n),

i(i - 1) jwP (1 :s; j :s; i :s; n),

i(i-I) 20wp (2 :s; i :s; 11.),

I p=O,l}.

For each elelnent 10 E Cl, there exist unique i, j such that l( 5i1O) < 1(10), l(ws j) < 1(10).

Assluue that 10wP E lVa , then 'W is cOlupletely cleternlinecl by i, j, I(1O),]J, we then writc

w(i,j, k,p) instead of 10, where k = 1(10).

Let Y = {O, 1, ... ,n, n/}. "Ve define an action of FI = Z/2 x Z/2 on Y by setting

ai = i (0 S i S 1'2 - 1), a E FI and al12 = a2n = 1'2
1

, where (LI = (1, Ö), a2 = (Ö, 1) E F I .

Let Vi (1 ~ i ~ 4) be the sinlple FI-ul0dule such that al, a2 acts on VI by scalar -1,1,

on V2 by scalar 1, -1, on V3 by scalar -1, -1, on V4 by scalar 1, 1. Let V{, V~ be simple

F{ = {e, al a2 }-nl0dule such that al a2 acts on V/ by scalar (-l)i (i = 1,2), where e =

(Ö, Ö) E F I .

We clefine a bijection 1f: cI..::j.set of irreducible FI-v.h. on Y X Y (np to isomorphisln)

as follows.

If i i- n # j, we set

1f(w(i,j, k,p)) =

VI(i,j)' if p = 1 with k maximal,

V2(i,j), if p = 1 with h'; minilnal,

V3(i,j), if P = 0 with k luaxiInal,

V4(i,j), if p = 0 with k IniniluaL
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If i #- j and i = n 01' j = 11" we set

if p = 1 ,

if p = 0,

and we set

One nlay check that 7r induces an isoillorphism 7r of tC-algebra between J1 and K Pt CY X

----Y) and 7r(W -]) = 7r(w) if w E C]. 8.2(a) is proved in this case.

Now we consider siInple J I-modules. There are foul' selnisinlpie conjugacy classes in

PI: e, al , a2, al a2' For any a E PI, we have A(a) = PI. According to 3.4, we see that J 1

has six simple rnodules (up to isornorphism): EI = Eat' E2 = Ea2 , E3 = Eata2 , E4 = Ee ,

Es = E at a2, Va' E6 = E e ,Va' Via 1J q,Ct' Ep (1 :S p :s; 6) gives rise to an Hq-rnodule Ep,q.

By definition, Ep,q (p = 1,2) has a base Vi (0 :s; i :s; 11, - 1) defined by Vi : :Vßp -t

C, j -t bij, (0 ::; j ::; n - 1), P = 1,2. vVe have

(bI) Cava = [2]vo, COV2 = Vo, COVi = 0 (i #- 0,2, 1 :s; i ::; n - 1).

(b3) C2Vo = C2VI = C2V3 = V2, C2V2 = [2]V2, CiVi = 0 (4 :s; i :s; 11, - 1, 11, 2:: 4) and C2Vo =

C2Vl = V2, C 2V2 = [2]V2' when n = 3.

(b4) CiVi-1 = CiVi+I = Vi, CiVi = [2]Vi, CiVj = 0 (0 :s; j :s; 11, - 1, j #- i, i-I, i + 1, 3 :s;

i ::; 11, - 2, 11, 2:: 4).

We always have

(b6) CnEp,q = 0 (p = 1,2).

By (b1-b5) we see that Ep,q (p = 1,2) has a unique simple constituent to which the at­

t ached two-sided cell is Cl, we denote it by L p' We have LI i:- L 2 since the eigenpolynomial

of C20w on L p (p = 1,2) is (,\ - (_lP)),\dimLp -1 (p = 1,2).
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5iluilarly we know that Ep,q (p = 3,4) has a unique siInple constituent to which the

attached two-sided cell is Cl, we dcnote it by L p . '\Te claiIn that L 3 i:- L4 . In fact, let

Ci E Ep,q (0 ::; i ::; 11.) be defined by Ci : ),~ ----t C, Y ----t Diy (y E Y, 1 ::; 'l ::; 11. - 1) and

en(n) = en(n') = 1, en(j) = °(0 ::; j ::; n - 1). Then we have

(b7) Coeo = (2]eo, Coez = eo, COei = 0 (i i= 0,2, 1 ::; i ::; n).

(b9) C2eo = C2el = C2e3 = e2, C2e2 = [2]e2, C2Vi = °(4 ::; i ::; 11, n 2:: 4) and C2eo =

C2el = ez, C2e3 = 2e2, C2e2 = [2]ez when 11. = 3.

(bI1) Cn- 1 en-z = en-l, Cn- l en = 2en-l, Cn- l en-l = [2]C n-l, Cn- 1Vi = 0, (0 ~ i <

n - 3, n 2:: 4).

So the eigenpolynomial of C1

Z0W on L p (p = 3,4) is (,,\ + (-1 )P),,\ dilll Lp -I and L3 i:- L4.

We have din1Es ,q =din1E6 ,q = 1 anel Ci (0 ::; i ::; Tl, - 1) acts on Ep,q (p = 5,6) by

scalar zero and Cn acts on Ep,q (p = 5,6) by scalar [2], Cw acts on Ep,q (p = 5,6) by scalar

(-l)p. So (f/Jq )*,Cl (Ep) = °(p = 5,6) if and ol1ly if q + 1 = °al1d (<pq )*,Cl (Ep) = Ep,q =

L p (p = 5,6) is a cl-module if q + 1 =I 0. Obviously wc have L5 't L 6 .

By (b7), (b11-b12) we see that L p i:- L p' (p = 1,2; p' = 3,4,5,6), we also have

Lp 't Lp' (p = 3,4; p' = 5,6) since GoLp f:. 0, GoLp' = 0. 8.2(b) is proved in this case.

One may check that Lp is the unique siluple quotient n10dule of Ep,q (1 ::; p ::; 6). Let

Np be the luaxin1al sublnodule of Ep,q, thcn

(b13) Whel1 p = 1,2, we have

0,

< Vo - VI >,
n/2

lVp = < Vo - V], L: (-1)i V2i _ 1 >,
i=]

n-l

< L: O'iVj >,
i=O
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if (q + l)(qn-l + 1) =I 0,

if q + 1 = °anel n oeld,

if q + 1 = °and 11. even,

if q +1 =I °and qn-l + 1 = 0,



i-1 1-i
where 0'0 = 0'1 = 1, 0'; = (-q)-2- + (-q)-2-, 2 ::; i ::; n - 1. Thus

{

n, if (q + 1)(qn -1 + 1) # 0,

diInLp = n - 1, if q +1 = 0, n odd 01' ir"q + 1 i= °hut qn-1 + 1 = 0,

n - 2, if q + 1 = °and n even.

(b14) vVhen p = 3,4, we have

0, if (q + l)(qn-l - 1) i= 0,

< eo - el >, if q + 1 = °anel Tl cveu,

~
< eo - el, I: (-1)i(2 - On,2i-J )e2i-l > if q + 1 = °anel Tl adel,

;=1
n

< I: O'i e; >,
i=O

if q + 1 =!= 0, qn-l - 1 = 0,

i-I 1-; n-l
where 0'0 = 0'1 = 1, O'i = (-q)-r + (-q)-r, 2 ::; i ::; n - 1, an = (-q)----r. Thus

{

n+1' if(q+1)(qn-l+1)i=O,

dimLp = n, ~f q + 1 _ 0, n even or if q + 1 i= °but qn-l - 1 = 0,

n - 1, If q + 1 - °and nadel.

Finally we have dinlL p = 1 (p = 5,6) when q + 1 =!= 0.

(C). Type Cn (71. .2: 2): In this part we assulne that llV is of type Cn (n > 2). Then

PI = Z/2 D< C* , where Z/2 acts on C* by z ~ Z-l.

Let wEn be such that WSi = Sn-;W (0 ::; i ::; n). For k .2: 0, let

10(0, 0, k) = (012 ... (n - l)w) k 0,

w(O, n, k) = 10(0,0, k)w,
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ForO<i,j<n, k:~1, k:'~O,let

10(0, i, k) = 10(0,0, k - 1)12 ... (n - i)w,

u(O, i, k') = 10(0,0, k')12 i,

wen, i, k) = wen, n, k - l)(n - 1) i,

u(n, i, k') = 10(n, n, k') (n - 1) ... (n - i)w,

w(i,j, k) = i ... 110(0,0, k - 1)1 (n - j)w,

u(i,j, k) = i ... (n - l)w(n, 11., k - l)(n - 1) (n - j)w,

w(i,j, k' + 2) = i ... (11. -l)1O(n,n, A~')(n -1) j,

w(i,j, A;)' = i ... 1w(0, 0, A;)l j.

ll(i, 0, k) = 10(0, i, k)-l,

w(i, 0, k') = u(O, i, k')-l,

u(i, n, k) = wen, i, k)-l,

w( i, n, k') = u(n, i, k')-I ,

w(i,j,O) = i ... j,

u(i,j, 1) = i ... (n - j)w,

\Ve set w(i,j,O) = ll(i,j,O), w(i,j,O)' = u(i,j,O)', (0 ~ i,j ~ n). Then

Cl = {1o (i , j, k), u(i , j, k ), w ( i , j, k )' , u(i , j, k)' , 010, 01 Ow ,wO 10, wO1Ow I°~ i, j ~: k ~ O}.

Let Y = {O, n, i, i' I°~ i ~ n} be a FI-set such that as F I sets we have {O} ~ {n} ~

FI/Ft , {i,i'} ~ Fi/FP (0< i < n). Then thc bijection

1r: Cl -.::tset of irreducible FI - v. b. on Y X Y (uP to isolllorphism)

defined by

w(i,j, k) ~ a(k)(i,j),

010 ~ 6(0,0),

( .. k)' k10 'l,), ~ ~ q(i,j')'

i,j=O,n,

010w ~ 6(0,n),

u(i,j, k) ~ q(-.k.) ,
l,)

( " " k)' -ku 1., J " ~ q(. '1)'I,)

°~ i, j ::; n,

°< i,j < n,

wOl0w ~ C( n,n}1

i =I- O,n, 01' j =f:. O,n,

satisfying (i) and (ii) in 8.2(a), where a(k) (k > 0) is the siInple 1'epresentation of FI such

that its rest1'iction to C· is the direct sun1 of qk and q-k, a(O) = 1 is the ullit representation

of Ft, c is the one dimensional 1'eprescntatioll of F I which is not isoluo1'phic to thc unit

representatioll of F I . Thc part (ii) is obvious. To see that part (i) is true we need to check

that
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(cl) twt u = 7r(w)7r(u) for w,u E Cl.

The proof is similar to part (e) in the proof of 7.2. First we have

(c2) titw = twtj = t w, if l(siw) = l(wsj) < lew) and tutw = twiu = 0, if leus) > leu) hut

l(sw) < l(w) for some sES, see [L12].

(c3) It is easy to check that (*) for W = wP010wP' (p, p' = 0, 1).

Now suppose that w = w(i,j, k) or u(i,j, k) or w(i,j, k)' or u(i,j, k)', when k = 1 it

is not difficult to verify (*). Using this fact and (c2-c3) we see that (c1) is true. 8.2( a) is

proved for type On (n ~ 2).

Now we prove 8.2(h) . Let er E Z/2 be such that erz = z-la for any z E C"'. Then

the conjugacy dass containing er is s(er) = {az Iz E C"'}. For any z E C*, let s( z) be the

conjugacy dass containing z, then s(z) = {z, Z-l}, s(l} = {I} s( -1) = {-I}. According

to 3.4 and (i) we see that {E..,(a),E..,(z) (z E C*),E..(l),t,Es(-l),t} is a complete set of

simple J I-modules, where € is the restrietion to Z/2 of the oue dimensional representation

€ of F1 .

It is easy to see that E..(a),q is a simple Bq-module of dimension 2 and GoE..(a),q =I- 0

when q + 1 =I- 0, and (cPq)""Cl (E..(a») = °when q + 1 = O. We always have CiEs(a),q =

o(1 :::; i :::; n - 1).

One verifies that E..(z),q (z E C"') has exactly one simple constituent to which the

attached two-sided cell is Cl, we denote it by L..,(z). The eigenpolynomial of G10w on Ls(r)

is (A - z - Z-I )Ab(z), where b(z) =dimL..(z) -1. So L ..(z) ::: L ..(z') if and only if s(z) = 8(Z')

when z, z' E C*. One checks that for any z E C*, GiL ..(z) 'I- °(1 :::; i :::; n - 1) if q + 1 =I- 0,

thus Ls(z) 'f:. E..(a),q when q +1 'I- 0 for any z E C*.

We have (cPq)*,Cl (E.. (p),t) = 0 (p = ±1) if and only if n = 2 and q + 1 = O. If

(cPq)*,cl(E.. (p),t) #- 0, it is easy to verify that (cPq)"',C1(E.. (p),t) = Lp,t is attached to Cl.

Go acts on Lp,t by scalar o. The eigenpolynomial of C1Z ...(n-Z)w (n 2:: 3) or C w (n = 2)

on Lp,t is (A - p)AdimLp,c-I. So we have LI,! 'f:. L_1 ,!, L p,! 'f:. Es(a),q (p = ±1), and

Lp,t 'f:. L ..(z) (p = ±1, z E C*).
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The 8.2(b) is proved in this case.

For a simple J r module E, One verifies that (<p q)*I C I (E) is the unique simple quotient

module of Eq when (<pq )*,CI (E) =f:. O. Vlh shall determine the maxirnal submodule of Eq

when (<pq )*,CI (E) =f:. O.

'iVhen q + 1 =f:. 0, we have dimL"Ca) = 2. vVhen q + 1 =f:. 0, 11 = 2, we have dimLp,e =
1 (p = ±l). Now assume that n ~ 3, By definition, Lp,e (p = ±1) has a base Vi (1 ::; i :::;

n - 1) defined by Vi : Y --+ C, i --+ 1, 1:' --+ -1, y --+ 0 if Y =1= i, i', y E Y. Let Np,~ be the

maximal submodule of E,,(p),~,q, then we have

'l\T _

J.'P,~ -

~ .

< L:(-1)I V2i - 1 >, if q + 1 = 0 and n even,
i=l

n-l

< L: Q'i Vl >, if q + 1 =f:. 0 and qn = 1,
i=l

0, otherwise,

i-I i-3 3-i I-i
W here Q' i = ( - q)-r +(- q)-r +... +(- q)-r + (- q) -2 , 1 :S i :::; n - 1.

So if n "2: 3, we have

{
n - ')

dimLp,~ = ... ,
n -1,

if q + 1 = 0 and n even; or q + 1 =f:. 0 and qn = 1,

otherwise.

Now we consider Ls(z) (z = ±1), By definition, Es(z),q (z = ±1) has a base Vi -(0 ::; i :S

n) defined by Vi : Y --+ C, i --+ 1, i' --+ 1, y --+ 0 if y =f:. i, i', y E Y (we set 0' = 0, 'li' = n).

Let N,,(z) be the maximal submodule of E,,(z),q, then we have

~ .
< 2::(-1)I V2i - 1 >, ifq+1=Oandneven,

i=O

N,,(z) = n

< L: Q'iVl >,
t=O

0,

if q + 1 =f:. 0 and qn+l + 1 = 0,

otherwise,

i -i. !l-n
where Q'j = (-q)2 +(-q)T (0 :S l :S n - 1), Q'n = z( -q) 2 + z( -q)-::l .

Thus we have (Z = ±1)

. { n, if q + 1 = 0 and n even; or q + 1 =f:. 0 and qn+l + 1 = 0,
dlm.L,,(z) =

n + 1, otherwise.
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For z E C"', Z2 f 1, L~(%),q has a base Va (a E Y) defined by Va : Y -+ C, a -+ 1, y -+ °
if y f a, y E Y. Let N~(%) be the maximal submodule of E~(%),q, then we have

where

<V',V">,
< e' >,
< e" >,
< e' eil >, ,
0,

if q + 1 = 0, n odd and z2 + 1 = 0,

if q + 1 f 0 and qn z2 - 1 = °but qn z-2 - 1 f 0,

if q + 1 f °and qn z2 - 1 =f:. °hut qn z-2 - 1 = 0,

if q + 1 f °and qn z2 - 1 = 0, qn z-2 - 1 = 0,

otherwise,

"-1--r-
, '""' ( ) i ( ) .!!.±.lv = ~ -1 V2i-l - V(2i-l)') - (-1 2 ZV n ,

i=O

"-1-2-

V" = Vo + 2:( -1)i(v2i - V(2i)')'

i=O

n-l n-l

e' = 2:(-q)!Vi + 2:(_q)-i Vi l + z(-q)"!vn ,
i=O i=l

n-l n-l

e" = 2:( -q)-t Vi + 2:(-q)t Vil + z(-q)-~Vn'
i=O i=l

Thus for z E C'" (z f ±1) we have

{

2n - 2,

dimL~(z) = 2n - 1,

2n,

if q = -1, n odd, z2 = -1; or q f -1 and qn = Z2 = -1,

if q + 1 =f:. 0, Z2 =f:. -1, and qn z2 = 1 or qn z -2 = 1,

otherwise.

(D-E). Type Dn (n 2:: 4), En (n = 6,7,8) In this part we assume that VV is of type

Dn (n 2:: 4), En (n = 6,7,8). Then F1 = fl. We write Sn+l instead of So.

For each w E CI, there exist unique i, j E [1, n + 1], w E fl such that l( SiW) = l(ws j) =

l(w) -1, ww- l E Wa , we then write w( i,j, w) instead of w. Let 7f(w( i, j, w)) E L n +1(C[l1])

(the (n + 1) x (n + 1) matrix ring over the group ring C[l1]) be such that its (i,j)- entry is

w and other entries are 0. Then the map w( i, j, w) -+ 7I"( w( i, j 1 w)) E L n +1(C[n]) defines an

isomorphism of C-algebra between J1 and L n+1(C[l1]). Since n is a finite abelian group,

according to 3.4 we see that 8.2(a) is true.
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Each C-algebra homolllorphism f : C[O] -+ C gives rise to a sinlple representation 'Ij;J

of J l :

Let E J be a simple J 1- module providing 'Ij;J . As the same way as in part A we know

that E J,q has exactly one simple constituent to which the attached two-sided cell is Cl,

we denote it by LJ. For different Calgebra homomorphism f, f' : C[O]) -+ C, we have

L J ~ L J" 8.2(b) is proved.

It is easy to see that L J is the unique simple quotient module of E J,q' Let Vi (1 :S i ::;

11 + 1) be the natural base of EJ,q and let N J be the maximal submqdule of EJ,q. then 'we

have

Type Es:

{

< v~ - V3, V3 - Vs + V7 - Vg >, if q + 1 = 0,

NJ = < 2: O'iVi >, if (q3 - 1)(qS - 1) = 0,
i=l

o otherwise,

Whereal = q~+q-!, 0'2 = _q2_ q-2_1, 0'3 = _q3_ q_ q-l_ q-3, O'i = (-1)~(q~+
10-i-3 i+3-10 i±.l=...!.2

q-2- + ... + q 2 + q ~ ) (4 ::; i ::; 9). So

{

7, if q + 1 = 0,

climLJ= 8, if(q3-1)(qS-l)=O,

9, otherwise.

{

< V2 - Vs + V7, V3 - Vs + V7 - Vs >, if q + 1 = 0,

Nf = < i~ O<iVi >, if (q3 - 1)(q2 + 1) = 0,

0, otherwise,

\Vhere 0::1 = qt + q-~, 0::2 = -q - q-l, 0'3 = _q2 - 1 - q-2, 0::8 _q3 + 1 _ q-3,

Gi = (-l)~(q~ +q~ + ... + q i+~-8 +q~) (4 ::; i ::; 7). S~

{

6, if q + 1 = 0,

dimLJ = 7, if (q3 - 1)(q2 + 1) = 0,

. 8, otherwise.
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Type E6 :

<VI- V 4 +V6+ V 7 >,
< VI ± V2 =f V3 - V7, VI =f V3 ± Vs - V6 >,
< VI =f 2V2 =f 2V3 + 3V4 =f Vs + V6 + V7 >,
0,

if q + 1 = 0,

if (q! + q-~) = ±1,

if (qt + q-~) = ±2,

otherwise.

So

dimL f = {

5, if(qt+q-~)=±l,

6, if (q! + q-t) = °01' ±2,
7, otherwise.

Type Dn (n 2": 4):

n
"2 .

< VI - V n+l,Vn -l - V n , 2:( -1)'V2i-I >, if q + 1 = 0, n even,
i=1

< VI - Vn+1, V n -l - V n , >,
n+l

< 2: GiVj >,
i=1

0,

if q + 1 = 0, n odd,

if qn-2 - 1 = 0, hut q + 1 #- 0,

otherwise,

n-3 3-n
_ _ . _. _ (-q)---r+(-q)---r .. _ i..=..!. l.=.i. . .where GI - Gn+I - 1, a n -l - an - - 1 _1 , Ü, - q 2 + q 2 (2::; 1, ::; n - 2).

q 2 +q 2

So

dilnLj =

n - 2, if q + 1 = 0, n even,

11 - 1, if q + 1 = 0, n odd,

11, if qll-2 - 1 = 0, hut q + 1 =1= 0,

n + 1, otherwise,

(F). Type F4 . In this part we assume that Hf is of type F4 . Then F I = Z/2. V\Te have

Cl = {O, 01, 012,0123, 01234, 01232, 012321, 0123210,1, 10,12,123, 1234,

1232,12321,123210,2,21,210,23,234,232,2321,23210,3,32,321,3210,34,323,3234,4,43,

432,4321, 43210, 4323, 43234} .

Let :V = {O, 1,2,3,3/,4, 4/} be a FI-set such that as FI-sets we have {O} f"V {I} f"V

{2} ::: FI / F I , {3, 3'} ~ {4, 4/} ~ F1• Vve define a bijection

7r:c}~set ofirreducibleF}-v.b. on Y x Y (up to isomorphism)
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as follows:

°----t 1(0,0), 0123210 ----t C(O,O), 01 ----t 1(0,1)' 012321 ----t C(O,l),

012 ----t 1(0,2)' 01232 ----t C(0,2), 0123 ----t 1(0,3)' 01234 ----t 1(0,4),

1 ----t 1(1,1)' 12321 ----t c(1,1), 10 ----t 1(1,0)' 123210 ----t CO,O),

12 ----t 1(1,2), 1232 ----t C(I,2), 123 ----t 1(1,3), 1234 ----t 1(1,4)'

2 ----t 1(2,2), 232 ----t C(2,2)1 21 ----t 1(2,1)' 2321 ----t 1(2,1)'

210 ----t 1(2,0), 23210 ----t 1(2,0), 23 -+ 1(2,3)' 1234 ----t 1(2,4)'

3 ----t 1(3,3)' 323 ----t 1(3,3')' 34 ----t 1(3,4)' 3234 ----t 1(3,4')'

4 ----t 1(4,4)' 43234 ----t 1(4,4'), 43 ----t 1(4,3), 4323 ----t 1(4,3'),

32 ----t 1(3,2), 321 -+ 1(3,1), 3210 -+ 1(3,0)'

432 ----t 1(4,2), 4321 ----t 1(4,1), 43210 ----t 1(4,0).

vVhere C is the sign representation of F1 . A direct COluputation shows that the bijection 1T'

satisfies (i) and (ii). 8.2(a) is proved.

Let a = 1, e Ö E Z /2. By 3.4 we see that J1 has three Sill1pIe moelules (up to

iso111orphism): EI = Eco E 2 = Ee, E3 = Ee,e, where C is the sign representation of Z/2.

Via <Pq,Cl: H q ----t J 1, they give rise to three H q-lll0dules: E I ,q, E2 ,q, E3 ,q,. Ep,q (p = 1,2,3)

has a unique simple quotient, which is just (rf>q ).,Cl (Ep). For sinlplicity, we clenote it by L p,

then GiL! f:. 0, GiL3 = 0, (i = 0,1,2) Gj LI = 0, Gj L3 f:. 0, (j = 3,4) Gk L2 -I 0, (k =

0,1,2,3,4). Thus we have LI 7; L2 7; L3 7; LI' 8.2(b) is proved.

Let Np (p = 1,2,3) be the maxill1al subluodule of Ep,q, then we have

if q + 1 = 0,

if q2 + 1 = 0,

otherwise,

where Vi: {0,1,2} ----t C defined by Vi(j) = Dij (i,j = 0,1,2). Therefore

if (q +1)(q2 + 1) = 0,

otherwise.
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{

<Va - V2 + V4 >, if q +1 = 0,

N2 = < ~ CijVj >, if q3 - 1 = 0,

0, otherwise,

where vi: Y ~ C defined by Vi(j) = Vi(j') = 8ij (i,j = 0,1,2,3,4)" (we set °= 0',1 =

1',2 = 2'),00 = 1,01 = -q1 - q-t, 02 = q + 1 + q-1, 03 = -t(q~ +qt + q-t + q-j),

04 = ~(q + 1 + q-1). Therefore

{
4,

dimL 2 =
5,

if (q + 1)(q3 - 1) = 0,

otherwise.

N
3

= {<V3 -(q+q-t)V4 >, if q2+ q +1 =0,

0, otherwise,

where Vi : Y ---+ C defined by Vi(j) = -Vi(j') = 8ij (i = 3,4; j = 0,1,2,3,4) (we set

°= 0',1 = 1',2 = 2'). Therefore

. { 1, i(q2 + q + 1 = 0,
dimL3 =

2, otherwise.

Type G2 : For type O2 , 8.2 has be proved in chapter 7. We only determine the dimensions

of the simple Hq-modules to which the attached two-sided cell is Cl'

By 3.4, 8.2(a) we see that J 1 has four simple modules EI = Ee, E 2 = E'FQ, E3 = E30~1'

E4 = Ee,cr, where e = {e}, (e the unit of Eh), So = {Sa,Sl,SOStSo}, SOSl = {SOsl,S]Sa}.

dimE1 =dimE2 = 3, dimE3 = 2, dimE4 = 1. vVhen q + 1 =f:. _0, one verifies that Ei,q

(1 ~ i :s; 4) has a unique simple quotient module Li and Li = (1Jq )",Cl (Ei). Nloreover

Li ~ Lj if'i =f:. j. When q + 1 = 0, one can check that Ei,q (1 ~ i ~ 3) has a unique simple

quotient Li and Li = (ifJq)",Cl (Ed. We also have (ifJq) .. ,c(E4 ) = 0.

Let Ni (i = 1,2,3) be the maximal submodule of Ei,q, then we have

if q + 1 = 0,

if q = 1,

otherwise,
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where Vi: y" -+ Cis defined by Vi(j) = 8ij (i = 1,2,1 ~ j ~ 5) and V3(p) = 1, v3(i) =

°(p = 3,4,5; i = 1,2). So

{
2 if q2 - 1 = °

d· L' ,1m 1 =
3, otherwise.

if q + 1 = 0,

if q2 + 1 = 0,

otherwise,

~l

where Vi : {I, 2, 3} -+ C defined by Vi(j) = 8ij (i,j = 1,2,3). So

. {2, if(q2+1)(q+1)=0,
dlmL2 =

3, otherwise.

{
<Vl-(qt+q-t)V2>' if q2+ q +1=0,

N 3 =
0, otherwise,

where vi: {1,2} -+ C defined by Vi(j) = 8ij (i,j = 1,2). So

. {1, if (q2 + q + 1) = 0,
dlmL3 =

2, otherwise.

Note that dimE4 =1 and E4 ,q is always a simple Hq-module (cf. 3.10).
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