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## Introduction

Zeta- functions can be attached as certain Euler products to various objects such as diophantine equations, representations of Galois groups, modular forms etc. Deep interrelations between these objects discovered in last decades are based on identities for the corresponding zeta functions. They all presumably fit into a general concept of Langlands $L$ - functions associated with automorphic representations of a reductive group $G$ over a number field $F$. From this point of view the study of arithmetic properties of these zeta functions is becoming especially important.

The theory of non-Archimedean zetia-functions originates in the work of Kubota and Leopoldt [Ku-Le] containing $p$-adic interpolation of the special values of Riemann zeta-function $\zeta(s)$ at negative integers. Their construction turned out to by equivalent to classical Kummer congruences for the Bernoulli numbers and was used by Iwasawa [Iw] for the description of class groups of cyclotomic fields. Since then the class of functions admitting $p$-adic analogues has gradually extended. The theory of modular symbols (due to Mazur and Manin, see [Man1]-[Man5], [Maz-SD]) provided a nonArchimedean construction of functions, which correspond to the case of the group $G=$ $\mathrm{GL}_{2}$ over $F=\mathbf{Q}$. Several authors (including Deligne, Ribet, N.M.Katz, Kurčanov and others, see [De-Ri], [Ka1]-[Ka3], [Kurč1] -[Kurč3], [Sho], [V1], [V2]) investigated this problem for the case $G=G L_{1}$ and $G L_{2}$ over totally real fields and fields of CMtype. But the case of more general reductive groups remained unclear until the mideighties although important complex analytic properties of the Langlands $L$-functions had been proved. In recent years a general approach to consruction of non-Archimedean $L$-functions associated with various classes of automorphic forms was developed, in particular, for the case of symplectic groups of even degree over $F=\mathbf{Q}$ and the group $G=\mathrm{GL}_{2} \times \mathrm{GL}_{2}$ over a totally real field $F$.

In this paper we consider the case of the group $G=\mathrm{GL}_{2} \times \mathrm{GL}_{2}$ over a totally real field $F$, and we use the Rankin-Selberg method for obtaining both complex-valued and $p$-adic distributions as certain integrals involving cusp forms and Eisenstein series.

The first chapter contains an exposition of some basic properties of $p$-adic analytic functions, $p$-adic measures and their Mellin transforms (see [Ko2]).

In the second chapter we construct non-Archimedean convolutions of two Hilbert modular forms of different (scalar) weight. The exposition here is provided with some basic facts about Hilbert modular forms. Now let $p$ be a prime number and $S$ a finite set of primes containing $p$. We briefly discuss convolutions of Hilbert modular forms and their $S$-adic analogues; they correspond to the case of the group $G=\mathrm{GL}_{2} \times \mathrm{GL}_{2}$ over a totally real field $F$ and have the following form

$$
L(s, \mathbf{f}, \mathrm{~g})=\sum_{\mathrm{n}} C(\mathrm{n}, \mathrm{f}) C(\mathrm{n}, \mathrm{~g}) \mathcal{N}(\mathrm{n})^{-s}
$$

where $\mathbf{f}, \mathbf{g}$ are Hilbert automorphic forms of 'holomorphic type' over $F, C(\mathfrak{n}, \mathbf{f}), C(\mathbf{n}, \mathbf{g})$ their normalized Fourier coefficients (enumerated by integral ideals $n$ of the ring of integers $\mathcal{O}_{F} \subset F$ ). We consider the functions $f, g$ as being defined on the adelized group $G_{\mathbf{A}}=\mathrm{GL}_{2}\left(\mathbf{A}_{F}\right)$, where $\mathbf{A}_{F}$ the ring of adèles of $F$ and we assume that $\mathbf{f}$ is a primitive cusp form of the scalar weight $k \geq 2$ of concluctor $c(f) \subset \mathcal{O}_{F}$ with the charachter $\psi$ and $\mathbf{g}$ a primitive cusp form of weight $l<k$ of conductor $\mathbf{c}(\mathbf{g})$ with the character
$\omega,\left(\psi, \omega: \mathbf{A}_{F}^{\times} \rightarrow \mathbf{C}^{\times}\right.$being Hecke characters of finite order $)$. The non-Archimedean construction is based on the algebraicity properties of the special values of the function $L(s, \mathbf{f}, \mathbf{g})$ at the points $s=l, \cdots, k-1$ up to some constant involving the Petersson inner product $\langle\mathbf{f}, \mathbf{f}\rangle$ of the automorphic form $\mathbf{f}$ [Shi6]. Our theorem about non-Archimedean interpolation is equivalent to certain generalized Kummer congruences for these special values. We need some more notations for the precise formulation of the result. Let $\psi^{*}, \omega^{*}$ be the ideal group characters of $F$ associated with $\psi, \omega$ and let

$$
L_{\mathrm{c}}(s, \psi \omega)=\sum_{\mathfrak{n}+\mathfrak{c}=\mathcal{O}_{F}} \psi^{*}(\mathfrak{n}) \omega^{*}(\mathfrak{n}) \mathcal{N}(\mathfrak{n})^{-s}=\prod_{p+c=\mathcal{O}_{F}}\left(1-\psi^{*}(\mathfrak{p}) \omega^{*}(\mathfrak{p}) \mathcal{N}(\mathfrak{p})^{-s}\right)^{-1}
$$

be the correspoding Hecke $L$-function with $\mathrm{c}=\mathrm{c}(\mathbf{f}) \mathbf{c}(\mathrm{g})$. We now define the normalized zeta function

$$
\Psi(s, \mathbf{f}, \mathbf{g})=\gamma_{n}(s) L_{c}(2 s+2-k-l, \psi \omega) L(s, \mathbf{f}, \mathbf{g})
$$

where $n=[F: \mathbf{Q}]$ is the degree of $F$,

$$
\gamma(s)=(2 \pi)^{-2 n s} \Gamma(s)^{n} \Gamma(s+1-l)^{n}
$$

being the gamma-factor. Then the function $\Psi(s, \mathbf{f}, \mathbf{g})$ admits a holomorphic analytic continuation over the whole comlex plane and satisfies certain functional equation [Ja]. Put $\Omega(\mathbf{f})=\langle\mathbf{f}, \mathbf{f}\rangle_{\mathfrak{c}(\mathrm{f})}$, then the number

$$
\frac{\Psi(l+r, \mathbf{f}, \mathbf{g})}{(2 \pi i)^{n(1-l)} \Omega(\mathbf{f})}
$$

is algebraic for all integers $r$ with the condition $0 \leq r \leq k-l-1$.
For the non-Archimedean construction we introduce the $S$-adic completion

$$
\mathcal{O}_{S}=\prod_{q \in S}\left(\mathcal{O}_{F} \otimes \mathbf{Z}_{q}\right)=\prod_{\mathfrak{p} \mid q \in S} \mathcal{O}_{p}
$$

of the ring $\mathcal{O}_{F}$. Put

$$
S_{F}=\{p \mid p \text { divides } q \in S\}
$$

and let $\operatorname{Gal}_{S}=\operatorname{Gal}(F(S) / F)$ be the Galois group of the maximal extension of $F$ unramified outside $S$ and $\infty$.

We take in this case the $p$-adic analytic Lie group

$$
\mathcal{X}_{S}=\operatorname{Hom}_{\text {coutin }}\left(\mathrm{Gal}_{S}, \mathrm{C}_{p}^{\times}\right)
$$

consisting of all continuouos $p$-adic characters of the Galois group $\mathrm{Gal}_{S}$ as a set on which our non-Archimedean $L$-functions will be defined. Elements of finite order $\chi \in \mathcal{X}_{S}$ can be obviously identified with such Hecke characters of finite order, whose conductors are divisible only by prime divisors belonging to $S_{F}$, via the decomposition

$$
\chi: \mathbf{A}_{F}^{\times} \xrightarrow{\text { class field }} \xrightarrow{\text { theory }} \mathrm{Gal}_{S} \rightarrow \overline{\mathbf{Q}}^{\times} \xrightarrow{i_{p}} \mathbf{C}_{p}^{\times} .
$$

Let us denote by the same letter $\chi$ both Hecke characters and the corresponding elements of $\mathcal{X}_{S}$. There is a natural homomorphism

$$
\mathcal{N}: \operatorname{Gal}_{S} \rightarrow \operatorname{Gal}(\mathbf{Q}(S) / \mathbf{Q}) \cong \mathbf{Z}_{S}^{\times}=\prod_{q \in S} \mathbf{Z}_{q}^{\times}
$$

defined by the restriction of Galois automorphisms from $F(S)$ to $\mathbf{Q}(S)$, and we denote by $\mathcal{N} x_{p}$ composition of this homomorphism with the natural projection $\prod_{q} \mathbf{Z}_{q}^{\times} \rightarrow \mathbf{Z}_{p}^{\times}$ and the inclusion $\mathbf{Z}_{p}^{\times} \subset \mathbf{C}_{p}^{\times}$.

Again our essential assumption is that that the cusp form $\mathbf{f}$ is $p$-ordinary, i.e. for the fixed embedding $\overline{\mathbf{Q}} \hookrightarrow \mathbf{C}_{p}$ and for all $p \mid p$ there exists such a root $\alpha(\mathfrak{p})$ of Hecke $\mathfrak{p}$-polynomial of $\mathbf{f}$ that $\mid i_{p}\left(\left.\alpha(p)\right|_{p}=1\right.$. We then fix such roots $\alpha(p)$ and extend the definition of $\alpha(\mathfrak{m})$ to all integral ideals $\mathfrak{m} \subset \mathcal{O}_{F}$ by multiplicativity.

Theorem (On non-Archimedean convolutions of Hilbert modular forms)
Under the above notations and asumptions there exists a bounded $\mathbf{C}_{p}$-analytic function $\Psi_{S}: \mathcal{X}_{S} \rightarrow \mathrm{C}_{p}$ uniquely defined by the condition: for each Hecke character of finite order $\chi \in \mathcal{X}_{S}^{\text {tors }}$ holds the following equality holds:

$$
\mathcal{X}_{S}(\chi)=i_{p}\left[D_{F}^{2 l} \omega(\mathfrak{m}) \frac{\tau(\chi)^{2} \mathcal{N} \mathfrak{m}^{l-1}}{\alpha(\mathfrak{m})^{2}} \frac{\Psi\left(l, \mathbf{f}, \mathbf{g}^{\rho}(\bar{\chi})\right)}{(-2 \pi i)^{n(1-l)}\langle\mathbf{f}, \mathbf{f}\rangle}\right],
$$

where $D_{F}$ is the discriminant of $F, \tau(\chi)$ being the Gauss sum of $\chi$, and $\mathrm{g}^{\rho}(\chi)$ the cusp form obtained from $g$ by complex conjugation of its Fourier coefficients and by twisting it then with the character $\chi$.

This result is also valid for the special values $\Psi(l+r, \mathbf{f}, \mathbf{g})$ with $r=1, \cdots k-l$, if we replace $\chi \in \mathcal{X}_{S}$ by $\chi \mathcal{N} x_{p}^{r} \in \mathcal{X}_{S}$.

Recently this construction was extended by Mi Ving Quang (Moscow University) to the non- $p$-ordinary, i.e. supersingular case, when $\mid i_{p}\left(\left.\alpha(p)\right|_{p}<1\right.$ for all $p \mid p$ (at least when $F=\mathbf{Q}$ ). In this situation the functions $\Psi_{S}$ are also uniquely defined by the condition that they have only a prescribed logarithmic growth on $\mathcal{X}_{S}$.

To conclude with, we note that the Rankin-Selberg method was remarkably generalized by Rallis and Piatetskii-Shapiro [Ra-PSh] to other classical groups, and we hope that our $p$-adic construction can also be generalized to the corresponding automorphic $L$-functions.

## Chapter 1. Non-Archimedean analytic functions, measures and distributions.

In this chapter we give an exposition of some standard facts from the theory of continuous and analytic functions over a non-archimeadian local field. We start by recalling the definitions and notations concerning $p$-adic and $S$-adic numbers. Then we discuss the theory of continuous $p$-adic functions and their $p$-adic interpolation, and also the basic properties of $p$-adic analytic functions. In $\S 3$ we introduce distributions and measures and give a general criterion for the existence of a non-Archimedean measure with given values of integrals of functions belonging to certain dense family ("generalized Kummer congruences"). The next $\S 4$ is devoted to a description of the algebra of bounded measures in terms of their non-Archimedean Mellin transforms (Iwasawa isomorphism). The chapter is completed with an exposition of a general construction of measures, attached to rather arbitrary Euler products. This construction provides a generalization of measures first introduced by Yu.I.Manin [Man4], B.Mazur and H.P.F.SwinnertonDyer [Maz-SD]. Our construction [Pa5], [Pa9] was already successesfully used in several problems concerning the $p$-adic analytic continuation of Dirichlet series [Ar], [Co-Sch], [Sch].

## §1. $p$-adic numbers and the Tate fleld

1.1. Let $p$ be a prime number, $\mathbf{Q}_{p}$ the field of $p$-adic numbers, i.e. the completion of the feld of rational numbers $\mathbf{Q}$ with respect to the $p$-adic metric, given by the $p$-adic valuation

$$
\begin{aligned}
& |\cdot|_{p}: \mathbf{Q} \rightarrow \mathbf{R}_{\geq 0}=\{x \in \mathbf{R} \mid x \geq 0\} \\
& |a / b|_{p}=p^{\text {ord }_{p}-\operatorname{ord}_{p} a}, \quad|0|_{p}=0
\end{aligned}
$$

where $\operatorname{ord}_{p} a$ is the highest power of $p$ clividing the integer $a$. The function $|\cdot|_{p}$ is multiplicative, since

$$
\begin{equation*}
\operatorname{ord}_{p}(x y)=\operatorname{ord}_{p} x+\operatorname{ord}_{p} y \tag{1.1}
\end{equation*}
$$

and satisfies the non-Archimedean property

$$
\begin{equation*}
|x+y|_{p} \leq \max \left(|x|_{p},|y|_{p}\right) \tag{1.2}
\end{equation*}
$$

If $K$ is a finite algebraic extension of $\mathbf{Q}_{p}$ then $K$ is generated over $\mathbf{Q}_{p}$ by a primitive element $\alpha \in K$, so that $\alpha$ is a root of an irreducible polynimial of degree $d=\left[K: \mathbf{Q}_{p}\right]$,

$$
f(x)=x^{d}+a_{d-1} x^{d-1}+\cdots+a_{0} \in \mathbf{Q}_{p}[x] .
$$

The valuation $|\cdot|_{p}$ admits a unique extention to $K$ defined by

$$
\begin{equation*}
|\beta|_{p}=\left(\left|\mathcal{N}_{l i / Q_{p}}(\beta)\right|_{p}\right)^{1 / d} \tag{1.3}
\end{equation*}
$$

where $\mathcal{N}_{K / \mathbf{Q}_{\boldsymbol{p}}}(\beta) \in \mathbf{Q}_{p}$ is the algebraic norm of an element $\beta \in K$. The formula (1.3) defines a unique extension of $|\cdot|_{p}$ to the algebraic closure $\bar{Q}_{p}$ of $\mathbf{Q}_{p}$, which satisfies (1.2) (see[Kol]). The fuction ord ${ }_{p}$ is then also extended to $\overline{\mathbf{Q}}_{p}$ by $\operatorname{ord}_{p} \alpha=\log _{p}|\alpha|_{p}$. The formula (1.3) implies that $\operatorname{ord}_{p} K^{\times \times}$is an additive subgroup in $\frac{1}{d} \mathbf{Z}$, hence $\operatorname{ord}_{p} K^{\times}=\frac{1}{e} \mathbf{Z}$
for a certain positive integer $e$ dividing $d$ which is called the index of ramification of the extension $K / \mathbf{Q}_{p}$.

Put

$$
\begin{equation*}
\mathcal{O}_{K}=\left\{\left.x \in K| | x\right|_{p} \leq 1\right\} \quad M_{K}=\left\{\left.x \in K| | x\right|_{p}<1\right\} \tag{1.4}
\end{equation*}
$$

then $M_{K}$ is the maximal ideal in $\mathcal{O}_{K}$ and the residue field $\mathcal{O}_{K} / M_{K}$ is a finite extension of degree $f$ of $\mathbf{F}_{p}$ and there is the relation $d=e \cdot f$, in which $f$ is called the inertial degree of the extension. For each $x \in \mathcal{O}_{K}$ its Teichmüller representative is defined by

$$
\begin{equation*}
\omega(x)=\lim _{n \rightarrow \infty} x^{p^{\prime n}}, \omega(x) \equiv x\left(\bmod M_{K}\right) \tag{1.5}
\end{equation*}
$$

and satisfies the equation

$$
\omega(x)^{p^{f}}=\omega(x)
$$

The map $\omega$ provides a homomorphism of the group of invertible elements

$$
\mathcal{O}_{K}^{\times}=\mathcal{O}_{K} \backslash M_{K}=\left\{\left.x \in K| | x\right|_{p}=1\right\}
$$

of $\mathcal{O}_{K}$ onto the group of roots of unity of degree $p^{f}-1$ in $K$, denoted by $\mu_{p^{f}-1}$, and the isomorphism

$$
\begin{equation*}
\left(O_{K} / M_{K}\right)^{\times} \xrightarrow{\sim} \mu_{p^{\prime}-1} \subset \mathcal{O}_{K}^{\times} \tag{1.6}
\end{equation*}
$$

For example, if $e=1$ then the extension $K$ is called unramified. In that case $f=d$ and the Teichmüller representatives generate $K$ over $\mathbf{Q}_{p}$, therefore

$$
K=\mathrm{Q}_{p}\left(1^{1 / N}\right), \quad N=p^{d}-1
$$

On the other hand, if $e=d$ then the extension $K$ is called totally ramified. For example, if $\zeta$ is a primitive root of unity of degree $p^{n}$, then $\mathbf{Q}_{p}(\zeta)$ is totally ramified of degree $d=p^{n}-p^{n-1}$, and we have that

$$
\begin{equation*}
\operatorname{ord}_{p}(\zeta-1)=\frac{1}{p^{n}-p^{n-1}} \tag{1.7}
\end{equation*}
$$

1.2. For a field $K$ with the non-Archimedean valuation $|\cdot|_{p}$ let us define

$$
\begin{gather*}
D_{a}(r)=D_{a}(r ; K)=\left\{x \in K| | x-\left.a\right|_{p} \leq r\right\}  \tag{1.8}\\
D_{a}\left(r^{-}\right)=D_{a}\left(r^{-} ; K\right)=\left\{x \in K| | x-\left.a\right|_{p}<r\right\} \tag{1.9}
\end{gather*}
$$

("closed" and "open" discs of the radius $r$ with the center at the point $a \in K, r \geq 0$ ). Then we have that $D_{b}(r)=D_{a}(r)$ for any $b \in D_{a}(r)$ and $D_{b}\left(r^{-}\right)=D_{a}\left(r^{-}\right)$for any $b \in D_{a}\left(r^{-}\right)$. Note that in topological sense both discs (1.8) and (1.9) are open and closed subsets of the topological field $I^{\prime}$.

The important property of the field $Q_{p}$ and of its finite extensions is that they are locally compact, so that the discs (1.8) and (1.9) are compact. The disc

$$
\mathbf{Z}_{p}=D_{0}\left(1 ; \mathbf{Q}_{p}\right)=\left\{x \in \mathbf{Q}_{p}| | x \mid \leq 1\right\}
$$

is a compact topological ring (the ring of $p$-adic integers), which is isomorphic to the projective limit of residue rings $\mathrm{Z} / p^{n} \mathrm{Z}_{p}$, with respect to the homomorphisms of reduction modulo $p^{n}$ :

$$
\mathbf{Z}_{p}=\lim _{n} \mathbf{Z} / p^{n} \mathbf{Z}_{p}
$$

Analogously, we have that

$$
\mathcal{O}_{K}=\lim _{n} \mathcal{O}_{K} / M_{K}^{n}
$$

and

$$
\mathbf{Z}_{p}^{\times}=\lim _{n}\left(\mathbf{Z} / p^{n} \mathbf{Z}_{p}\right)^{\times}, \mathcal{O}_{K}^{\times}=\underline{\lim }_{n}\left(\mathcal{O}_{K} / M_{K}^{n}\right)^{\times}
$$

(the projective limit of groups).
1.3. The structure of the multiplicative group $\mathbf{Q}_{p}^{\times}$and $K$. Put $\nu=1$ for $p>2$ and $\nu=1$ for $p=2$, and define

$$
\begin{equation*}
U=U_{p}=\left\{x \in \mid x \equiv \operatorname{lmod} p^{\nu}\right\} \tag{1.10}
\end{equation*}
$$

Then there is an isomorphism $U \xrightarrow{\sim} \mathbf{Z}_{p}$ of the multiplicative group $U_{p}$ and of the additive group $\mathbf{Z}_{p}$ which is provided by combining the natural homomorphism

$$
U \xrightarrow[\rightarrow]{\underset{\sim}{\lim }} U / U^{p^{n}}
$$

and by special isomorphisms

$$
\alpha_{p^{n}}: U / U^{p^{n}} \xrightarrow{\sim} \mathrm{Z} / p^{n} \mathrm{Z}
$$

given by

$$
\begin{equation*}
\alpha_{p^{n}}\left(\left(1+p^{n}\right)^{a}\right)=a \bmod p^{n} \quad(a \in \mathbf{Z}) \tag{1.11}
\end{equation*}
$$

one easily checks that (1.11) is well clefinied and gives the desired isomorphism. Therefore, the group $U$ is a topological cyclic group, and $1+p^{n}$ can be taken as its generator. There are the following decompositions

$$
\begin{equation*}
\mathbf{Q}_{p}=p^{\mathbf{Z}} \times \mathbf{Z}_{p}^{\times}, \quad \mathbf{Z}_{p}^{\times} \cong\left(\mathbf{Z} / p^{\nu} \mathbf{Z}\right)^{\times} \times U \tag{1.12}
\end{equation*}
$$

Analogously, if $\left[K: \mathbf{Q}_{p}\right]=d$, then

$$
K^{\times}=\pi^{2} \times \mathcal{O}_{K}^{\times}, \quad \mathcal{O}_{K}^{\times} \cong\left(\mathcal{O}_{K} / M_{K}\right)^{\times} \times U_{K}
$$

where $\pi$ is a generator of the principial ideal $M_{K}=\pi \mathcal{O}_{K}$ (i.e. any element $\pi \in K^{\times}$ with $\operatorname{ord}_{p} \pi=1 / e$ ),

$$
U_{K}=\left\{x \in \mathcal{O}_{K}^{\times}| | x-\left.1\right|_{p}<1\right\}=D_{1}\left(1^{-} ; K\right)
$$

The structure of the group $U_{K}$ is then described as a direct product of $d$ copies of the additive group $\mathbf{Z}_{p}$ and a finite group consisting of all $p$-primary roots of unity contained in $K$ (see [Ca-F], [Ko1]).
1.4. The $S$-adic numbers. Let $S$ be a finite set of prime numbers.For a positive integer $M$ denote by $S(M)$ its support, i.e. the set of all prime numbers dividing $M$. Let us consider the projective limit

$$
\mathbf{Z}_{S}=\lim _{M, \widetilde{S(M) \subset s}} \mathbf{Z} / M \mathbf{Z}
$$

which is taken over all positive integers $M$ with the condition $S(M) \subset S$ with respect to the homomorphisms of reduction. then it follows from the Chinese Remainder Theorem ([Se1], [Weil]) that

$$
\mathrm{Z}_{S} \cong \prod_{q \in S} \mathrm{Z}_{q}
$$

Put

$$
\mathbf{Q}_{S}=\prod_{q \in S} \mathbf{Q}_{q}, \quad M_{0}=\prod_{q \in S} q
$$

1.5. The Tate field. For the purposes of analysis it is convenient to embed $\mathbf{Q}_{p}$ into a bigger field, which is already complete both in the topological and in algebraic sense. This field is constructed as completion $\mathbf{C}_{p}=\widehat{\bar{Q}}_{p}$ of an algebraic closure $\overline{\mathbf{Q}}_{p}$ of $\mathbf{Q}_{p}$ with respect to its single valuation with the condition $|p|_{p}=\frac{1}{p}$. The proof of the fact $\mathbf{C}_{p}$ is algebraically closed is not difficult and is based on the Krasner's lemma (see [Kol], [Ko2], [Wa]).

We will use the notations

$$
\begin{equation*}
\mathcal{O}_{p}=\left\{\left.x \in \mathbf{C}_{p}| | x\right|_{p} \leq 1\right\}, \quad M_{p}=\left\{\left.x \in \mathbf{C}_{p}| | x\right|_{p}<1\right\} \tag{1.13}
\end{equation*}
$$

Note that the $\mathcal{O}_{p}$ and $M_{p}$ are no longer compact, and therefore the field $C_{p}$ is not locally compact. We also have that

$$
\begin{equation*}
\mathcal{O}_{p} / M_{p}=\overline{\mathbf{F}}_{p} \tag{1.14}
\end{equation*}
$$

is the algebraic closure of $\mathrm{F}_{p}$.

## §2. Continuous and analytic functions overe a non-Archimedean field

2.1. Let $K$ be a closed sulfield of the Tate field $\mathbf{C}_{p}$. For a subset $W \subset K$ we consider continuous functions $f: W \rightarrow \mathbf{C}_{p}$. The standard examples of continuous functions are provided by polynomials, by rational functions (at points, where they are finite), and also by locally constant functions. If $W$ is compact then for any continuous function $f: W \rightarrow \mathbf{C}_{p}$ and for any $\varepsilon>0$ there exists a polynomial $h(x) \in \mathbf{C}_{p}[x]$, such that

$$
|f(x)-h(x)|_{p}<\varepsilon \text { for all } x \in W
$$

If $f(W) \subset L$ for a closed subfield $L$ of $\mathbf{C}_{p}$ then $h(x)$ can be chosen so that $h(x) \in L[x]$ (see [Ko2], [Wa]).

Interesting examples of continuous $p$-adic functions are provided by interpolation of functions, defined on certain subsets, such as $W=\mathbf{Z}$ or $\mathbf{N}$ with $K=\mathbf{Q}_{p}$.

Let $f$ be any function on non-positive integers with values in $\mathbf{Q}_{p}$ or in some (complete) $\mathbf{Q}_{p}$-Banach space. In order to continue $f(x)$ to all $x \in \mathbf{Z}_{p}$ we can use the interpolation polynomials

$$
\binom{x}{n}=\frac{x(x-1) \cdots(x-n+1)}{n!} .
$$

Then we have that $\binom{x}{n}$ is a polynomial of degree $n$ of $x$, and for $x \in \mathbf{Z}, x \geq 0$ we get a binomial coefficient. If $x \in \mathbf{Z}_{p}$ then $x$ is close (in $p$-adic topology) to a positive integer, hence the value of $\binom{x}{n}$ is also close to an integer, therefore $\binom{x}{n} \in \mathbf{Z}_{p}$.

The classical theorem of Mahler says that any continuous function $f: \mathbf{Z}_{p} \rightarrow \mathbf{Q}_{p}$ can be written in the form (see [Wa], p.99):

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{n}\binom{x}{n} \tag{2.1}
\end{equation*}
$$

with $a_{n} \rightarrow 0$ ( $p$-adically) for $n \rightarrow \infty$. For a function $f(x)$ defined for $x \in \mathbf{Z}, x \geq 0$ one can write formally

$$
f(x)=\sum_{n=0}^{\infty} a_{n}\binom{x}{n}
$$

where the coefficients can be found from the following system of linear equations

$$
f(n)=\sum_{m=0}^{n} a_{m}\binom{n}{m},
$$

that is

$$
a_{m}=\sum_{i=0}^{m}(-1)^{m-i}\binom{m}{i} f(i)
$$

The series for $f(x)$ is always reduced to a finite sum for all $x \in \mathbf{Z}, x \geq 0$. If $a_{n} \rightarrow 0$ then this series is convergent for all $x \in \mathrm{Z}_{p}$. As was noticed above, the inverse statement is also valid ("Mahler's criterion"). If convergence of $a_{n}$ to zero is so fast that the series defining the coefficients of the $x$-expansion of $f(x)$ also converge, then $f(x)$ can be continued to an analytical function, see 2.2 below. Unfortunately, for an arbitrary sequence $a_{n}$ with $a_{n} \rightarrow 0$ the attempt to use (2.1) for continuation of $f(x)$ out of the subset $\mathbf{Z}_{p}$ of $\mathbf{C}_{p}$ may fail. However, in the sequel we mostly consider analytic functions, for which such a continuation is provided by summation of the series defining this function.
2.2. Analytic functions and power series. (see [Ko2], p.13). The well known criterion of convergence of a series $\sum_{n=0}^{\infty} a_{n}$ is that the partial sums $\sum_{N \leq n \leq M} a_{n}$ are small for large $N, M$ with $M>N$. In view of the non-Archimedean property (1.2) in $\mathrm{C}_{p}$ this occures if and only if $\left|a_{n}\right| \rightarrow 0$ or ord $_{p} a_{n} \rightarrow \infty$ for $n \rightarrow \infty$. Therefore convergence of the power series $\sum_{n=0}^{\infty} a_{n} x^{n}$ depends only on $|x|_{p}$ but not on the precise value of $x$, hence there is no "conditional convergence" in this case. Thus, for any power series
$\sum_{n>0} a_{n} x^{n}$ we can define its radius of convergence $r$ such that only one of the following holds:

$$
\begin{align*}
& \sum_{n=0}^{\infty} a_{n} x^{n} \text { converges } \Longleftrightarrow x \in D_{0}\left(r^{-}\right)  \tag{2.2}\\
& \sum_{n=0}^{\infty} a_{n} x^{n} \text { converges } \Longleftrightarrow x \in D_{0}(r) \tag{2.3}
\end{align*}
$$

An example of the first alternative is $\sum_{n=0}^{\infty} x^{n}$, where (2.2) is satisfied with $r=1$, and an example for the second is

$$
\sum_{n=0}^{\infty} p^{n} x^{p^{n}-1}
$$

here the condition (2.3) is satisfied also with $r=1$.
The important examples of analytic functions are $\exp (x)$ and $\log (x)$, which are given as the power series

$$
\exp (x)=\sum_{n=0}^{\infty} \frac{x^{n}}{n!}, \quad \log (1+x)=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} x^{n}
$$

and we have that

$$
\begin{gather*}
\exp (x) \text { converges on } D_{0}\left(p^{-1 /(p-1)-}\right), r=p^{-1 /(p-1)}  \tag{2.5}\\
\log (1+x) \text { converges on } D_{0}\left(1^{-}\right), r=1 \tag{2.6}
\end{gather*}
$$

(see [Ko2], [B-Saf]), so that $\exp (x)$ converges in a disc smaller than the unit disc, and $\log (1+x)$ has better convergence that $\exp (x)$.

Since the identity

$$
\begin{equation*}
\log (x y)=\log (x)+\log (y) \tag{2.7}
\end{equation*}
$$

holds as a formal power series identity, it follows that (2.7) holds in $\mathbf{C}_{p}$ as long as

$$
|x-1|_{p}<1, \text { and }|y-1|_{p}<1
$$

. in particular, since $|\zeta-1|_{p}<1$ for $\zeta$ any $p^{n}$-root of unity, we can obviously to apply (2.7) to conclude that $\log \zeta=0$. Also we have that for all $x \in D_{0}\left(p^{-1 /(p-1)-}\right)$ the following identities hold

$$
\exp (\log (1+x))=1+x, \quad \log (\exp (x))=x
$$

which are deduced from the corresponding properties of the formal series and can be used for establishing isomorphisms beween certain additive and multiplicative subgroups in $\mathbf{C}_{p}$ and $\mathbf{C}_{p}^{\times}$: for $U=D_{1}\left(p^{\nu-} ; \mathbf{Q}_{p}\right)$ with $\nu$ as in 1.6 there are the isomorphisms

$$
\begin{equation*}
\exp : p^{\nu+n} Z_{p} \xrightarrow{\sim} U^{p^{n}} \tag{2.8}
\end{equation*}
$$

where $n \geq 0$.
2.3. Theorem (on analyticity of interpolation series). Let $r<p^{-1 /(p-1)}<1$ and

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{n}\binom{x}{n} \tag{2.1}
\end{equation*}
$$

be a series with the condition $\left|a_{n}\right|_{p} \leq M p^{n}$ for some $M>0$. Then $f(x)$ is expresible as a certain power series whose radius of convergence is not less than $R=\left(r p^{1 /(p-1)}\right)^{-1}>1$ (see [Wa], p.53).

As an example consider the function $\langle a\rangle^{x}$ which is defined for $a \in \mathbf{Z}_{p}$ by means of the decomposition $a=\omega(a)\langle a\rangle$ where $\omega(a)$ is the Teichmüller representative of $a$ for $p>2$ and $\omega(a)= \pm 1$ for $p=2$ with $\omega(a) \equiv a(\bmod 4)$, and the exponentiation is given by the binomial formula

$$
\begin{equation*}
\langle a\rangle^{x}=(1+\langle a\rangle-1)^{x}=\sum_{n=0}^{\infty}\binom{x}{n}(\langle a\rangle-1)^{n} . \tag{2.9}
\end{equation*}
$$

Since $|\langle a\rangle-1|_{p} \leq p^{\nu}$ we may put in the above theorem $r=p^{-\nu}$ and get that the function $\langle a\rangle^{x}$ is a power series in $x$ with the radius of convergence not less than $p^{\nu-1 /(p-1)}>1$, and the following equality holds:

$$
\begin{equation*}
\exp (x \log \langle a\rangle)=\sum_{n=0}^{\infty}\binom{x}{n}(\langle a\rangle-1)^{n}, \tag{2.10}
\end{equation*}
$$

because both parts of (2.10) are analytic in $x$ and coincide for $x \in \mathbf{N}$.
2.4. Newton polygons (see [Ko2], p.21). The Newton polygon $M_{f}$ for a power series

$$
f(x)=\sum_{n=1}^{\infty} a_{n} x^{n} \in \mathbf{C}_{p}[[x]]
$$

is defined as the convex hull of the points $\left(n, \operatorname{ord}_{p} a_{n}\right)$ (where we agree to take $\operatorname{ord}_{p} 0=$ $\infty)$.

It is not hard to prove the following
Proposition. If a segment of $M_{f}$ has slope $\lambda$ and horizontal length $N$ (i.e., it extends from $\left(n, \operatorname{ord}_{p} a_{n}\right)$ to $\left(n+N, \lambda N+\operatorname{ord}_{p} a_{n}\right)$ then $f$ has precisely $N$ roots $r_{n}$ with $\operatorname{ord}_{p} a_{n}=$ $-\lambda$ (counting multiplicity).

The following thorem is the $p$-adic analog of the Weierstrass Preparation Theorem (see [Ko2], p.21)
2.5. Theorem. Let

$$
f(x)=a_{m} x^{m}+\cdots \in \mathbf{C}_{p}[[x]], a_{m} \neq 0
$$

be a power series which converges on $D_{0}\left(p^{\lambda} ; \mathrm{C}_{p}\right)$. let $\left(N, \operatorname{ord}_{p} a_{N}\right)$ be the right endpoint of the last segment of $M_{f}$ with slope $\leq \lambda$, if this $N$ is infinite. Otherwise, there will be a last infinitely long segment of slope $\lambda$ and only finitely many points $\left(n, \operatorname{ord}_{p} a_{n}\right)$ on that segment. In that case let $N$ be the last such $n$. Then there exists a unique polynomial $h(x)$ of the form

$$
b_{m} x^{m}+b_{m+1} x^{m+1}+\cdots+b_{N} x^{N}
$$

with $b_{m}=a_{m}$ and a unique power series $g(x)$ which converges and is non zero on $D_{0}\left(p^{\lambda} ; \mathbf{C}_{p}\right)$ such that

$$
f(x)=\frac{h(x)}{g(x)} \quad \text { on } D_{0}\left(p^{\lambda} ; \mathrm{C}_{p}\right)
$$

In addition $M_{h}$ coincides with $M_{f}$ as far as the point $\left(N, \operatorname{ord}_{p} a_{N}\right)$.
Corollary. A power series which converges everywhere and has no zeroes is a constant.

A simple proof of the Weierstrass Preparation Theorem for power series of the type

$$
f(x)=\sum_{n=1}^{\infty} a_{n} x^{n} \in \mathcal{O}_{p}[[x]]
$$

is based on a generalization of the Euclid algorithm (see [Man1]).
2.6. There exits another clefinition of the Newton polygon (see [Ko2], [V1]) of a series

$$
f(x)=\sum_{n=1}^{\infty} a_{n} x^{n} \in \mathbf{C}_{p}[[x]]
$$

Instead of the points $\left(n, \operatorname{ord}_{p} a_{n}\right)$ let us look at the lines $l_{n}: y=n x+\operatorname{ord}_{p} a_{n}$ with slope $n$ and $y$-intercept $l_{n}$. Then $\tilde{M}_{f}$ is defined as the graph of the function $\min _{n} l_{n}(x)$.The $x$-coordinate of the points of intersection of the $l_{n}$ which appear in $\tilde{M}_{f}$ give ord ${ }_{p}$ of the zeroes, and the difference between the slopes $n$ of the successive $l_{n}$ which appear in $\tilde{M}_{f}$ give the number of zeroes with given ord ${ }_{p}$.

The first obvious consequence of consideration for this type of Newton polygon is that a function

$$
f(x)=\sum_{n=1}^{\infty} a_{n} x^{n} \in \mathbf{C}_{p}[[x]]
$$

is bounded in the open disc $D_{0}\left(1^{-} ; \mathrm{C}_{p}\right)$ if and only if all the coefficients $a_{n}$ are uniformly bounded.

## §3. Distributions, measures, and the abstract Kummer congruences

3.1. Distributions. Let us consider a commutative associative ring $R$, an $R$ module $\mathcal{A}$ and a profinite (i.e. compact and totally discomected) topological space $Y$. Then $Y$ is a projective limit of finite sets:

$$
\begin{equation*}
Y=\lim _{I} Y_{i} \quad\left(\pi_{i j}: Y_{i} \rightarrow Y_{j}, \quad i, j \in I, i \geq j\right) \tag{3.1}
\end{equation*}
$$

where $I$ is a (partially ordered) inductive set and for $i \geq j, i, j \in I$ there are surjective homomorphisms $\pi_{i, j}: Y_{i} \rightarrow Y_{j}$ with the condition $\pi_{i, j} \circ \pi_{j, k}=\pi_{i, k}$ for $i \geq j \geq k$. The inductivity of $I$ means that for any $i, j \in I$ there exist $k \in I$ with the condition $k \geq i, k \geq j$. By the universal property we have that for each $i \in I$ a unique map $\pi_{i}: Y \rightarrow Y_{i}$ is defined, which satisfies the property $\pi_{i j} \circ \pi_{i}=\pi_{j}$ (for each $i, j \in I$ )

Let $\operatorname{Step}(Y, R)$ be the $R$-module consisting of all $R$-valued locally constant functions $\phi: Y \rightarrow R$.

Definition. A distribution on $Y$ with values in a $R$-module $\mathcal{A}$ is a $R$-linear homomorphism

$$
\begin{equation*}
\mu: \operatorname{Step}(Y, R) \rightarrow \mathcal{A} \tag{3.2}
\end{equation*}
$$

For $\varphi \in \operatorname{Step}(Y, R)$ we use the notations

$$
\mu(\varphi)=\int_{Y} \varphi d \mu=\int_{Y} \varphi(y) d \mu(y)
$$

each distribution $\mu$ can be defined by a system of functions $\mu_{i} ; Y_{i} \rightarrow \mathcal{A}$, satisfying to the following finite-additivity condition

$$
\begin{equation*}
\mu^{(j)}(y)=\sum_{x \in \pi_{i, j}^{-1}(y)} \mu^{(i)}(x) \quad\left(y \in Y_{j}, x \in Y_{i}\right) \tag{3.3}
\end{equation*}
$$

In order to get such a system it suffices to put

$$
\mu^{(i)}(x)=\mu\left(\delta_{i, x}\right) \in \mathcal{A} \quad\left(x \in Y_{i}\right)
$$

where $\delta_{i, x}$ is the characteristic function of the inverse image $\pi_{i}^{-1}(x) \subset Y$ with respect to the natural projection $Y \rightarrow Y_{i}$. For an arbitrary function $\varphi_{j}: Y_{j} \rightarrow R$ and $i \geq j$ we define the functions

$$
\varphi_{i}=\varphi_{j} \circ \pi_{i j}, \quad \varphi=\varphi_{j} \circ \pi_{j}, \varphi \in \operatorname{Step}(Y, R), \quad \varphi_{i}: Y_{i} \xrightarrow{\pi_{i j}} Y_{j} \rightarrow R
$$

A convenient criterion for the fact that the system of functions $\mu^{(i)}: Y_{i} \rightarrow \mathcal{A}$ satisfies the finite additivity condition (3.3) (and hence is associated to a distribution) is given by the following condition: for all $j \in I$, and $\varphi_{j}: Y_{j} \rightarrow R$ the values of the sums

$$
\begin{equation*}
\mu(\varphi)=\mu^{(i)}\left(\varphi_{i}\right)=\sum_{y_{i} \in Y_{i}} \varphi_{i}(y) \mu^{(i)}(y) \quad \text { is independent of } i \tag{3.4}
\end{equation*}
$$

$$
\text { for all large enough } i \geq j \text {, }
$$

When using (3.4), it suffices to check the condition (3.4) for some "basic" systems of functions. For example, if $Y=G=\lim -G_{i}$ is a profinite abelian group, and $R$ is a domain containing all roots of unity of the order dividing the order of $Y$ ("supernatural number") then it is sufficient to check the condition (3.4) for all characters of finite order $\chi: G \rightarrow R$, since their $R \otimes \mathbf{Q}$-linear span coincides with the whole ring $\operatorname{Step}(Y, R \otimes \mathbf{Q})$ by the orthogonality properties for characters of a finite group [Ka3], [Maz-SD].

Example: Bernoulli distributions (see [La3]). Let $M$ is a positive integer, $f: \mathbf{Z} \rightarrow \mathbf{C}$ is a periodic function with the period $M$ (i.e. $f(x+M)=f(x), \quad f$ : $\mathbf{Z} / M \mathbf{Z} \rightarrow \mathbf{C}$ ). The generalized Bernoulli number (see [Lel], [Šaf1]) $B_{k, f}$ is defined as $k!$ times the coefficient by $t^{k}$ in the expansion in $t$ of the rational quotient

$$
\sum_{a=0}^{M-1} \frac{f(a) t e^{a t}}{e^{M / t}-1}
$$

that is,

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{B_{k, f}}{k!}=\sum_{u=0}^{M-1} \frac{f(a) t e^{a t}}{e^{M t}-1} \tag{3.5}
\end{equation*}
$$

consider the profinite ring

$$
Y=\mathbf{Z}_{S}=\lim _{\bar{M}} \mathbf{Z} / M \mathbf{Z}, \quad(S(M) \subset S)
$$

the projective limit being taken over the set of all positive integers $M$ with support $S(M)$ in a fixed finite set $S$ of prime numbers. The the periodic function $f: \mathbf{Z} / M \mathrm{Z} \rightarrow \mathrm{C}$ with $S(M) \subset S$ can be considered as an element of $\operatorname{Step}(Y, \mathbf{C})$. We claim that there exists a distribution $E_{k}: \operatorname{Step}(Y, \mathbf{C}) \rightarrow \mathbf{C}$ which is uniquely defined by the condition

$$
\begin{equation*}
E_{k}(f)=B_{k, f} \text { for all } f \in \operatorname{Step}(Y, \mathbf{C}) \tag{3.6}
\end{equation*}
$$

In order to prove the existence of this distribution we use the above criterion (3.4) and check that for every $f \in \operatorname{Step}(Y, \mathrm{C})$ the right hand side in (3.6) (i.e. $B_{k, f}$ ) is independent of the choice of a period $M$ of the function $f$. It folows easily directly from the definition (3.5) ; however we give here a different proof which is based on an interpretation of the numbers $B_{k . f}$ as certain special values of $L$-functions.

For the function $f: \mathbf{Z} / M \mathbf{Z} \rightarrow \mathbf{C}$ let

$$
L(s, f)=\sum_{n=1}^{\infty} f(n) n^{-s}
$$

be the corresponding $L$ - series which is absolutely convergent for all $s$ with $\operatorname{Re}(s)>1$ and admits an analytic continuation over all $s \in C$. For this series we have that

$$
\begin{equation*}
L(1-k, f)=-\frac{B_{k, f}}{k} . \tag{3.7}
\end{equation*}
$$

For example, if $f \equiv 1$ is the constant function with the period $M=1$ then we have that

$$
\zeta(1-k)=-\frac{B_{k}}{k}, \quad \sum_{k=0}^{\infty} \frac{B_{k}}{k!} t^{k}=\frac{t}{e^{t}-1},
$$

$B_{k}$ being the Bernoulli number. The formula (3.7) is established by means of the contour integral discovered by Riemann (see [La3], ch.XXI). This formula apparently implies the desired independence of $B_{k, f}$ on the choice of $M$. We note also that if $K \subset \mathbf{C}$ is an arbitrary subfield, and $f(Y) \subset I$ then we have from the formula (3.5) that $B_{k, f} \in K$ hence the distribution $E_{k}$ is a $K$-valued distribution on $Y$.
3.2. Measures. Let $R$ be a topological ring, and $\mathcal{C}(Y, R)$ be the topological module of all $R$-valued functions on $Y$.

Definition. A measure on $Y$ with values in the topological $R$-module $\mathcal{A}$ is a continuous homomorphism of $R$-modules

$$
\mu: \mathcal{C}(Y, R) \rightarrow \mathcal{A}
$$

The restriction of $\mu$ to the $R$-submodule $\operatorname{Step}(Y, R) \subset \mathcal{C}(Y, R)$ defines a distribution which we denote by the same letter $\mu$, and the measure $\mu$ is uniquely determined by the corresponding distribution since the $R$-submodule $\operatorname{Step}(Y, R)$ is dense in $\mathcal{C}(Y, R)$. The last statement expresses the well known fact about the uniformal continuity of a continuous function on a compact topological space.

Now we consider any closed subring $R$ of the Tate field $\mathbf{C}_{p}, R \subset \mathbf{C}_{p}$, and let $\mathcal{A}$ be a complete $R$ - module with topology given by a norm $|\cdot|_{\mathcal{A}}$ on $\mathcal{A}$ compatible with the norm $|\cdot|_{p}$ on $\mathbf{C}_{p}$ so that the following conditions are satisfied:
for $x \in \mathcal{A}$ the equality $|x|_{\mathcal{A}}=0$ is equivalent to $x=0$,
for $a \in R, x \in \mathcal{A} \quad|a x|_{\mathcal{A}}=|a|_{p}|x|_{\mathcal{A}}$,
for all $x, y \in \mathcal{A} \quad|x+y|_{\mathcal{A}} \leq \max \left(|x|_{\mathcal{A}},|y|_{\mathcal{A}}\right)$.
Then the fact that a distribution (a system of functions $\mu^{(i)}: Y_{i} \rightarrow \mathcal{A}$ ) gives rise to a $\mathcal{A}$-valued measure on $Y$ is equivalent to the condition that the system $\mu^{(i)}$ is bounded, i.e. for some constant $B>0$ and for all $i \in I, x \in Y_{i}$ the following uniform estimate holds:

$$
\begin{equation*}
\left|\mu^{(i)}(x)\right|_{\mathcal{A}}<B \tag{3.8}
\end{equation*}
$$

This criterion is an easy consequence of the non-Archimedean property

$$
|x+y|_{\mathcal{A}} \leq \max \left(|x|_{\mathcal{A}},|y|_{\mathcal{A}}\right)
$$

of the norm $|\cdot|_{\mathcal{A}}$ (see [Man4], [V1]).
In particular if $\mathcal{A}=R=\mathcal{O}_{p}=\left\{\left.x \in \mathrm{C}_{p}| | x\right|_{p} \leq 1\right\}$ is the subring of integers in the Tate field $\mathrm{C}_{p}$ then the set of $\mathcal{O}_{p}$-valued distributions on $Y$ coincides with $\mathcal{O}_{p}$-valued measures (in fact, both sets are $R$-algebras with multiplication defined by convolution, see $\S 4$ ).

Below we give some meaningful examples based on the following important criterion of existence of a measure with given properties.
3.3. Proposition (The abstract Kummer congruences) (see [Ka3], p.258). Let $\left\{f_{i}\right\}$ be a family of continuous functions $f_{i} \in \mathcal{C}\left(Y, \mathcal{O}_{p}\right)$ in the ring $\mathcal{C}\left(Y, \mathcal{O}_{p}\right)$ of all continuous functions on the compact totally disconnected group $Y$ with values in the ring of integers $\mathcal{O}_{p}$ of $\mathbf{C}_{p}$ such that $\mathbf{C}_{p}$-linear span of $\left\{f_{i}\right\}$ is dense in $\mathcal{C}\left(Y, \mathbf{C}_{p}\right)$. Let also $\left\{a_{i}\right\}$ be any family of elements $a_{i} \in \mathcal{O}_{p}$. Then the existence of an $\mathcal{O}_{p}$-valued measure $\mu$ on $Y$ with the property

$$
\int_{Y} f_{i} d \mu=a_{i}
$$

is equivalent to the validity of the following congruences: for an arbitrary choice of elements $b_{i} \in \mathbf{C}_{p}$ almost all of which wanish

$$
\begin{equation*}
\sum_{i} b_{i} f_{i}(y) \in p^{n} \mathcal{O}_{p} \text { for all } y \in Y \Longrightarrow \sum_{i} b_{i} a_{i} \in p^{n} \mathcal{O}_{p} \tag{3.9}
\end{equation*}
$$

Remark. Since $\mathbf{C}_{p}$-measures are characterized as bounded $\mathbf{C}_{p}$-valued distributions, every $\mathbf{C}_{p}$-measure on $Y$ becomes a $\mathcal{O}_{p}$-valued measure after multiplication by some non-zero constant.

The proof of proposition 3.3. The nessecity is obvious since

$$
\begin{aligned}
\sum_{i} b_{i} a_{i}= & \int_{Y}\left(p^{n} \mathcal{O}_{p}-\text { valued function }\right) d \mu= \\
& p^{n} \int_{Y}\left(\mathcal{O}_{p}-\text { valued function }\right) d \mu \in p^{n} \mathcal{O}_{p}
\end{aligned}
$$

In order to prove the sufficiency we need to construct a measure $\mu$ from the numbers $a_{i}$. For a function $f \in \mathcal{C}\left(Y, \mathcal{O}_{p}\right)$ and a positive integer $n$ there exist elements $b_{i} \in \mathbf{C}_{p}$ such that only a finite number of $b_{i}$ does not vanish, and

$$
f-\sum_{i} b_{i} f_{i} \in p^{n} \mathcal{C}\left(Y, \mathcal{O}_{p}\right)
$$

according to the density of the $\mathbf{C}_{p}$ span of $\left\{f_{i}\right\}$ in $\mathcal{C}\left(Y, \mathbf{C}_{p}\right)$. By the assumption (3.9) the value $\sum_{i} a_{i} b_{i}$ belongs to $\mathcal{O}_{p}$ and is well defined modulo $p^{n}$ (i.e. does not depend on the choice of $b_{i}$ ). Following N.M.Katz [Ka3], we denote this value by " $\int_{Y} f d \mu \bmod p^{n \prime \prime}$. Then we have that the limit procedure

$$
\int_{Y} f d \mu=\lim _{n \rightarrow \infty} " \int_{Y} f d \mu \bmod p^{n \prime \prime} \in \lim _{n} \mathcal{O}_{p} / p^{n} \mathcal{O}_{p}=\mathcal{O}_{p}
$$

provides the measure $\mu$.
3.4. The $S$-adic Mazur measure. Let $c>1$ be a positive integer coprime to

$$
M_{o}=\prod_{q \in S} q
$$

with $S$ being a fixed set of prime numbers. Using the criterion 3.3 we show that the $\mathbf{Q}$-valued distribution defined by the formula

$$
\begin{equation*}
E_{k}^{c}(f)=E_{k}(f)-c^{k} E_{k}\left(f_{c}\right), f_{c}(x)=f(c x), \tag{3.10}
\end{equation*}
$$

turns out to be a measure where $E_{k}(f)$ are defined in $3.1, f \in \operatorname{Step}(Y, \mathbf{Q})$ and the field $\mathbf{Q}$ is considered as a subfield in $\mathbf{C}_{p}$. Define the generalized Bernoulli polynomials $B_{k, f}^{(M)}(X)$ :

$$
\begin{equation*}
\sum_{k=0}^{\infty} B_{k, f}^{(M)}(X) \frac{t^{k}}{k!!}=\sum_{a=0}^{M-1} f(a) \frac{t e^{(a+X) t}}{e^{M t}-1} \tag{3.11}
\end{equation*}
$$

and the generalized sums of powers

$$
S_{k, f}(M)=\sum_{a=0}^{M-1} f(a) a^{k}
$$

Then the definition (3.11) formally implies that

$$
\begin{equation*}
\frac{1}{k}\left[B_{k, f}^{(M)}(M)-B_{k, f}^{(M)}(0)\right]=S_{k-1, f}(M) \tag{3.12}
\end{equation*}
$$

and also we see that

$$
\begin{equation*}
B_{k, f}^{(M)}(X)=\sum_{i=0}^{k}\binom{k}{i} B_{i, f} X^{k-i}=B_{k, f}+k B_{k-1, f} X+\cdots+B_{0, f} X^{k} \tag{3.13}
\end{equation*}
$$

The last identity can be rewritten symbolically as

$$
B_{k, f}(X)=\left(B_{f}+X\right)^{k}
$$

The equality (3.12) enabels us to calculate the (generalized) sums of powers in terms of the (generalized) Bernoulli numbers. In particular this equality implies that the Bernoulli numbers $B_{k, f}$ can be obtained by the following $p$-adic limit procedure ([La3], Chapter XIII):

$$
\begin{equation*}
B_{k, f}=\lim _{n \rightarrow \infty} \frac{1}{M p^{n}} S_{k, f}\left(M p^{n}\right) \quad(p-\text { adic limit }) \tag{3.14}
\end{equation*}
$$

where $f$ is a $\mathbf{C}_{p}$-valued function on $Y=\mathrm{Z}_{S}$. Incleed, replacing $M$ in (3.12) be $M p^{n}$ with growing $n$ and let $D$ be the common denominator of all coefficients of the polynomial $B_{k, f}^{(M)}(X)$. That we have from (3.13) that

$$
\begin{equation*}
\frac{1}{k}\left[B_{k, f}^{\left(M p^{n}\right)}(M)-B_{k, f}^{(M)}(0)\right] \equiv B_{k-1, f}\left(M p^{n}\right) \bmod \frac{1}{k D} p^{2} n \tag{3.15}
\end{equation*}
$$

Then the proof of (3.14) finishes by division of (3.15) by $M p^{n}$ and by application of the formula (3.12).

Now we can directly show that the distributions $E_{k}^{c}$ defined by (3.10) are in fact bounded measures. If we use (3.9) and take as a family $\left\{f_{i}\right\}$ the set of all functions from $\operatorname{Step}\left(Y, \mathcal{O}_{p}\right)$. Let $\left\{b_{i}\right\}$ be such family of elements $b_{i} \in \mathbf{C}_{p}$ that for all $y \in Y$ the congruence

$$
\begin{equation*}
\sum_{i} b_{i} f_{i}(y) \equiv 0\left(\bmod p^{n}\right) \tag{3.16}
\end{equation*}
$$

holds. Put $f=\sum_{i} b_{i} f_{i}$ and without loss of generality assume that the number $n$ is large enough so that for all $i$ with with $b_{i} \neq 0$ the congruence

$$
\begin{equation*}
B_{k, f_{i}} \equiv \frac{1}{M p^{n}} S_{k, f_{i}}\left(M p^{n}\right) \bmod p^{n} \tag{3.17}
\end{equation*}
$$

is valid in accordance with (3.14). Then we see that

$$
\begin{equation*}
B_{k, f} \equiv\left(M p^{n}\right)^{-1} \sum_{i} \sum_{a=0}^{M / p^{n}-1} b_{i} f_{i}(a) a^{k} \bmod p^{n} \tag{3.18}
\end{equation*}
$$

hence we get by the definition (3.10):

$$
\begin{align*}
& E_{k}^{c}(f)=B_{k, f}-c^{k} B_{k, f_{c}} \equiv \\
& \left(M p^{n}\right)^{-1} \sum_{i} \sum_{a=0}^{M p^{n}-1} b_{i}\left[f_{i}(a) a^{k}-f_{i}(a c)(a c)^{k}\right] \bmod p^{n} \tag{3.19}
\end{align*}
$$

Let

$$
a_{c} \in\left\{0,1, \cdots, M p^{n}\right\} \quad a_{c} \equiv a c \bmod M p^{n}
$$

then the map $a \mapsto a_{c}$ is well defined and it acts as a permutation of the set

$$
\left\{0,1, \cdots, M p^{n}\right\}
$$

hence (3.19) is equivalent to the congruence

$$
\begin{equation*}
E_{k}^{c}(f)=B_{k, f}-c^{k} B_{k, f_{c}} \equiv\left(M p^{n}\right)^{-1} \sum_{i} \frac{a_{c}^{k}-(a c)^{k}}{M p^{n}} \sum_{a=0}^{M p^{n}-1} b_{i} f_{i}(a) a^{k} \tag{3.20}
\end{equation*}
$$

The assumption (3.16) now formally implies that $E_{k}^{c}(f) \equiv 0 \bmod p^{n}$ completing the proof of the abstract Kummer congruences and the construction of measures $E_{k}^{c}$.

Remark. The formula (3.20) also implies that for all $f \in \mathcal{C}\left(Y, \mathbf{C}_{p}\right)$ the following hold

$$
\begin{equation*}
E_{k}^{c}(f)=k E_{1}^{c}\left(x_{p}^{k-1} f\right) \tag{3.21}
\end{equation*}
$$

where $x_{p}: Y \rightarrow \mathbf{C}_{p} \in \mathcal{C}\left(Y, \mathbf{C}_{p}\right)$ is the composition of the projection $Y \rightarrow \mathbf{Z}_{p}$ and the embedding $\mathbf{Z}_{p} \hookrightarrow \mathbf{C}_{p}$.

Indeed if we put $a_{c}=a c+M p^{n} t$ for some $t \in \mathbf{Z}$ then we see that

$$
a_{c}^{k}-(a c)^{k}=\left(a c+M p^{n} t\right)^{k}-(a c)^{k} \equiv k M p^{n} t(a c)^{k-1} \bmod \left(M p^{n}\right)^{2}
$$

and we get that in (3.20)

$$
\frac{a_{c}^{k}-(a c)^{k}}{M p^{n}} \equiv k(a c)^{k-1} \frac{a_{c}-a c}{M p^{n}}\left(\bmod M p^{n}\right)
$$

The last congruence is equivalent to saying that the abstract Kummer congruences (3.9) are satisfied for all functions of the type $x_{p}^{k-1} f_{i}$ and for the measure $E_{1}^{c}$ with $f_{i} \in \operatorname{Step}\left(Y, \mathbf{C}_{p}\right)$ establishing the identity (3.21).

## §4. Iwasawa algebra and the non-Archimedean Mellin transform

4.1. The set of arguments for the non-Archimedean zeta functions. In the classical case the set on which zeta functions are defined is the set of complex numbers $\mathbf{C}$ which can be equally interpreted as the set of all continuous characters (more precisely, quasicharacters) via the following isomorphism:

$$
\begin{equation*}
\mathbf{C} \xrightarrow{\sim} \operatorname{Hom}_{\text {contin }}\left(\mathbf{R}_{+}^{\times}, \mathrm{C}^{\times}\right) ; \quad s \mapsto\left(y \mapsto y^{s}\right) \tag{4.1}
\end{equation*}
$$

The construction which associates to a function $h(y)$ on $\mathbf{R}_{+}^{\times}$with certain growth conditions for $y \rightarrow \infty$ and $y \rightarrow 0$ the integral

$$
L_{h}(s)=\int_{\mathrm{R}_{+}^{\times}} h(y) y^{s} \frac{d y}{y}
$$

(which probably converges not for all values of $s$ ) is called the Mellin transform. For example, if $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}$ be the Riemann zeta function, then the function $\zeta(s) \Gamma(s)$ is the Mellin transform of the function $h(y)=1 /\left(1-e^{-y}\right)$ :

$$
\begin{equation*}
\zeta(s) \Gamma(s)=\int_{0}^{\infty} \frac{1}{1-e^{-y}} y^{s} \frac{d y}{y} \tag{4.2}
\end{equation*}
$$

so that the integral and the series are absolutely convergent for $\operatorname{Re}(s)>1$. For an arbitrary function of the type

$$
f(z)=\sum_{n=1}^{\infty} a(n) e^{2 \pi i n z}
$$

with $z=x+i y \in \mathfrak{N}$ in the upper half plane $\mathfrak{H}$ and with the growth condition $a(n)=$ $\mathcal{O}\left(n^{c}\right)(c>0)$ on its Fourier coefficients, the zeta function

$$
L(s, f)=\sum_{n=1}^{\infty} a(n) n^{-s}
$$

coincides essentially with the Mellin transform of $f(z)$, that is

$$
\begin{equation*}
\frac{\Gamma(s)}{(2 \pi)^{s}} L(s, f)=\int_{0}^{\infty} f(i y) y^{s} \frac{d y}{y} . \tag{4.3}
\end{equation*}
$$

Both sides of the equality (4.3) converge absolutely for $\operatorname{Re}(s)>1+c$. The identities (4.2) and (4.3) are immediately deduced from the well known integral representation for the gamma -function

$$
\begin{equation*}
\Gamma(s)=\int_{0}^{\infty} e^{-y} y^{\prime} \frac{d y}{y}, \tag{4.4}
\end{equation*}
$$

where $\frac{d y}{y}$ is a measure on the group $\mathbf{R}_{+}^{\times}$which is invariant under the group translations (Haar measure). The integral (4.4) is absolutely convergent for $\operatorname{Re}(s)>0$ and it can be interpreted as the integral of the procluct of an additive character $y \rightarrow e^{-y}$ of the group $\mathbf{R}^{(+)}$restricted to $\mathbf{R}_{+}^{\times}$, and the multiplicative character $y \mapsto y^{s}$ with respect to the Haar measure on the group $\mathrm{R}_{+}^{\times}$.

In the theory of non-archimeadian functions the group $\mathbf{R}_{+}^{\times}$is replaced by the group $\mathbf{Z}_{S}^{\times}$(the group of units of the $S$ - adic completion of the ring of integers $\mathbf{Z}$ ) and the field $\mathbf{C}$ is replaced by the Tate field $\mathbf{C}_{p}=\widehat{\overline{\mathbf{Q}}}_{p}$ (the completion of an algebraic closure of $\mathbf{Q}_{p}$ ). The set, on which $p$-adic zeta functions are defined, is the $p$-adic analytic Lie group

$$
\begin{equation*}
X_{S}=\operatorname{Hom}\left(\mathbf{Z}_{S}^{\times}, \mathbf{C}_{p}^{\times}\right)=X\left(\mathbf{Z}_{S}^{\times}\right), \tag{4.5}
\end{equation*}
$$

where

$$
\mathrm{Z}_{S}^{\times} \cong \oplus_{q \in S} \mathbf{Z}_{q}^{\times}
$$

and the symbol

$$
\begin{equation*}
X(G)=\operatorname{Hom}_{\text {contin }}\left(G, \mathbf{C}_{p}^{\times}\right) \tag{4.6}
\end{equation*}
$$

denote the functor of all $p$-adic characters of a topological group $G$ (see[V1]).
4.2.The analytic structure on $X_{S}$. Let us consider in more detail the structure of the topological group $X_{S}$. Define

$$
U_{p}=\left\{x \in \mathbb{Z}_{p}^{\times} \mid x \equiv 1\left(\bmod p^{\nu}\right)\right\}
$$

where $\nu=1$ or $\nu=2$ according as $p>2$ or $p=2$. Then we have the natural decomposition

$$
\begin{equation*}
X_{S}=X\left(\left(\mathbf{Z} / p^{\nu} \mathbf{Z}\right)^{\times} \times \prod_{q \neq p} \mathbf{Z}_{q}^{\times}\right) \times X\left(U_{p}\right) \tag{4.7}
\end{equation*}
$$

The analytic structure on $X\left(U_{p}\right)$ is defined by the following isomorphism (which is equivalent to a special choice of a local parameter):

$$
\varphi: X\left(U_{p}\right) \xrightarrow{\sim} T=\left\{z \in \mathrm{C}_{p}^{\times}| | t-\left.1\right|_{p}<1\right\}
$$

where $\varphi(x)=x\left(1+p^{\nu}\right), 1+p^{\nu}$ being a topological generator of the multiplicative group $U_{p} \cong \mathbf{Z}_{p}$. Arbitrary character $\chi \in X_{S}$ can be uniquely represented in the form $\chi=\chi_{0} \cdot \chi_{1}$ where $\chi_{0}$ is trivial on the component $U_{p}$, and $\chi_{1}$ is trivial on the other component

$$
\left(\mathrm{Z} / p^{\nu} \mathrm{Z}\right)^{\times} \times \prod_{q \neq p} \mathrm{Z}_{q}^{\times}
$$

The character $\chi_{0}$ is called the tame component, and $\chi_{1}$ the wild component of the character $\chi$. We denote by the symbol $\chi_{(t)}$ the wild character which is uniquely determined by the condition

$$
\chi_{(t)}\left(1+p^{\nu}\right)=t
$$

with $t \in \mathbf{C}_{p},|t|_{p}<1$.
In some cases it is convenient to use another local coordinate $s$ which is analogous to the classical argument $s$ of the Dirichlet series:

$$
\mathcal{O}_{P} \ni s \mapsto \chi^{(s)}\left(\left(1+p^{\nu}\right)^{\alpha}\right)=\left(1+p^{\nu}\right)^{\alpha s}=\exp \left(\alpha s \log \left(1+p^{\nu}\right)\right)
$$

The character $\chi^{(s)}$ is defined only for such $s$ for which the series exp is $p$-adically convergent. In this domain of values of the argument we have that $t=\left(1+p^{\nu}\right)^{s}-1$. But, for example, for $(1+t)^{p^{n}}=1$ there is certainly no such value of $s$, so that the $s$-coordinate parametrizes a smaller neighborhood of the trivial character then the $t$ coordinate (which cover all wild characters) (see [Man4], [Man6]).

Recall that an analytic function $F: T \rightarrow \mathrm{C}_{p}$ is defined as the sum of a series of the type $\sum_{i=0}^{\infty} a_{i}(t-1)^{i}\left(a_{i} \in \mathrm{C}_{p}\right)$, which is assumed to be absolutely convergent for all $t \in T$. The notion of an analytic function is then obviously extended to the whole group $X_{S}$ by means of the group translations. The function

$$
F(t)=\sum_{i=0}^{\infty} a_{i}(t-1)^{i}
$$

is bounded on $T$ iff all its coefficients $a_{i}$ are universally bounded. This last fact can be easily decluced for example from the basic properties of the Newton polygon of the series $F(t)$ (see [Ko2], [V1], [V2]). If we apply to such series the Weierstrass preparation theorem ([Ko1], [La3], [Man1] and 2.5) we see that in this case the function $F$ has only
a finite number of zeroes on $T$ (if it is not identicaly zero). In particular, consider the torsion subgroup $X_{S}^{\text {tors }} \subset X_{S}$. This subgroup is discrete in $X_{S}$ in its elements $\chi \in X_{S}^{\text {tors }}$ can be obviously identified with primitive Dirichlet characters $\chi \bmod M$ such that the support $S(\chi)=S(M)$ of the conducter of $\chi$ is contained in the fixed finite set $S$. This identification is provided by a fixed embedding

$$
i_{p}: \overline{\mathbf{Q}}^{\times} \hookrightarrow \mathbf{C}_{p}^{\times}
$$

if we note that each such character $\chi \in X_{S}^{\text {tors }}$ can be factorized through some finite factor group ( $\mathbf{Z} / M \mathbf{Z})^{\times}$:

$$
\chi: \mathbf{Z}_{S}^{\times} \rightarrow(\mathbf{Z} / M \mathrm{Z})^{\times} \rightarrow \overline{\mathbf{Q}}^{\times} \xrightarrow{i_{p}} \mathbf{C}_{p}^{\times}
$$

and the smallest such number $M$ coincides with the conductor of $\chi \in X_{S}^{\text {tors }}$.
The symbol $x_{p}$ will denote the composition of the natural projection $\mathbf{Z}_{S}^{\times} \rightarrow \mathbf{Z}_{p}^{\times}$ and of the natural embedding $\mathbf{Z}_{p}^{\times} \rightarrow \mathbf{C}_{p}^{\times}$, so that $x_{p} \in X_{S}$ and all integers $k$ can be considered as the characters $x_{p}^{k}: y \mapsto y^{k}$.

Consider a bounded $\mathrm{C}_{p}$-analytic function $F$ on $X_{S}$. The above statement about zeroes of bounded $\mathrm{C}_{p}$-analytic functions implies now that the function $F$ is uniquely defined by its values $F\left(\chi_{0} \chi\right)$, where $\chi_{0}$ is a fixed character and $\chi$ runs through all elements $\chi \in X_{S}^{\text {tors }}$ with possible exclusion of a finite number of such characters in each analyticity component of the decomposition (4.7). This condition is satisfied, for example, by the set of characters $\chi \in X_{S}^{\text {tors }}$ with the $S$-complete conductor (i.e. such that $S(\chi)=S$ ), and even for the smaller set of characters which is obtained by imposing the additional assumption that the character $\chi^{2}$ is not trivial (see [Man4], [Man6], [V1]).
4.3. The non-Archimedean Mellin transform. Let $\mu$ be a (bounded) $\mathbf{C}_{p^{-}}$ valuedmeasure on $\mathrm{Z}_{S}^{\times}$. Then the non-archimediian Mellin transform of the measure $\mu$ is defined by

$$
\begin{equation*}
L_{\mu}(x)=\mu(x)=\int_{\mathbf{Z}_{S}^{\times}} x d \mu \quad\left(x \in X_{S}\right) \tag{4.8}
\end{equation*}
$$

and defines a bounded $\mathrm{C}_{p}$-analytic function

$$
\begin{equation*}
L_{\mu}: X_{S} \rightarrow \mathbf{C}_{p} \tag{4.9}
\end{equation*}
$$

Indeed, the boundeness of the function $L_{\mu}$ is obvious since all characters $x \in X_{S}$ take values in $\mathcal{O}_{p}$ and $\mu$ also is bounded. The analyticity of this function expresses a general property of the integral (4.8), namely, the analytic dependence of it on the parameter $x \in X_{S}$. However, we give below a pure algebraic proof of this fact which is based on a description of the Iwasawa algelora. This description will also imply that every bounded $\mathrm{C}_{p}$-analytic function on $X_{S}$ is the Mellin transform of a certain measure $\mu$.
4.4. The Iwasawa algebra (see [La3], chapter XII). Let $\mathcal{O}$ be a closed subring in $\mathcal{O}_{p}=\left\{\left.z \in \mathbf{C}_{p}| | z\right|_{p} \leq 1\right\}, G=\lim -G_{i}(i \in I)$ a profinite group. Then the canonical homomorphism $G_{i} \stackrel{\pi_{i j}}{\leftrightarrows} G_{j}$ induces a homomorphism of the corresponding group rings

$$
\left.\mathcal{O}\left[G_{i}\right] \longleftarrow \mathcal{O} \mid G_{j}\right]
$$

Then the completed group ring $\mathcal{O}[[G]]$ is defined as the projective limit

$$
\mathcal{O}[[G]]=\lim _{i} \mathcal{O}\left[\left[G_{i}\right]\right] \quad(i \in I)
$$

Let us consider also the set $\operatorname{Distr}(G, \mathcal{O})$ of all $\mathcal{O}$-valued distributions on $G$ which itself is an $\mathcal{O}$-module and a ring with respect to multiplication given by the convolution, which defined in terms of families of functions

$$
\mu_{1}^{(i)}, \mu_{2}^{(i)}: G_{i} \rightarrow \mathcal{O}
$$

(see the previous section) as follows:

$$
\begin{equation*}
\left(\mu_{1} * \mu_{2}\right)^{(i)}(y)=\sum_{y=y_{1} y_{2}} \mu_{1}^{(i)}\left(y_{1}\right) \mu_{2}^{(i)}\left(y_{2}\right)\left(y_{1}, y_{2} \in G_{i}\right) \tag{4.10}
\end{equation*}
$$

Recall also that the $\mathcal{O}$-valued distributions are identified with $\mathcal{O}$-valued measures. Now we are going identify the $\mathcal{O}$-algebras $\mathcal{O}[[G]]$ and $\operatorname{Distr}(G, \mathcal{O})$. In the case when $G=\mathrm{Z}_{p}$ the algebra $\mathcal{O}[[G]]$ is called the Iwasawa algebra.
4.5.Theorem. (a) Under the notation of 4.4 there is the canonical isomorphism of $\mathcal{O}$-algebras

$$
\begin{equation*}
\operatorname{Distr}(G, \mathcal{O}) \xrightarrow{\sim} \mathcal{O}[[G]] ; \tag{4.11}
\end{equation*}
$$

(b) If $G=\mathbf{Z}_{p}$ then there is an isomorphism

$$
\begin{equation*}
\mathcal{O}[[G]] \underset{\sim}{\sim} \mathcal{O}[[X]], \tag{4.12}
\end{equation*}
$$

where $\mathcal{O}[[X]]$ is the ring of formal power series in $X$ over $\mathcal{O}$. The isomorphism (4.12) depends on a choice of the topological generator of the group $G=\mathbf{Z}_{p}$.
4.6. Formulas for coefficients of power series. We noticed above that the theorem 4.5 would imply a description of $\mathrm{C}_{p}$-analytic bounded functions on $X_{S}$ in terms of measures. Indeed, such functions are given on analyticity components of the decomposition (4.7) as certain power series with $p$-adicaly bounded coefficients, that is , power series, whose coefficients belong to $\mathcal{O}_{p}$ after multiplication by some non-zero constant from $\mathbf{C}_{p}^{\times}$. Formulas for the coefficients of such series can be also deduced from the proof of the theorem. However, we give a more direct computation of these coefficients in terms of the corresponding measures. Let us consider the component $a U_{p}$ of the set $\mathbf{Z}_{S}^{\times}$where

$$
a \in\left(\mathrm{Z} / p^{\nu} \mathrm{Z}\right)^{\times} \times \prod_{q \neq p} \mathrm{Z}_{q}^{\times},
$$

and let $\mu_{a}(x)=\mu(a x)$ be the corresponding measure on $U_{p}$ defined by the restriction of $\mu$ on the subset $a U_{p} \subset \mathbf{Z}_{S}^{\times}$. Consider the isomorphism $U_{p} \cong \mathbf{Z}_{p}$ given by

$$
y=\gamma^{x}\left(x \in \mathbf{Z}_{p}, y \in U_{p}\right)
$$

with some choice of the generator $\gamma$ of $U_{p}$ (for example, we can take $\gamma=1+p^{\nu}$ ). Let $\mu_{a}^{\prime}$ be the corresponding measure on $\mathrm{Z}_{p}$. Then this measure is uniquely determined by
values of the integrals

$$
\begin{equation*}
\int_{Z_{p}}\binom{x}{i} d \mu_{a}^{\prime}(x)=a_{i}, \tag{4.13}
\end{equation*}
$$

with the interpolation polynomials $\binom{x}{i}$, since the $\mathrm{C}_{p}$-span of the family

$$
\left\{\binom{x}{i}\right\}(i \in \mathbf{Z}, i \geq 0)
$$

is dense in $\mathcal{C}\left(\mathbf{Z}_{p}, \mathcal{O}_{p}\right)$ according to Mahler's interpolation theorem for continuous functions on $\mathbf{Z}_{p}$ (see [Mah]). Then it follows from the basic properties of the interpolation polynomials that

$$
\sum_{i} b_{i}\binom{x}{i} \equiv 0\left(\bmod p^{n}\right)\left(\text { for all } x \in \mathbf{Z}_{p}\right) \Longrightarrow b_{i} \equiv 0\left(\bmod p^{n}\right)
$$

We can now apply the abstract Kummer congruences (see 3.3), which imply that for arbitrary choice of numbers $a_{i} \in \mathcal{O}_{p}$ there exist a measure with the property (4.13).

On the other hand we state that the Mellin transform $L_{\mu_{a}}$ of the measure $\mu_{a}$ is given by the power series $F_{a}(t)$ with coefficients as in (4.13), that is

$$
\begin{equation*}
\int_{U_{\boldsymbol{p}}} \chi(t)(y) d \mu(a y)=\sum_{i=0}^{\infty}\left(\int_{\mathbf{Z}_{p}}\binom{x}{i} d \mu_{a}^{\prime}(x)\right)(t-1)^{i} \tag{4.14}
\end{equation*}
$$

for all wild characters of the form $\chi(t), \chi_{(t)}(\gamma)=t,|t-1|_{p}<1$. It suffices to show that (4.14) is valid for all characters of the type $y \mapsto y^{m}$, where $m$ is a positive integer. In order to do this we use the binomial expansion

$$
\gamma^{m x}=\left(1+\left(\gamma^{m}-1\right)\right)^{x}=\sum_{i=0}^{\infty}\binom{x}{i}\left(\gamma^{m}-1\right)^{i}
$$

from which follows that

$$
\begin{aligned}
& \int_{U_{p}} y^{m} d \mu(a y)=\int_{\mathbf{Z}_{p}} \gamma^{m x} d \mu_{a}^{\prime}(x)= \\
& \quad \sum_{i=0}^{\infty}\left(\int_{\mathbf{Z}_{p}}\binom{x}{i} d \mu_{a}^{\prime}(x)\right)\left(\gamma^{m}-1\right)^{i}
\end{aligned}
$$

establishing (4.14).
4.7. Example. The $S$-adic Mazur measure and the non- Archimedean Kubota - Leopoldt zeta function (see [La3], [Ku-Le], [Le2], [Wa]). Let us consider first a positive integer $c \in \mathbf{Z}_{S}^{\times} \cap \mathbf{Z}, c>1$ coprime to all prime numbers in $S$. Then for each complex number $s \in \mathbf{C}$ there exists a complex distribution $\mu_{s}^{c}$ on $G_{S}=\mathbf{Z}_{S}^{\times}$which uniquely determined by the following

$$
\begin{equation*}
\mu_{s}^{c}(\chi)=\left(1-\chi^{-1}(c) c^{-1-s}\right) L_{M_{0}}(-s, \chi) \tag{4.15}
\end{equation*}
$$

where $M_{0}=\prod_{q \in S} q$ ( see 3.1). Moreover, the right hand side of (4.15) is holomorphic for all $s \in \mathbf{C}$ including $s=-1$. If $s$ is an integer and $s \geq 0$ then according to criterion (3.4) the right-hand side of (4.15) belongs to the field

$$
\mathbf{Q}(\chi) \subset \mathbf{Q}^{\mathrm{ab}} \subset \overline{\mathbf{Q}}
$$

generated by the values of the character $\chi$, and we get a distribution with values in $\mathbf{Q}^{\text {ab }}$. If we now apply to (4.15) the fixed embedding $i_{p}: \overline{\mathbf{Q}} \hookrightarrow \mathbf{C}_{p}$ we get a $\mathbf{C}_{p}$-valued distribution $\mu^{(c)}=i_{p}\left(\mu_{0}^{c}\right)$ which turns out to be an $\mathcal{O}_{p}$-measure in view of 3.3 , and the following equality holds

$$
\mu^{(c)}\left(\chi x_{p}^{r}\right)=i_{p}\left(\mu_{r}^{c}(\chi)\right),
$$

which connects the special values of the Dirichlet $L$-functions at different non-positive points. The function

$$
\begin{equation*}
L(x)=\left(1-c^{-1} x(c)^{-1}\right)^{-1} L_{\mu^{(c)}}(x) \quad\left(x \in X_{S}\right) \tag{4.16}
\end{equation*}
$$

is uniquely defined and is holomorphic on $X_{S}$ with the exception of a simple pole at the point $x=x_{p} \in X_{S}$ and is called the non-Archimedean zeta-function of KubotaLeopoldt. The corresponding measure $\mu^{(c)}$ will be called the $S$-adic Mazur measure.

## §5. Complex valued distributions, associated with Euler products

5.1. In this section we give a general construction of distributions, attached to rather arbitrary Euler products. This construction provides a generalization of measures first introduced by Yu.I.Manin [Man4], B.Mazur and H.P.F.Swinnerton-Dyer [MazSD]. Our construction [Pa5], [Pa9] was already successfully used in several problems concerning the $p$-adic analytic continuation of Dirichlet series [Ar], [Co-Sch], [Sch].
5.2. Let $S$ be a fixed finite set of prime numbers and

$$
\begin{equation*}
\mathcal{D}(s)=\sum_{n=1}^{\infty} a_{n} n^{-s} \quad\left(s, a_{n} \in \mathbf{C}\right) \tag{5.1}
\end{equation*}
$$

be a Dirichlet series with the following multiplicativity property of its coefficients $a_{n}$ :

$$
\begin{equation*}
\mathcal{D}(s)=\prod_{q \in S} F_{q}\left(q^{-s}\right)^{-1} \sum_{\substack{n=11 \\(n, s)=1}}^{\infty} a_{n} n^{-s} \tag{5.2}
\end{equation*}
$$

where the condition $(n, S)=1$ means that $n$ is not divisible by any prime number from the set $S$, and $F_{q}(X)$ are polynomials with the constant term equal to 1:

$$
\begin{equation*}
F_{q}(X)=1+\sum_{i=1}^{m_{q}} A_{q, i} X^{i} \tag{5.3}
\end{equation*}
$$

We assume also that the series (5.1) is absolutely convergent in some right half plane $\operatorname{Re}(s)>1+c \quad(c \in \mathbf{R})$. This assumption is satisfied in most cases, for example, when
the coefficients $a_{n}$ satisfy the estimate $\left|a_{n}\right|=\mathcal{O}\left(n^{c}\right)$. For a Dirichlet character $\chi$ : $(\mathbf{Z} / M \mathbf{Z})^{\times} \rightarrow \mathbf{C}^{\times}$modulo $M \geq 1$ the twisted Dirichlet series is defined by

$$
\begin{equation*}
\mathcal{D}(s, \chi)=\sum_{n=1}^{\infty} \chi(n) a_{n} n^{-s} \tag{5.4}
\end{equation*}
$$

For all $s \in \mathbf{C}$ such that the series (5.1) is absolutely convergent and $x \in \mathbf{Q}$ let us define the function $P_{s}: \mathbf{Q} \rightarrow \mathbf{C}$ by the equality

$$
\begin{equation*}
P_{s}(x)=\sum_{n=1}^{\infty} e(n x) a_{n} n^{-s} \quad e(x)=\exp (2 \pi i x) \tag{5.5}
\end{equation*}
$$

Using the functions (5.5) we construct distributions $\mu_{s}$ on the compact group $\mathbf{Z}_{S}^{\times}$ such that for every primitive Dirichlet charactder $\chi$ viewed as a homomorphism $\chi$ : $\mathbf{Z}_{S}^{\times} \rightarrow \mathbf{C}^{\times}$the value of the series $\mathcal{D}(S, \bar{\chi})$ at $s$ with $\operatorname{Re}(s)>1+c$ is expressed in a canonical way in terms of the integral

$$
\int_{\mathbf{Z}_{s}^{\times}} \chi d \mu_{s} \stackrel{\text { def }}{=} \sum_{\substack{a \\ \text { mod } M \\(a, s)=1}} \chi(a) \mu_{s}(a+(M)) .
$$

Let for every $q \in S, \alpha(q)$ denote a fixed root of the inverse polynomial

$$
X^{m_{q}} F_{q}\left(X^{-1}\right)=X^{m_{q}}+\sum_{i=1}^{m_{q}} A_{q, i} X^{m_{q}-i}
$$

(that is, an inverse root of $F_{q}(X)$ ). Suppose that $\alpha(q) \neq 0$ for every $q \in S$, and extend by multiplicativity the definition of numbers $\alpha(n)$ to all positive integers whose support is contained in $S$ :

$$
\alpha(n)=\prod_{q \in S} \alpha(q)^{\text {ord }_{q} n} \quad(S(q) \subset S)
$$

Let us define an auxiliary polynomial

$$
\begin{equation*}
H_{q}(X)=1+\sum_{i=1}^{m_{q}-1} B_{q, i} X^{i} \tag{5.6}
\end{equation*}
$$

by means of the relation

$$
\begin{equation*}
F_{q}(X)=(1-\alpha(q) X) H_{q}(X), \tag{5.7}
\end{equation*}
$$

which imply the identities

$$
\begin{equation*}
B_{q, i}=-\sum_{j=i+1}^{m_{q}} A_{q, j} \alpha(q)^{i-j}\left(i=1, \cdots, m_{q}-1\right) \tag{5.8}
\end{equation*}
$$

for the coefficients of the polynomial (5.6). Let us also introduce the following finite Euler product

$$
\begin{equation*}
\sum_{S(n) \subset S} B^{S}(n) n^{-s}=\prod_{q \in S} H_{q}\left(q^{-s}\right), \tag{5.9}
\end{equation*}
$$

in which the coefficients $B^{S}(n)$ are given by means of (5.8), namely,

$$
B^{S}(n)=\prod_{q \in S} B^{S}\left(q^{\text {ord }_{q} n}\right) \quad(S(n) \subset S)
$$

with

$$
B^{S}\left(q^{i}\right)= \begin{cases}B_{q, i}, & \text { for } i<m_{q}  \tag{5.10}\\ 0, & \text { otherwise }\end{cases}
$$

Now we state the main result of the section.
5.3. Theorem. (a) For any choice of the inverse roots $\alpha(q) \neq 0,(q \in S$ and for any $s$ from the convergency region of the series (5.1) there exists a distribution $\mu_{s}=\mu_{s, \alpha}$ on $\mathbf{Z}_{S}^{\times}$whose values on open compact subsets of the type $a+(M) \subset \mathbf{Z}_{S}^{\times}$are given by the following

$$
\begin{equation*}
\mu_{s}(a+(M))=\frac{M^{s-1}}{\alpha(M)} \sum_{S(n) \subset S} B^{S}(n) P_{s}\left(\frac{a n}{M}\right) n^{-s}, \tag{5.11}
\end{equation*}
$$

so that the sum in (5.11) is finite and the numbers $B^{S}(n)$ are defined by (5.10).
(b) For any primitive Dirichlet character $\chi$ viewed as a function $\chi: \mathbf{Z}_{S}^{\times} \rightarrow \mathbf{C}^{\times}$the following equality holds

$$
\begin{align*}
\int_{\mathbf{z}_{s}^{\times}} \chi d \mu_{s}= & \prod_{q \in S \backslash S(\chi)}\left(1-\chi(q) \alpha(q)^{-1} q^{-s}\right) H_{q}\left(\bar{\chi}(q) q^{-s}\right) \times  \tag{5.12}\\
& \times \frac{C_{\chi}^{s-1}}{\alpha\left(C_{\chi}\right)} G(\chi) \mathcal{D}(s, \bar{\chi}),
\end{align*}
$$

with

$$
G(\chi)=\sum_{a \bmod C_{x}} \chi(a) e\left(\frac{a}{C_{\chi}}\right)
$$

being the Gauss sum, $C_{x}$ the conductor, and $S(\chi)$ the support of the conductor of $\chi$.
5.4. The following proof of this theorem differs from that given in [Pan5] and is based on the compatibility criterion (3.4). We check that the sum

$$
\begin{equation*}
\sum_{\substack{a \bmod M \\(a, s)=1}} \chi(a) \mu_{s}(a+(M)) \tag{5.13}
\end{equation*}
$$

does not depend on the choice of a positive integer $M$ with the condition $C_{\chi} \mid M, S(M)=$ $S$. This will be provided by a calculation which also implies that (5.13) coincides with the right hand side of (5.12) (and therefore is independent of M ).
5.5.Lemma. For an arbitrary positive integer $n$ and $C_{\chi} \mid M$ put

$$
G_{n, M}=\sum_{\substack{a \bmod M \\(a, S)=1}} \chi(a) e(a n / M)
$$

then the following holds

$$
G_{n, M}(\chi)=\frac{M}{C_{\chi}} G(\chi) \sum_{d \mid\left(M / C_{\chi}\right)} \mu(d) d^{-1} \chi(d) \delta\left(\frac{d n}{\left(M / C_{\chi}\right)}\right) \bar{\chi}\left(\frac{d n}{\left(M / C_{\chi}\right)}\right)
$$

in which $\mu$ denotes the Möbius function, $\delta(x)=1$ or 0 according as $x \in \mathbf{Z}$ or not, and we assume that the character $\chi$ is primitive modulo $C_{\chi}$.

The proof of the lemma is deduced from the well known property of the Möbius function:

$$
\sum_{d \mid n} \mu(d)= \begin{cases}1, & \text { if } n=1 \\ 0, & \text { if } n_{\iota} 1\end{cases}
$$

Consequently, $G_{n, M}$ takes the following form:

$$
\begin{aligned}
& \sum_{\substack{d \mid(a, M) \\
\text { and } \\
\bmod _{\bmod }}} \mu(d) \chi(a) e(a n / M)= \\
& \sum_{d \mid M} \mu(d) \sum_{a_{1} \bmod M / d} \chi\left(d a_{1}\right) e\left(d a_{1} n / M\right)= \\
& \sum_{d \mid M} \mu(d) d^{-1} \chi(d) \sum_{a_{1} \bmod M} \chi\left(a_{1}\right) e\left(d a_{1} n / M\right)= \\
& \sum_{d \mid\left(M / C_{X}\right)} \mu(d) d^{-1} \chi(d) \delta\left(\frac{d n}{\left(M / C_{\chi}\right)}\right)_{a_{1} \bmod M} \sum^{\sum\left(a_{1}\right) e\left(d a_{1} n, M,\right),}
\end{aligned}
$$

since $\chi\left(a_{1}\right)$ depend only on $a_{1} \bmod C_{\chi}$, and

$$
e\left(a_{1} d n / M\right)=e\left(\left(a_{1} / C_{x}\right)\left(d n /\left(M / C_{x}\right)\right)\right)
$$

In the above equality we changed the order of summation, then we replaced the index of summation $a$ by $d a_{1}$ and extended the system of residue classes $a_{1} \bmod M / d$ to $a_{1} \bmod M$. Now we transform the summation into that one modulo $C_{\chi}$. It remains to use the well known property of Gauss sums (see, for example, [Shi1], lemma 3.63):

$$
G_{n, C_{x}}(\chi)=\bar{\chi}(n) G(\chi),
$$

establishing the lemma.
5.6. In order to deduce the theorem, we now transform (5.13), taking into account the definition (5.11) and lemma 5.5:

$$
\begin{align*}
& \frac{M^{s-1}}{\alpha(M)} \sum_{\substack{\text { mod } M=\\
(a, M)=1}} \chi(a) \sum_{n} B^{S}(n) n^{-s} \sum_{n_{1}} a_{n_{1}} e\left(\frac{a n n_{1}}{M}\right) n_{1}^{-s}= \\
& \frac{M^{s-1}}{\alpha(M)} \sum_{n} \sum_{n_{1}} B^{S}(n) n^{-s} a_{n_{1}} n_{1}^{-s} G_{n n_{1}, M}(\chi)=  \tag{5.14}\\
& \frac{M^{s}}{\alpha(M) C_{\chi}} G(\chi) \sum_{n} \sum_{n_{1}} B^{S}(n) n^{-s} a_{n_{1}} n_{1}^{-s} \times \\
& \times \sum_{d \mid\left(M / C_{\chi}\right)} \frac{\mu(d)}{d} \chi(d) \delta\left(\frac{d n n_{1}}{\left(M / C_{\chi}\right)}\right) \bar{\chi}\left(\frac{d n n_{1}}{\left(M / C_{\chi}\right)}\right)
\end{align*}
$$

From the last formula we see that non-vanishing terms in the sum over $n$ and $n_{1}$ must satisfy the condition $\left(M / C_{\chi} d\right) \mid n n_{1}$. Let us now split $n_{1}$ into two factors $n_{1}=n_{1}^{\prime} \cdot n_{1}^{\prime \prime}$ so that $S\left(n_{1}^{\prime}\right) \subset S$, and $\left(n_{1}^{\prime \prime}, S\right)=1$. Then

$$
\begin{equation*}
\bar{\chi}\left(\frac{d n n_{1}}{\left(M / C_{x}\right)}\right)=\bar{\chi}\left(n_{1}^{\prime \prime}\right) \bar{\chi}\left(\frac{n n_{1}^{\prime}}{\left(M / C_{x} d\right)}\right) \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta\left(\frac{d n n_{1}}{\left(M / C_{x}\right)}\right)=\delta\left(\frac{n n_{1}^{\prime}}{\left(M / C_{x} d\right)}\right) \tag{5.15a}
\end{equation*}
$$

since $\left(n_{1}^{\prime \prime}, M\right)=1$. According to (5.2) one has

$$
\begin{equation*}
\sum_{S\left(n_{1}^{\prime}\right) \subset S} a_{n_{1}^{\prime}} n_{1}^{\prime-s}=\prod_{q \in S} F_{q}\left(q^{-s}\right)^{-1} \tag{5.16}
\end{equation*}
$$

. Now we use the definition of the finite Euler product (5.9) and of the polynomials $H_{q}(X)$ which we rewrite here in the form

$$
\sum_{n} B^{S}(n) n^{-s} \prod_{q \in S} F_{q}\left(q^{-s}\right)^{-1}=\prod_{q \in S}\left(1-\alpha(q) q^{-s}\right)^{-1}
$$

Consequently,

$$
\sum_{n} B^{S}(n) n^{-s} \sum_{S\left(n_{1}^{\prime}\right) \subset S} a_{n_{1}^{\prime}} n_{1}^{\prime-s}=\sum_{S\left(n_{2}\right) \subset S} a_{n_{2}} n_{2}^{-s}
$$

and for $S\left(n_{2}\right) \subset S$ we have that

$$
\begin{equation*}
\alpha\left(n_{2}\right)=\sum_{n_{2}=n \cdot n_{1}^{\prime}} B^{S}(n) a_{n_{1}^{\prime}} \tag{5.17}
\end{equation*}
$$

Keeping in mind (5.15) and (5.15a) we transform (5.14) to the following

$$
\begin{align*}
& \frac{M^{s}}{\alpha(M) C_{\chi}} G(\chi) \sum_{n} \sum_{d \mid\left(M / C_{x}\right)} \frac{\mu(d)}{d} \chi(d) \sum_{\left(n_{1}^{\prime}, S\right)=1} \bar{\chi}\left(n_{1}^{\prime \prime}\right) a_{n_{1}^{\prime \prime}} n_{1}^{\prime \prime-s} \times  \tag{5.18}\\
& \times \sum_{n, n_{1}^{\prime}} B^{S}(n) a_{n_{1}^{\prime}}\left(n n_{1}^{\prime}\right)^{-s} \delta\left(\frac{n n_{1}^{\prime}}{\left(M / C_{\chi} d\right)}\right) \bar{\chi}\left(\frac{n n_{1}^{\prime}}{\left(M / C_{\chi} d\right)}\right) .
\end{align*}
$$

Now we transform (5.18) with help of the relation (5.17), taking into account that non-zero summands can only occur for such $n_{2}=n n_{1}^{\prime}$ which are divisible by $M /\left(C_{\chi} d\right)$, i.d. we put $n_{2}=\left(M / C_{\chi} d\right) n_{3}, S\left(n_{3}\right) \subset S$. We also note that by the definition of our Dirichlet series we have

$$
\sum_{n, n_{1}^{\prime}} B^{S}(n) a_{n_{1}^{\prime}}\left(n n_{1}^{\prime}\right)^{-s}=\mathcal{D}(s, \bar{\chi}) \prod_{q \in S \backslash S(\chi)} F_{q}\left(\bar{\chi}(q) q^{-s}\right) .
$$

Therefore (5.18) transforms to the following:

$$
\begin{aligned}
& \frac{M^{s}}{\alpha(M) C_{\chi}} G(\chi) \\
& \prod_{q \in S \backslash S(\chi)} F_{q}\left(\bar{\chi}(q) q^{-s}\right) \times \\
& \sum_{d \mid\left(M / C_{\chi}\right)} \frac{\mu(d)}{d} \chi(d) \sum_{S\left(n_{3}\right) \subset S} \bar{\chi}\left(n_{3}\right) \alpha\left(\frac{n_{3} M}{C_{\chi} d}\right)\left(\frac{n_{3} M}{C_{\chi} d}\right)^{-s}= \\
& \frac{C_{\chi}^{s-1}}{\alpha\left(C_{\chi}\right)} G(\chi) \mathcal{D}(s, \bar{\chi}) \prod_{q \in S \backslash S(\chi)} F_{q}\left(\bar{\chi}(q) q^{-s}\right) \times \\
& \times \sum_{d \mid\left(M / C_{\chi}\right)} \mu(d) d^{s-1} \chi(d) \alpha(d)^{-1} \sum_{S\left(n_{3}\right) \subset S} \bar{\chi}\left(n_{3}\right) \alpha\left(n_{3}\right) n_{3}^{-s}
\end{aligned}
$$

The proof of the theorem is accomplished by noting that

$$
\begin{aligned}
& \sum_{d \mid\left(M / C_{X}\right)} \mu(d) d^{s-1} \chi(d) \alpha(d)^{-1}=\prod_{q \in S \backslash S(x)}\left(1-\chi(q) \alpha(q)^{-1} q^{s-1}\right), \\
& \sum_{S\left(n_{3}\right) \subset S} \bar{\chi}\left(n_{3}\right) \alpha\left(n_{3}\right) n_{3}^{-s}=\prod_{q \in S \backslash S(\chi)}\left(1-\bar{\chi}(q) \alpha(q) q^{-s}\right)^{-1}= \\
& \prod_{q \in S \backslash S(\chi)} F_{q}\left(\bar{\chi}(q) q^{-s}\right)^{-1} H_{q}\left(\bar{\chi}(q) q^{-s}\right) .
\end{aligned}
$$

5.7. Concluding remarks. This construction admits a generalization $[\mathrm{Pa} 7]$ to the case of rather general Euler products over prime ideals in algebraic number fields. These Euler products have the form

$$
\mathcal{D}(s)=\sum_{\mathrm{n}} a_{\mathrm{n}} \mathcal{N}(\mathfrak{n})^{-s}=\prod_{\mathfrak{p}} F_{\mathrm{p}}\left(\mathcal{N}(\mathfrak{p})^{-s}\right)^{-1}
$$

where $n$ runs over the set of integral ideals, and $\mathfrak{p}$ over the set of prime ideals of the ring of integers $\mathcal{O}_{K}$ of a number field $K$, with $\mathcal{N}(\mathbf{n})$ denoting the adsolute norm of an
ideal $\mathfrak{n}$, and $F_{\mathrm{p}} \in \mathrm{C}[X]$ being polynomials with the condition $F_{\mathrm{p}}(0)=1$. In $[\mathrm{Pa} 7]$ we constructed certain canonical distributions, which provide integral representations for special values of Dirichlet series of the type

$$
\mathcal{D}(s, \chi)=\sum_{\mathbf{n}} \chi(\mathfrak{n}) a_{\mathrm{n}} \mathcal{N}(\mathbf{n})^{-s},
$$

where $\chi$ denote a Hecke character of finite order, whose conductor consists only of prime ideals beloning to a fixed finite set $S$ of non-Archimedean places of $K$. The main result of [ Pa 7 ] provides a generalization of theorem 4.2 of the ealier work of Yu.I.Manin [Man6].

However, in the construction of non-Archimedean convolutions of Hilbert modular forms given below in chapter 2, we give another approach to local distributions, which is quite different of that given above and is applicable only to certain Dirichlet series (namely, to convolutions of Rankin type).

## Chapter 2. Non-Archimedean convolutions of Hilbert modular forms

## §0. Introduction

0.1. Now let $p$ be a prime number and $S$ a finite set of primes containing $p$. In this chapter we discuss convolutions of Hilbert modular forms and construct their $S$-adic analogues; they correspond to certain automorphic forms on the group $G=\mathrm{GL}_{2} \times \mathrm{GL}_{2}$ over a totally real field $F$ and reduced to zeta functions of the form

$$
\begin{equation*}
L(s, \mathbf{f}, \mathrm{~g})=\sum_{\mathbf{n}} C(\mathbf{n}, \mathbf{f}) C(\mathfrak{n}, \mathbf{g}) \mathcal{N}(\mathfrak{n})^{-s} \tag{0.1}
\end{equation*}
$$

where $\mathbf{f}, \mathbf{g}$ are Hilbert automorphic forms of "holomorphic type" over $F$, with $C(\mathbf{n}, \mathbf{f}), C(\mathbf{n}, \mathbf{g})$ being their normalized Fourier coefficients (enumerated by integral ideals $\mathfrak{n}$ of the ring of integers $\left.\mathcal{O}_{F} \subset F\right)$. We consider the functions $\mathbf{f}, \mathrm{g}$ as being defined on the adelized group $G_{\mathbf{A}}=\mathrm{GL}_{2}\left(\mathbf{A}_{F}\right)$, where $\mathbf{A}_{F}$ is the ring of adeles of $F$ and we assume that $\mathbf{f}$ is a primitive cusp form of scalar weight $k \geq 2$ and of conductor $\mathfrak{c}(\mathbf{f}) \subset \mathcal{O}_{F}$ with the charachter $\psi$ and g a primitive cusp form of weight $l<k$ and of conductor $\mathbf{c}(\mathbf{g})$ with the character $\omega,\left(\psi, \omega: \mathbf{A}_{F}^{\times} \rightarrow \mathbf{C}^{\times}\right.$being Hecke characters of finite order). The non-Archimedean construction is based on the algebraicity properties of the special values of the function $L(s, \mathrm{f}, \mathrm{g})$ at the points $s=l, \cdots, k-1$ up to some constant involving the Petersson imner product $\langle\mathbf{f}, \mathbf{f}\rangle$ of the automorphic form $\mathbf{f}$ [Shi6]. Our theorem about non-Archimedean interpolation is equivalent to certain generalized Kummer congruences for these special values.
0.2. We need some more notations for the precise formulation of the result (in a simplified form). Let $\psi^{*}, \omega^{*}$ be the ideal group characters of $F$ associated with $\psi, \omega$ and let

$$
\begin{equation*}
L_{c}(s, \psi \omega)=\sum_{\mathfrak{n}+c=\mathcal{O}_{F}} \psi^{*}(\mathfrak{n}) \omega^{*}(\mathfrak{n}) \mathcal{N}(\mathfrak{n})^{-s}=\prod_{p+c=\mathcal{O}_{F}}\left(1-\psi^{*}(\mathfrak{p}) \omega^{*}(\mathfrak{p}) \mathcal{N}(\mathfrak{p})^{-s}\right)^{-1} \tag{0.2}
\end{equation*}
$$

be the correspoding Hecke $L$-function with $\mathbf{c}=\mathfrak{c}(\mathbf{f}) \mathfrak{c}(\mathbf{g})$. We now define the normalized zeta function

$$
\Psi(s, \mathbf{f}, \mathbf{g})=\gamma_{n}(s) L_{\mathbf{c}}(2 s+2-k-l, \psi \omega) L(s, \mathbf{f}, \mathbf{g})
$$

where $n=[F: \mathbf{Q}]$ is the degree of $F$,

$$
\gamma(s)=(2 \pi)^{-2 n s} \Gamma(s)^{n} \Gamma(s+1-l)^{n}
$$

being the gamma-factor. Then the function $\Psi(s, \mathbf{f}, \mathbf{g})$ admits a holomorphic analytic continuation over the whole comlex plane and satisfies certain functional equation [Ja], [Shi6]. Put $\Omega(\mathbf{f})=\langle\mathbf{f}, \mathbf{f}\rangle_{\mathbf{c}(\mathbf{f})}$, then the number

$$
\begin{equation*}
\frac{\Psi(l+r, \mathbf{f}, \mathbf{g})}{(2 \pi i)^{n(1-l)} \Omega(\mathbf{f})} \text { is algebraic for all integers } r \text { with } 0 \leq r \leq k-l-1 \tag{0.3}
\end{equation*}
$$

For the non-Archimedean construction we introduce the $S$-adic completion

$$
\mathcal{O}_{S}=\prod_{q \in S}\left(\mathcal{O}_{F} \otimes \mathbf{Z}_{q}\right)=\prod_{\mathfrak{p} \mid q \in S} \mathcal{O}_{\mathfrak{p}}
$$

of the ring $\mathcal{O}_{F}$. Put

$$
S_{F}=\{\mathfrak{p} \mid \mathfrak{p} \text { divides } q \in S\}
$$

and let $\operatorname{Gal}_{S}=\operatorname{Gal}(F(S) / F)$ be the Galois group of the maximal abelian extension of $F$ unramified outside $S$ and $\infty$.

The non-Archimedean $L$-functions will be defined on the $p$-adic analytic Lie group

$$
\mathcal{X}_{S}=\operatorname{Hom}_{\text {contin }}\left(\mathrm{Gal}_{S}, \mathbf{C}_{p}^{\times}\right)
$$

consisting of all continuouos $p$-adic characters of the Galois group $\mathrm{Gal}_{S}$ with $\mathbf{C}_{p}$ being the Tate field. Elements of finite order $\chi \in \mathcal{X}_{S}$ can be obviously identified with those Hecke characters of finite order whose conductors are divisible only by prime divisors belonging to $S_{F}$, via the decomposition

$$
\chi: \mathbf{A}_{F}^{\times} \xrightarrow{\text { class field theory }} \mathrm{Gal}_{S} \rightarrow \overline{\mathbf{Q}}^{\times} \xrightarrow{i_{p}} \mathbf{C}_{p}^{\times} .
$$

Let us denote by the same letter $\chi$ both Hecke characters and the corresponding elements of $\mathcal{X}_{S}$. There is a natural homomorphism

$$
\begin{equation*}
\mathcal{N}: \operatorname{Gal}_{S} \rightarrow \operatorname{Gal}(\mathbf{Q}(S) / \mathbf{Q}) \cong \mathbf{Z}_{S}^{\times}=\prod_{q \in S} \mathbf{Z}_{q}^{\times} \tag{0.4}
\end{equation*}
$$

defined by the restriction of Galois automorphisms from $F(S)$ to $\mathbf{Q}(S)$, and we denote by $\mathcal{N} x_{p}$ the composition of this homomorphism with the natural projection $\prod_{q} \mathbf{Z}_{q}^{\times} \rightarrow \mathbf{Z}_{p}^{\times}$ and the inclusion $\mathbf{Z}_{p}^{\times} \subset \mathbf{C}_{p}^{\times}$

Our essential assumption is that that the cusp form $\mathbf{f}$ is $p$-ordinary, i.e. for the fixed embedding $\overline{\mathbf{Q}} \hookrightarrow \mathbf{C}_{p}$ and for all $\mathfrak{p} \mid p$ there exists such a root $\alpha(\mathfrak{p})$ of Hecke $\mathfrak{p}$-polynomial of f that $\left|i_{p}(\alpha(p))\right|_{p}=1$. We then fix such roots $\alpha(p)$ and extend the definition of $\alpha(\mathfrak{m})$ to all integral ideals $\mathfrak{m} \subset \mathcal{O}_{F}$ by multiplicativity.
0.3. Theorem (On non-Archimedean convolutions of Hilbert modular forms)

Under the above notations and assumptions there exists a bounded $\mathrm{C}_{p}$-analytic function $\Psi_{S}: \mathcal{X}_{S} \rightarrow \mathrm{C}_{p}$ uniquely defined by the condition: for each Hecke character of finite order $\chi \in \mathcal{X}_{S}^{\text {tors }}$ the following equality holds

$$
\Psi_{S}(\chi)=i_{p}\left[D_{F}^{2 l} \omega^{*}(\mathfrak{m}) \frac{\tau(\chi)^{2} \mathcal{N} \mathfrak{m}^{l-1}}{\alpha(\mathfrak{m})^{2}} \frac{\Psi\left(l, \mathbf{f}, \mathbf{g}^{\rho}(\bar{\chi})\right)}{(-2 \pi i)^{n(1-l)}\langle\mathbf{f}, \mathbf{f}\rangle}\right]
$$

where $D_{F}$ is the discriminant of $F, \tau(\chi)$ being the Gauss sum of $\chi$, and $\mathbf{g}^{\rho}(\chi)$ the cusp form obtained from $g$ by complex conjugation of its Fourier coefficients and by twisting it then with the character $\chi$.
0.4. This result is also valid for the special values $\Psi(l+r, \mathbf{f}, \mathbf{g})$ with $r=1, \cdots k-l$, if we replace $\chi \in \mathcal{X}_{S}$ by $\chi \mathcal{N} x_{p}^{r} \in \mathcal{X}_{S}$ (see the Main theorem in $\S 2$ ).

Recently this construction was extended by Mi Ving Quang (Moscow University) to the non-p-ordinary, i.e. supersingular case, when $\mid i_{p}\left(\left.\alpha(p)\right|_{p}<1\right.$ for all $p \mid p$ (at least when $F=\mathbf{Q}$ ). In this situation the functions $\Psi_{S}$ are also uniquely defined by the condition that they have only a prescribed logarithmic growth on $\mathcal{X}_{S}$.
0.5. Content of the chapter. We recall in $\S 1$ some basic facts about Hilbert modular forms and their Fourier coefficients. The precise formulation of the main result
of the chapter is given in $\S 2$. The most important element of our construction is the complex valued distributions $\tilde{\mu}_{\text {, }}$ on the Galois group $\mathrm{Gal}_{S}$ introduced in $\S 3$. We establish algebraicity properties of these distributions in $\S 4$ by means of the Rankin-Shimura integral representation for $s=l, \cdots, k-1$. After application of the fixed embedding $i_{p}: \overline{\mathbf{Q}} \hookrightarrow \mathbf{C}_{p}$ these values become $p$-adic numbers and define $p$-adic measures on $\mathcal{X}_{S}$ ; then the function $\Psi_{S}$ of the Main theorem is built as the non-Archimedean Mellin transform of the $p$-adic measure $i_{p}\left(\tilde{\mu}_{l}\right)$.

## Notations

Let the symbols

$$
\mathcal{O}_{F}, I, F_{\mathrm{A}}, F_{\mathbf{A}}^{\times}, \mathfrak{d} \subset \mathcal{O}_{F}, D_{F}=\mathcal{N}(\mathfrak{d})
$$

denote, respectively, the maximal order (ring of integers), the group of fractional ideals, the ring of adeles, the group of ideles, the different and the discriminant of the totally real field $F$ of degree $n$ over $Q$. Let $\Sigma=\Sigma_{\infty} \cup \Sigma_{0}$ denote the set of places (i.e. classes of normalized valuations) of $F$ where $\Sigma_{\infty}=\left\{\infty_{1}, \cdots, \infty_{n}\right\}$ are archimedean places, $\Sigma_{0}=\left\{\mathfrak{p}=\mathfrak{p}_{v} \subset \mathcal{O}_{F}\right\}$ finite (non-Archimedean) places, so that if $|\cdot|_{v}$ be the corresponding normalized valuations then the product formula hplds

$$
\prod_{v}|x|_{v}=1 \quad\left(x \in F^{\times}, \quad v \in \Sigma\right)
$$

The archimedean places are induced by the real embeddings of $F: x \mapsto x^{(\nu)} \in \mathbf{R} \quad(\nu=$ $1, \cdots, n$ ). An element $x \in F^{\times}$is called totally positive ( $x \gg 0$ ) if one has $x^{(\nu)}>0$ for all $\nu$ and let $F_{+}^{\times}$clenote the multiplicative group of all totally positive elements of $F$. We put also $F_{\infty}=F \otimes_{\mathbf{Q}} \mathbf{R} \cong \mathbf{R}^{n} \subset F_{\mathbf{A}}$, and let $\hat{F} \cong \hat{\mathcal{O}_{F}} \otimes_{\mathbf{Z}} \mathbf{Q} \subset F_{\mathbf{A}}$ be the subring of finite adeles where $\hat{\mathcal{O}_{F}}$ is the profinite completion of the ring $\mathcal{O}_{F}$ (with respect to all its ideals). Then $F_{\mathbf{A}}=F_{\infty} \oplus \hat{F}$, and for an adele $x=\left(x_{v}\right)_{v \in \Sigma}$ we write $x=x_{\infty}+x_{0}$ where $x_{\infty} \in F_{\infty}, x_{0} \in \hat{F}$. On the other hand there is the decomposition $F_{\mathbf{A}}^{\times}=F_{\infty}^{\times} \times \hat{F}^{\times}$ and we often use the convenient though slitly ambiguous notation $y=y_{\infty} \cdot y_{0}$ with $y_{\infty} \in F_{\infty}^{\times}, y_{0} \in \hat{F}^{\times}$. For the idele $y \in F_{\mathbf{A}}^{\times}$let the symbol $\tilde{y} \in I$ denote the fractional ideal associated with $y$ so that one has $\tilde{y} \hat{\mathcal{O}}_{F}=y_{0} \widehat{\mathcal{O}}_{F}$.

## §1. Hilbert modular forms

1.1. The group. We consider here the group $\mathrm{GL}_{2}(F)$ as the group $G_{\mathbf{Q}}$ of all Q-rational points of a $\mathbf{Q}$-subgroup $G \subset G L_{2 n}$. Then the adelization $G_{\mathbf{A}}=G(\mathbf{A})$ can be identified with the product

$$
\mathrm{GL}_{2}\left(F_{\mathbf{A}}\right) \cong G_{\infty} \times G_{\widehat{\mathbf{Q}}},
$$

where

$$
G_{\infty}=\mathrm{GL}_{2}\left(F_{\infty}\right) \cong \mathrm{GL}_{2}(\mathrm{R})^{n}, \quad G_{\widehat{\mathbf{Q}}}=\mathrm{GL}_{2}(\widehat{F})
$$

The subgroup

$$
G_{\infty}^{+} \cong \mathrm{GL}_{2}^{+}(\mathbf{R})^{n} \subset G_{\infty}
$$

consists of all elements

$$
\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right), \quad \alpha_{\nu}=\binom{\alpha_{\nu} \beta_{\nu}}{\gamma_{\nu} \delta_{\nu}}
$$

such that for all $\nu=1, \cdots, n$ one has $\operatorname{det} \alpha_{\nu}>0$. Every element $\alpha \in G_{\infty}^{+}$acts on the product $\mathfrak{H}^{n}$ of the $n$ copies of the upper half plane by the formula

$$
\alpha\left(z_{1}, \cdots, z_{n}\right)=\left(\alpha_{1}\left(z_{1}\right), \cdots, \alpha_{n}\left(z_{n}\right)\right)
$$

where

$$
\alpha_{\nu}\left(z_{\nu}\right)=\left(a_{\nu} z_{\nu}+b_{\nu}\right) /\left(c_{\nu} z_{\nu}+d_{\nu}\right.
$$

For $z=\left(z_{1}, \cdots, z_{n}\right)$ we put $\{z\}=z_{1}+\cdots+z_{n}$ and $e_{F}(z)=e(\{z\})$, with $e(x)=$ $\exp (2 \pi i x)$. Let $\mathbf{i}=(i, \cdots, i) \in \mathfrak{N}^{n}$, then

$$
\left\{\alpha \in G_{\infty}^{+} \mid \alpha(\mathbf{i})=\mathbf{i}\right\} / \mathbf{R}_{+}^{\times} \cong S O(2)^{n}
$$

is a maximal compact subgroup in $G_{\infty}^{+} / \mathbf{R}_{+}^{\times}$. For $\alpha \in G_{\infty}^{+}$, an integer $k$ and an arbitrary function $f: \mathfrak{S}^{\boldsymbol{n}} \rightarrow \mathbf{C}$ we use the notation

$$
\left(\left.f\right|_{k} \alpha\right)(z)=\mathcal{N}(c z+d)^{-k} f(\alpha(z)) \mathcal{N} \operatorname{det}(\alpha)^{k / 2}
$$

with $\mathcal{N}(z)^{k}=z_{1}^{k} \cdots z_{n}^{k}$. Let $\mathfrak{c} \subset \mathcal{O}_{F}$ be an integral ideal, $\mathfrak{c}_{\mathfrak{p}}=\mathfrak{c} \mathcal{O}_{p}$ its $\mathfrak{p}$ - part, $\mathfrak{d}_{\mathfrak{p}}=\mathfrak{d} \mathcal{O}_{\mathfrak{p}}$ the local different. We will use the open subgroups $W=W_{c} \subset G_{\mathrm{A}}$ defined by

$$
\begin{align*}
& W=G_{\infty}^{+} \times \prod_{\mathfrak{p}} W(\mathfrak{p}) \\
& W(\mathfrak{p})=  \tag{1.1}\\
& \quad\left\{\left.\left(\begin{array}{l}
a b \\
c \\
c
\end{array}\right) \in \mathrm{GL}_{2}\left(F_{\mathfrak{p}}\right) \right\rvert\, b \in \mathcal{O}_{\mathfrak{p}}^{-1}, c \in \mathfrak{o}_{\mathrm{p}} c_{p}, a, d \in \mathcal{O}_{\mathrm{p}}, a d-b c \in \mathcal{O}_{p}^{\times}\right\} .
\end{align*}
$$

Let $h=\left|\widetilde{C l_{F}}\right|$ be the number of ideal classes of $F$ (in the narrow sense),

$$
\widetilde{C l_{F}}=I /\left\{(x) \mid x \in F_{+}^{\times}\right\},
$$

and let us choose the ideles $t_{1}, \cdots, t_{h}$ so that $\tilde{t}_{\lambda} \subset \mathcal{O}_{F}$ form a complete system of representatives for $\widetilde{C l_{F}},\left(t_{\lambda}\right)_{\infty}=1$ and $\tilde{t}_{\lambda}+\mathrm{m}_{0}=\mathcal{O}_{F}\left(\lambda=1, \cdots, h, \mathrm{~m}_{0}=\prod_{\mathrm{q} \in S_{F}} \mathfrak{q}\right)$. Put $x_{\lambda}=\left(\begin{array}{cc}1 & 0 \\ 0 & t_{\lambda}\end{array}\right)$ then there is the following decomposition into a disjoint union ("the approximation theorem"):

$$
\begin{equation*}
G_{\mathbf{A}}=U_{\lambda} G_{\mathbf{Q}} x_{\lambda} W=U_{\lambda} G_{\mathbf{Q}} x_{\lambda}^{-t} W, \tag{1.2}
\end{equation*}
$$

where $x_{\lambda}^{-t}=\left(\begin{array}{cc}t_{\lambda}^{-1} & 0 \\ 0 & 1\end{array}\right), \iota$ denotes the involution given by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{\prime}=\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right)
$$

(see [Shi6], p.647).
1.2. Deflnition of Hilbert automorphic forms of weight $k$ and level $\mathrm{c} \subset \mathcal{O}_{F}$ with a Hecke character $\psi$ of finite order. We call a function $f: G_{\mathbf{A}} \rightarrow \mathbf{C}^{\times}$a Hilbert automorphic form of weight $k$ and level $c \subset \mathcal{O}_{F}$ with a Hecke character $\psi$ if the following conditions (1.3) - (1.5) are satisfied:

$$
\begin{align*}
& \text { for all } x \in G_{\mathbf{A}} \text { one has } f(s \alpha x)=\psi(s) f(x) \\
& \text { for } s \in F_{\mathbf{A}}^{\times}\left(\text {the center of } G_{\mathbf{A}}\right), \alpha \in G_{\mathbf{Q}} . \tag{1.3}
\end{align*}
$$

If we denote by $\psi_{0}:\left(\mathcal{O}_{F} / \mathrm{c}\right)^{\times} \rightarrow \mathbf{C}^{\times}$the c - part of the character $\psi$ and then extend the definition of $\psi$ over $W$ by

$$
\psi\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right)=\psi_{0}\left(a_{c} \operatorname{mode}\right)
$$

( $a_{\mathrm{c}}$ being the c-part of a) then for all $x \in G_{\mathbf{A}}$ and for $w \in W_{c}$ with $w_{\infty}=1$ we have that

$$
\begin{equation*}
f(x w)=\psi\left(w^{v}\right) f(x) \tag{1.4}
\end{equation*}
$$

If $w=w(\theta)=\left(w_{1}\left(\theta_{1}\right), \cdots, w_{n}\left(\theta_{n}\right)\right)$ with

$$
w_{\nu}\left(\theta_{\nu}\right)=\left(\begin{array}{cc}
\cos \theta_{\nu} & -\sin \theta_{\nu} \\
\sin \theta_{\nu} & \cos \theta_{\nu}
\end{array}\right)
$$

then we have that

$$
\begin{equation*}
f(x w(\theta))=f(x) e^{-i k\{\theta\}} \quad\left(x \in G_{\mathbf{A}}\right) \tag{1.5}
\end{equation*}
$$

An automorphic form $f$ is called cusp form if

$$
\int_{F_{\mathbf{A}} / F} f\left(\left(\begin{array}{ll}
1 & t  \tag{1.6}\\
0 & 1
\end{array}\right) g\right) d t=0 \text { for all } g \in G_{\mathbf{A}} .
$$

The vector space $\mathcal{M}_{k}(\mathfrak{c}, \psi)$ of Hilbert automorphic forms of holomorphic type is then defined as the set of functions satisfying (1.3) - (1.5) and the following holomorphy condition (1.7): for each $x \in G_{\mathrm{A}}$ with $x_{\infty}=1$ there exist a holmorphic function $g_{x}: \mathfrak{H}^{n} \rightarrow \mathrm{C}$ such that for all $y=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in G_{\infty}^{+}$we have that

$$
\begin{equation*}
f(x y)=\left(\left.g_{x}\right|_{k} y\right)(\mathbf{i}) \tag{1.7}
\end{equation*}
$$

(in case $F=\mathbf{Q}$ it is also assumed that the functions $g_{x}$ are holomorphic at the cusps). The property (1.7) enables us to describe more explicitely the automorphic forms $f \in$ $\mathcal{M}_{k}(\mathfrak{c}, \psi)$ in terms of Hilbert modular forms of $\mathfrak{S}^{n}$. For this purpose we put $f_{\lambda}=g_{x_{\lambda}^{-}}$ where $x_{\lambda}^{-t}=\left(\begin{array}{cc}t_{\lambda}^{-1} & 0 \\ 0 & 1\end{array}\right)$, then $f_{\lambda}(z) \in \mathcal{M}_{k}\left(\Gamma_{\lambda}, \psi_{0}\right)$ for the congruence subgroup

$$
\begin{aligned}
& \Gamma_{\lambda}=\Gamma_{\lambda}(\mathfrak{c}) \subset G_{\mathbf{Q}}^{+} \\
& \Gamma_{\lambda}=x_{\lambda} W x_{\lambda}^{-1} \cap G_{\mathbf{Q}}= \\
& \left\{\left.\left(\begin{array}{l}
a b \\
c \\
c
\end{array}\right) \in G_{\mathbf{Q}}^{+} \right\rvert\, b \in \tilde{t}_{\lambda}^{-1} \mathfrak{o}^{-1}, c \in \tilde{t}_{\lambda} \mathfrak{o c}, a, d \in \mathcal{O}_{F}, a d-b c \in \mathcal{O}_{F}^{\times}\right\} .
\end{aligned}
$$

This means that for all $\gamma \in \Gamma_{\lambda}(c)$ the following condition (1.8) is satisfied,

$$
\begin{equation*}
\left.f_{\lambda}\right|_{k} \gamma=\psi(\gamma) f_{\lambda} \quad \text { and } \quad f_{\lambda}(z)=\sum_{\xi} a_{\lambda}(\xi) e_{F}(\xi z) \tag{1.8}
\end{equation*}
$$

where $0 \ll \xi \in \tilde{t}_{\lambda}$ ore $\xi=0$ in the sum over $\xi$ (see [Shi6] for a more detailed discussion of such expansions). The map $f \rightarrow\left(f_{1}, \cdots f_{h}\right)$ provides an isomorophism of vector spaces

$$
\mathcal{M}(\mathfrak{c}, \psi) \cong \oplus_{\lambda} \mathcal{M}_{k}\left(\Gamma_{\lambda}, \psi\right)
$$

Put

$$
C(\mathfrak{m}, f)= \begin{cases}a_{\lambda}(\xi) \mathcal{N}\left(\tilde{t}_{\lambda}\right)^{-k / 2}, & \text { if the ideal } \mathfrak{m}=\xi \tilde{t}_{\lambda}^{-1} \text { is integral }  \tag{1.9}\\ 0, & \text { otherwise }\end{cases}
$$

There is a Fourier expansion of the following type

$$
f\left(\left(\begin{array}{ll}
y & x  \tag{1.10}\\
0 & 1
\end{array}\right)\right)=\sum_{0 \ll \zeta F, \zeta=0} C(\zeta \tilde{y}, f)|y|^{k / 2} e_{F}\left(\zeta \mathbf{i} y_{\infty}\right) \chi(\zeta x)
$$

where $\chi_{F}: F_{\mathrm{A}} / F \rightarrow \mathbf{C}^{\times}$is a fixed additive character with the condition $\chi_{F}\left(x_{\infty}\right)=$ $e_{F}\left(x_{\infty}\right)$ (see [Shi6], p. 650).

Let $\mathcal{S}_{k}(\mathfrak{c}, \psi) \subset \mathcal{M}(\mathfrak{c}, \psi)$ be the subspace of cusp forms and $f \in \mathcal{S}_{k}(\mathfrak{c}, \psi)$ then $a_{\lambda}(0)=0$ for all $\lambda=1, \cdots, h$.
1.3. Hecke operators (see [Miy], [Shi1], [Shi6] ) are introduced by means of double cosets of the type $W y W$ for $y$ from the semigroup

$$
Y_{\mathrm{c}}=G_{\mathrm{A}} \cap\left(G_{\infty}^{+} \times \prod Y_{\mathrm{c}}(p)\right)
$$

where

$$
Y_{\mathfrak{c}}(\mathfrak{p})=\left\{\left.\left(\begin{array}{c}
a b  \tag{1.11}\\
c \\
c
\end{array}\right) \in \mathrm{GL}_{2}\left(F_{\mathfrak{p}}\right) \right\rvert\, a \mathcal{O}_{p}+\mathfrak{c}_{p}=\mathcal{O}_{p}, b \in \mathcal{O}_{p}^{-1}, c \in c_{p} \mathfrak{d}_{p}, d \in \mathcal{O}_{p}\right\}
$$

The Hecke algebra $\mathcal{H}_{c}$ consists of all formal finite sums of the type $\sum_{y} c_{y} W y W$ with $y \in Y_{c}, c_{y} \in \mathbf{C}$ and with the multiplication defined in the standard way by means of the decomposition of double cosets into a disjoint union of a finite number of left cosets. By definition $T_{c}(\mathfrak{m})$ is an element of the ring $\mathcal{H}_{c}$ which is the sum of all different cosets of the type $W y W$ with $y \in Y_{\mathrm{c}}$ such that $\widehat{\operatorname{det}(y)}=\mathfrak{m}$. Let

$$
\begin{equation*}
T_{\mathbf{c}}^{\prime}=\mathcal{N}(\mathfrak{m})^{(k-2) / 2} T_{\mathbf{c}}(\mathfrak{m}) \tag{1.12}
\end{equation*}
$$

be the normalized Hecke operator, whose action on the Fourier coefficients of an automorphic form (of the holomorphic type) $\mathbf{f} \in \mathrm{M}_{k}(\mathrm{c}, \psi)$ is given by the standard formula

$$
\begin{equation*}
C\left(\mathfrak{m}, \mathbf{f} \mid T_{\mathfrak{r}}^{\prime}(\mathfrak{m})=\sum_{\mathfrak{n}+\mathfrak{n}=\mathfrak{a}} \psi^{*}(\mathfrak{a}) \mathcal{N}(\mathfrak{a})^{k-1} C\left(\mathfrak{a}^{-2} \mathfrak{m} \mathfrak{n}, \mathbf{f}\right)\right. \tag{1.13}
\end{equation*}
$$

If $\mathbf{f} \in \mathrm{M}_{k}(\mathbf{c}, \psi)$ is an eigenfunction of all Hecke operators $T_{\mathbf{c}}^{\prime}(\mathfrak{m})$ with $\left.\mathbf{f}\right|_{k} T_{\mathbf{c}}^{\prime}(\mathfrak{m})=\lambda(\mathfrak{m}) \mathbf{f}$ then we have that $C(\mathfrak{m}, \mathbf{f})=\lambda(\mathfrak{m}) C\left(\mathcal{O}_{F}, \mathbf{f}\right)$. If we normalize the form $\mathbf{f}$ by the condition
$C\left(\mathcal{O}_{F}, f\right)=1$ then there is the following expansion into an Euler product for the $L$ function of the form $\mathbf{f}$ :

$$
\begin{align*}
& L(s, \mathfrak{f})=\sum_{\mathfrak{n}} C(\mathfrak{n}, \mathfrak{f}) \mathcal{N}(\mathfrak{n})^{-s}=\sum_{\mathfrak{n}} \lambda(\mathfrak{n}) \mathcal{N}(\mathfrak{n})^{-s}= \\
& \prod_{\mathfrak{p}}\left[1-C(\mathfrak{p}, \mathbf{f}) \mathcal{N}(\mathfrak{p})^{-s}+\psi^{*}(\mathfrak{p}) \mathcal{N}(\mathfrak{p})^{k-1-2 s}\right]^{-1} \tag{1.14}
\end{align*}
$$

For such a form $\mathbf{f}$ all the numbers $C(\mathfrak{n}, \mathbf{f})$ are algebraic integers.
1.4. The Petersson inner product is defined for $\mathbf{f}=\left(f_{1}, \cdots, f_{h}\right) \in \mathcal{S}_{k}(c, \psi)$ and $\mathrm{g}=\left(g_{1}, \cdots, g_{h}\right) \in \mathcal{M}_{k}(\mathfrak{c}, \psi)$ by the equality

$$
\begin{equation*}
\langle\mathrm{f}, \mathrm{~g}\rangle_{\mathrm{c}}=\sum_{\lambda=1}^{h} \int_{\Gamma_{\lambda}(\mathrm{c}) \backslash \Re^{n}} \overline{f_{\lambda}(z)} g_{\lambda}(z) \mathcal{N}(y)^{k} d \mu(z) \tag{1.15}
\end{equation*}
$$

where

$$
d \mu(z)=\prod_{\nu=1}^{n} y_{\nu}^{-2} d x_{\nu} d y_{\nu}
$$

is a $G_{\infty}^{+}$-invariant measure on $\mathfrak{S}^{n}$.
If $\mathbf{f} \in \mathcal{M}_{k}(\mathfrak{c}, \psi)$ and $\left.\mathbf{f}\right|_{k} T_{\mathfrak{c}}^{\prime}(\mathfrak{m})=\lambda(\mathfrak{m}) \mathbf{f}$ for all $\mathfrak{m}$ with $\mathfrak{m}+\mathfrak{c}=\mathbf{Q}_{F}$ then

$$
\begin{align*}
& \lambda(\mathfrak{m})=\psi^{*}(\mathfrak{m}) \overline{\lambda(\mathfrak{m})} \\
& \psi^{*}(\mathfrak{m})\left\langle\left.\mathbf{f}\right|_{k} T_{\lambda}^{\prime}(\mathfrak{m}), \mathbf{g}\right\rangle_{\mathfrak{c}}=\left\langle\mathfrak{f},\left.\mathfrak{g}\right|_{k} T_{\lambda}^{\prime}(\mathfrak{m})\right\rangle_{\mathfrak{c}} \tag{1.16}
\end{align*}
$$

let $\mathfrak{q}$ be an integral ideal and $\mathbf{f} \in \mathcal{M}_{k}(\mathbf{c}, \psi)$. Let us define the operators $\mathbf{f}|\mathfrak{q}, \mathbf{f}| U(\mathfrak{q})$ by their action on the Fourier coefficients:

$$
\begin{equation*}
C(\mathfrak{m}, \mathbf{f} \mid \mathfrak{q})=C\left(\mathfrak{q}^{-1} \mathfrak{m}, \mathbf{f}\right), \quad C(\mathfrak{m}, \mathbf{f} \mid U(\mathfrak{q}))=C(\mathfrak{q} \mathfrak{m}, \mathbf{f}) \tag{1.17}
\end{equation*}
$$

Here is given an explicit description of these operators in terms of the action of double cosets: for a finite idele $q \in F_{\mathrm{A}}^{\times}$with $\tilde{q}=q$

$$
\begin{gather*}
(\mathbf{f} \mid \mathfrak{q})(x)=\mathcal{N}(\mathfrak{q})^{-k / 2} \mathbf{f}\left(x\left(\begin{array}{ll}
q & 0 \\
0 & 1
\end{array}\right)\right)  \tag{1.18}\\
(\mathbf{f} \mid U(\mathfrak{q}))(x)=\mathcal{N}(\mathfrak{q})^{k / 2-1} \sum_{v \in \mathcal{O}_{F} / \mathfrak{q}} f\left(x\left(\begin{array}{ll}
1 & v \\
0 & q
\end{array}\right)\right) \tag{1.19}
\end{gather*}
$$

We define also an involution $J_{\mathfrak{c}}$ by the formula

$$
\left(\mathbf{f} \mid J_{\mathbf{c}}\right)(x)=\psi\left(\operatorname{det}(x)^{-1}\right) f\left(x b_{0}\right) \text { with } b_{0}=\left(\begin{array}{cc}
0 & 1  \tag{1.20}\\
c_{0} & 0
\end{array}\right) \in G_{\widehat{\mathbf{Q}}}, \tilde{c}_{0}=\mathfrak{c 0 ^ { 2 }}
$$

then $\mathbf{f} \mid J_{c} \in \mathcal{M}_{k}\left(\mathbf{c}, \psi^{-1}\right)$. If $f$ is a primitive form (in the sense of Miyake [Miy]) of conductor $\mathfrak{c}$ then the following hold

$$
\begin{equation*}
\mathbf{f}\left|J_{\mathbf{c}}=\Lambda(\mathbf{f}) \mathbf{f}^{\rho}, \quad\right| \Lambda(\mathbf{f}) \mid=1, C\left(\mathfrak{m}, \mathbf{f}^{\rho}\right)=\overline{C(\mathfrak{m}, f)} \tag{1.21}
\end{equation*}
$$

It follows from the definitions (1.18)-(1.20) that

$$
\begin{equation*}
\mathbf{f}\left|J_{\mathrm{mc}}=\mathcal{N}(\mathfrak{m})^{k / 2}\left(\mathbf{f} \mid J_{\mathrm{c}}\right)\right| \mathfrak{m} \tag{1.22}
\end{equation*}
$$

1.5. Gauss sums and the twist operator. Let $\chi$ be a Hecke character of finite order with a conductor $\mathfrak{m}$ and $\chi\left(x_{\infty}\right)=\operatorname{sign}\left(x_{\infty}\right)^{r}$ for $r=\left(r_{1}, \cdots, r_{n}\right) \in(Z / 2 Z)^{n}$ (the parity of $\chi$ ) and let $\chi^{*}$ be the corresponding character of the group of fractional ideals prime to $\mathfrak{m}$. Put $\chi^{*}(\mathfrak{a})=0$ for those $\mathfrak{a}$ which are not coprime to $\mathfrak{m}$ and define the Gauss sum by

$$
\begin{equation*}
\tau(\chi)=\sum_{x \in \mathfrak{m}^{-1} \mathfrak{d}^{-1} / \mathcal{D}^{-1}} \operatorname{sign}(x)^{r} \chi^{*}((x) \mathfrak{m d}) e_{F}(x) . \tag{1.23}
\end{equation*}
$$

Then $|\tau(\chi)|^{2}=\mathcal{N}(\mathfrak{m})$.
For an arbitrary element $\mathbf{f} \in \mathcal{M}_{k}(\mathbf{c}, \psi)$ there an exist an automorphic form $\mathbf{f}(\chi) \in$ $\mathcal{M}_{k}\left(\mathfrak{c m}^{2}, \psi \chi^{2}\right)$ which is uniquely defined by the condition $C(\mathfrak{n}, \mathbf{f}(\chi))=\chi^{*}(\mathfrak{n}) C(\mathbf{n}, \mathbf{f})$ for all $\mathfrak{n}$ with $\mathfrak{n}+\mathfrak{m}=\mathcal{O}_{F}$. If a cusp form $\mathbf{f} \in \mathcal{S}_{k}(\mathfrak{c}, \psi)$ is primitive of conductor $\mathfrak{c}$ and $\mathfrak{c}+\mathfrak{m}=\mathcal{O}_{F}$, then the conductor of $\mathbf{f}(\chi)$ is equal to $\mathfrak{c m}^{2}$ and the "pseudo-eigenvalue" of the involution $J_{\mathrm{cm}^{2}}$ on $\mathbf{f}$ is given by the well known formula

$$
\begin{equation*}
\Lambda(\mathbf{f}(\chi))=\psi^{*}(\mathfrak{m}) \chi^{*}(\mathfrak{c}) \tau(\chi)^{2} \mathcal{N}(\mathfrak{m})^{-1} \Lambda(\mathbf{f}) \tag{1.24}
\end{equation*}
$$

(see [Shi6], p.664)

## §2. Description of the non-Archimedean Rankin convolution of Hilbert automorphic forms

2.1. As in the Introduction, let $\mathbf{f} \in \mathcal{S}_{k}(\mathfrak{c}(\mathbf{f}), \psi), g \in \mathcal{S}_{l}(\mathrm{c}(\mathrm{g}), \omega)$ be the primitive cusp forms of (scalar) weights $k$ and $l$ of the conductors $c(f), c(g)$ with the Hecke characters of finite order $\psi$ and $\omega$ such that $k>l$ and $\psi(x)=\operatorname{sign} \mathcal{N}(x)^{k}, \omega(x)=$ $\operatorname{sign} \mathcal{N}(x)^{l}$ for $x \in F_{\infty}$. For an integral ideal a denote by $S(\mathfrak{a})$ its support:

$$
S(\mathfrak{a})=\{\mathfrak{p} \mid \mathfrak{p} \text { divides } \mathfrak{a}\}
$$

and put $S(\mathbf{f})=S(\mathfrak{c}(\mathbf{f})), S(\mathbf{g})=S(\mathfrak{c}(\mathrm{~g}))$ and $S(\chi)=S(\mathfrak{m})$ for a Hecke character of conductor $\mathfrak{m}$.

We assume that

$$
\begin{gather*}
S_{F} \cap S(\mathbf{f})=S_{F} \cap S(\mathbf{g})=S(\mathbf{f}) \cap S(\mathbf{g})=\emptyset  \tag{2.1}\\
C(\mathfrak{c}(\mathbf{f}), \mathbf{f}) \cdot C(\mathbf{c}(\mathbf{g}), \mathbf{g}) \neq 0  \tag{2.2}\\
\left|i_{p}(C(\mathfrak{q}, \mathbf{f}))\right|_{p}=1 \text { for all } \mathfrak{q} \in S_{F} . \tag{2.3}
\end{gather*}
$$

Put $\mathbf{c}=\mathbf{c}(\mathbf{f}) \mathbf{c}(\mathbf{g})$. For $\mathfrak{q} \in S_{F}$ we denote by the symbol $\alpha(\mathfrak{q})$ such root of the Hecke polynomial

$$
X^{2}-C(\mathfrak{q}, \mathbf{f}) X+\psi^{*}(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{k-1}
$$

that $\left|i_{p}(\alpha(\mathfrak{q}))\right|_{p}=1$ and let $\alpha^{\prime}$ be the other root of the polynomial. Then it follows from the property (1.16) that the numbers

$$
\hat{\alpha}(\mathfrak{q})=\overline{\psi^{*}(\mathfrak{q})} \alpha(\mathfrak{q}), \quad \hat{\alpha}^{\prime}(\mathfrak{q})=\overline{\psi^{*}(\mathfrak{q})} \alpha^{\prime}(\mathfrak{q})
$$

coincide with the roots of the complex conjugate polynomial

$$
\left.X^{2}-\overline{C(q, f} \mathbf{f}\right) X+\psi^{*}(\mathfrak{q})^{-1} \mathcal{N}(\mathfrak{q})^{k-1}
$$

for all $\mathfrak{q}$ such that $\mathfrak{q}+\mathbf{c}(\mathbf{f})=\mathcal{O}_{F}$.
Similarly, if

$$
X^{2}-C(\mathfrak{q}, \mathfrak{g}) X+\omega^{*}(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{l-1}=(X-\beta(\mathfrak{q}))\left(X-\beta^{\prime}(\mathfrak{q})\right)
$$

then for $\mathfrak{q}$ with $\mathfrak{q}+\mathrm{c}(\mathrm{g})=\mathcal{O}_{F}$ the numbers

$$
\hat{\beta}(\mathfrak{q})=\overline{\omega^{*}(\mathfrak{q})} \beta(\mathfrak{q}), \quad \hat{\beta}^{\prime}(\mathfrak{q})=\overline{\omega^{*}(\mathfrak{q})} \beta^{\prime}(\mathfrak{q})
$$

coincide with the roots of the polynomial

$$
X^{2}-\overline{C(\mathfrak{q}, \mathfrak{g})} X+\omega^{*}(\mathfrak{q})^{-1} \mathcal{N}(\mathfrak{q})^{l-1}
$$

Let us extend the definition of the numbers $\alpha(\mathfrak{n}), \alpha^{\prime}(\mathfrak{n}), \beta(\mathfrak{n}), \beta^{\prime}(\mathfrak{n})$ to all integral ideals by multiplicativity. As in the introduction we denote by the same letter $\chi$ both Hecke characters and the corresponding elements of $\mathcal{X}_{S}$ and recall that

$$
\mathcal{N}: \operatorname{Gal}_{S} \rightarrow \operatorname{Gal}(\mathbf{Q}(S) / \mathbf{Q}) \cong \mathbf{Z}_{S}^{\times}=\prod_{q \in S} \mathbf{Z}_{q}^{\times}
$$

is a natural homomorphism defined by the restriction of Galois automorphisms from $F(S)$ to $\mathbf{Q}(S)$, so that $\mathcal{N} x_{p}$ is the composition of this homomorphism with the natural projection $\prod_{q} \mathbf{Z}_{q}^{\times} \rightarrow \mathbf{Z}_{p}^{\times}$and the inclusion $\mathbf{Z}_{p}^{\times} \subset \mathbf{C}_{p}^{\times}$. Put

$$
\Omega(\mathbf{f})=\langle\mathbf{f}, \mathbf{f}\rangle_{\mathbf{c}(\mathbf{f})}
$$

2.2. Theorem. Under the assumptions (2.1) - (2.3) and notations as above there exists a bounded $\mathbf{C}_{p}$-analytic function $\Psi_{S}: \mathcal{X}_{S} \rightarrow \mathbf{C}_{p}$ which is uniquely determined by the condition: for each Hecke character of finite order $\chi \in \mathcal{X}_{S}^{\text {tors }}$ with $S(\chi) \subset S_{F}$ of conductor $\mathfrak{m}=\mathfrak{c}(\chi)$ and for each integers $r=0,1, \cdots k-l-1$ the value $\Psi_{S}\left(\chi \mathcal{N} x_{p}^{r}\right)$ is given by the image under the fixed embedding $i_{p}$ of the algebraic number

$$
\begin{equation*}
(-1)^{-r} D_{F}^{2 r+2 l} \omega^{*}(\mathfrak{m}) \frac{\tau(\chi)^{2} \mathcal{N} \mathfrak{m}^{l+2 r-1}}{\alpha(\mathfrak{m})^{2}} \frac{\Psi\left(l+r, \mathbf{f}, \mathrm{~g}^{\rho}(\bar{\chi})\right)}{(-2 \pi i)^{n(1-l)} \Omega(f)} A(r, \chi) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
& A(r, \chi)= \\
& \prod_{\mathfrak{q} \in S_{F} \backslash S(\chi)}\left(1-\left(\chi^{*} \alpha^{-1} \beta\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{r}\right)\left(1-\left(\chi^{*} \alpha^{-1} \beta^{\prime}\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{r}\right) \times  \tag{2.5}\\
& \times\left(1-\left(\chi^{*-1} \alpha^{\prime} \hat{\beta}\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{-1-r}\right)\left(1-\left(\chi^{*-1} \alpha^{\prime} \hat{\beta}^{\prime}\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{-1-r}\right) .
\end{align*}
$$

$D_{F}$ is the discriminant of $F, \tau(\chi)$ being the Gauss sum of $\chi$, and $\mathbf{g}^{\rho}(\chi)$ the cusp form obtained from g by complex conjugation of its Fourier coefficients and by twisting it then with the character $\chi$ (see §1).

## §3. Distributions on the Galois group $\mathrm{Gal}_{S}$

3.1.The function $\Psi_{S}(x, \mathrm{f}, \mathrm{g})$ of theorem 2.2 is constructed by means of the theory of non-Archimedean integration ([Man6], [Kol], [Ko2], [V1]). Let $\mathcal{O}_{p}$ be the subring of integral elements in the Tate field $\mathbf{C}_{p}, \quad \mathcal{O}_{p}=\left\{\left.x \in \mathbf{C}_{p}| | x\right|_{p} \leq 1\right\}$ and $\mathcal{C}\left(\mathrm{Gal}_{s}, \mathbf{C}_{p}\right)$ denote the ring of all continuous $p$-adic functions on $\mathrm{Gal}_{s}$. Then $\mathcal{O}_{p}$-measure on $\mathrm{Gal}_{S}$ is an arbitrary $\mathcal{O}_{p}$-linear map $\mu: \mathcal{C}\left(\mathrm{Gal}_{S}, \mathrm{C}_{p}\right) \rightarrow \mathcal{O}_{p}$ which is denoted also as

$$
f \mapsto \int_{\text {Gal } s} f d \mu
$$

We note that

$$
\mathcal{X}_{S}=\operatorname{Hom}_{\text {contin }}\left(\mathrm{Gal}_{S}, \mathbf{C}_{p}^{\times}\right) \subset \mathcal{C}\left(\mathrm{Gal}_{S}, \mathbf{C}_{p}\right)
$$

Therefore for an arbitrary $\mathcal{O}_{p}$-measure $\mu$ we have that the function

$$
L_{\mu}: \mathcal{X}_{S} \rightarrow \mathcal{O}_{p}\left(L_{\mu}=\int_{\mathrm{Gal}_{s}} \chi d \mu \text { for } \chi \in \mathcal{X}_{S}\right)
$$

which is called the non-Archimedean Mellin transform of the measure $\mu$. The function $L_{\mu}$ is bounded and analytic on the $p$-adic analytic Lie group $\mathcal{X}_{S}$. If we fix a character $\chi_{0} \in \mathcal{X}_{S}$ then we get that the values of the type $L_{\mu}\left(\chi_{0} \chi\right)$ with $\chi \in \mathcal{X}_{S}^{\text {tors }}$ uniquely determine the function $L_{\mu}$ (see [V1], [Man6], [Ka3]). The analytic structure on $\mathcal{X}_{S}$ is defined by means of the class field theory. Namely, let $m$ be an integral ideal, $I(\mathfrak{m})$ be the group of fractional ideals coprime to $m$,

$$
\begin{aligned}
& P(\mathfrak{m})=\left\{(\alpha) \mid \alpha \in F_{+}^{\times}\right\} \alpha \equiv 1\left(\bmod ^{\times} \mathfrak{m}\right) \\
& H(\mathfrak{m})=I(\mathfrak{m}) / P(\mathfrak{m})
\end{aligned}
$$

the ideal class group (in the narrow sense) of conductor $m$. Then if $F(\mathfrak{m}) / F$ is the maximal abelian extension of $F$ unramified outside primes dividing $\mathfrak{m}$ and infinity then the Artin symbol provides an isomorphism:

$$
H(\mathfrak{m}) \xrightarrow{\sim} \operatorname{Gal}(F(\mathfrak{m}) / F), \quad \mathfrak{a} \mapsto\left(\frac{\mathfrak{a}, F(\mathfrak{m})}{F}\right)
$$

and we get

$$
F(S)=U_{\mathfrak{m}} F(\mathfrak{m}), \quad \operatorname{Gal}_{S}=\lim _{\mathfrak{m}} H(\mathfrak{m}) \quad\left(S(\mathfrak{m}) \subset S_{F}\right)
$$

There is the following exact sequence

$$
1 \rightarrow \mathrm{Gal}_{S}^{0} \rightarrow \mathrm{Gal}_{S} \rightarrow \mathrm{Gal}_{1}^{+} \rightarrow 1
$$

where $\left.\left.\mathrm{Gal}_{1}^{+}=\operatorname{Gal}(F(\emptyset)) / F\right)\right)=\widetilde{C l}_{F}, \quad F(\emptyset)$ being the maximal abelian extension of $F$ ramified only over $\infty$,

$$
\operatorname{Gal}_{S}^{0}=\operatorname{Gal}(F(S) / F(\emptyset))=\mathcal{O}_{S}^{\times} /\left(\operatorname{clos}\left(\mathcal{O}_{+}^{\times}\right)\right)
$$

where $\operatorname{clos}\left(\mathcal{O}_{+}^{\times}\right)$denotes the closure of the group of all totally positive units $\mathcal{O}_{+}^{\times}$in the group

$$
\mathcal{O}_{S}^{\times}=\prod_{q \in S}\left(\mathcal{O}_{F} \otimes \mathbf{Z}_{q}\right)^{\times}
$$

There is the natural canonical $\mathrm{C}_{p}$-analytic structure on the group

$$
\operatorname{Hom}_{\text {contin }}\left(\left(\mathcal{O}_{F} \otimes \mathbf{Z}_{p}\right)^{\times}, \mathbf{C}_{p}^{\times}\right)
$$

so that this group is a $\mathbf{C}_{p}$-analytic Lie group which is $n$-dimensional over $\mathbf{C}_{p}$. We extend this structure onto the whole group $\mathcal{X}_{S}$ by translations (see [Man6], [V1]).
3.2. We construct a measure $\mu=\mu(\mathbf{f}, \mathbf{g})$ on the group Gal ${ }_{S}$ for which the value $L_{\mu}\left(\chi \mathcal{N} x_{p}^{r}\right)$ is given by the formula (2.4) and set $\Psi_{S}(x)=L_{\mu}(x)$. In order to construct $\mu$ we use the theory of distributions. Recall that for an abelian group $\mathcal{A}$ then a distribution $\mu$ on $\mathrm{Gal}_{S}$ is a finite additive family of functions

$$
\mu=\left\{\mu_{\mathrm{m}}\right\} \quad \mu_{\mathrm{m}}: H(\mathfrak{m}) \rightarrow \mathcal{A}
$$

so that the compatibility condition

$$
\begin{equation*}
\sum_{x \equiv y \bmod \times_{\mathrm{m}_{1}}} \mu_{\mathrm{m}}(x)=\mu_{\mathrm{m}_{1}}(y) \tag{3.1}
\end{equation*}
$$

holds for all $\mathfrak{m}_{1}$ with $\mathfrak{m}_{1} \mid \mathfrak{m}$. If $\mathcal{A}=\mathcal{O}_{p}$ then $\mu$ defines an $\mathcal{O}_{p}$-measure. We call a $\mathbf{C}_{p^{-}}$ distribution a bounded measure if $a \mu$ is a $\mathcal{O}_{p}$-measure for some $a \in \mathbf{C}_{p}^{\times}$. Now let $\mathcal{A}$ be a vector space over $\mathbf{Q}^{\mathrm{ab}}$ (the maximal abelian extension of $\mathbf{Q}$ ) and $\mu_{\mathrm{m}}: H(\mathfrak{m}) \rightarrow \mathcal{A}$ be an arbitrary family of functions. For a cliaracter $\chi: H\left(\mathfrak{m}_{1}\right) \rightarrow \mathbf{Q}^{\mathrm{ab} \times}$ and for $\mathfrak{m}_{1} \mid \mathfrak{m}$ we define $\chi_{\mathrm{m}}$ as the composition of the natural projection $H(\mathfrak{m}) \rightarrow H\left(\mathfrak{m}_{1}\right)\left(\operatorname{modm}_{1}\right)$ and $\chi$ and put

$$
\mu_{\mathrm{m}}\left(\chi_{\mathrm{m}}\right)=\sum_{x \in H(\mathrm{~m})} \chi_{\mathrm{m}}(x) \mu_{\mathrm{m}}(x)
$$

Then the compatibility condition (3.1) is equivalent to the fact that

$$
\begin{equation*}
\mu_{\mathrm{m}}\left(\chi_{\mathfrak{m}}\right) \text { is independent on the choice of } \mathfrak{m} \text { with } \mathfrak{m}_{1} \mid \mathfrak{m} . \tag{3.2}
\end{equation*}
$$

Using this compatibility criterion we construct $\mu(\mathbf{f}, \mathbf{g})$ as a distribution defined by means of a certain family of functions

$$
\tilde{\mu}_{s, \mathrm{n}}: H(\mathfrak{m}) \rightarrow \overline{\mathbf{Q}} .
$$

3.3. Proposition. For every $s \in \mathrm{C}$ there exists a complex valued distribution $\left\{\tilde{\mu}_{s, \mathrm{~m}}\right\}_{\mathrm{m}}$ which is uniquely determined by the condition

$$
\begin{equation*}
\tilde{\mu}_{s, \mathfrak{m}}\left(\chi_{\mathfrak{m}}\right)=\frac{\mathcal{N}\left(\mathfrak{c d}^{2}\right)^{s} \mathcal{N}\left(\mathfrak{m}^{\prime}\right)^{s-(l / 2)}}{a\left(\mathfrak{m}^{\prime}\right)} \frac{\Psi\left(s, \mathbf{f}_{0}\left|\mathfrak{c}(\mathbf{g}), \mathbf{g}\left(\chi_{\mathrm{m}}\right)\right| J_{\mathrm{c} \mathrm{~m}^{\prime}}\right)}{(-2 \pi i)^{n(1-l)} \cdot \Omega(\mathbf{f})} \tag{3.3}
\end{equation*}
$$

where $\mathfrak{m}, \mathfrak{m}^{\prime}$ are arbitrary ideals with the condition $\mathfrak{m}_{0} \mathfrak{c}(\chi)\left|\mathfrak{m}, \mathfrak{c}(\chi)^{2} \mathfrak{m}_{0}^{2}\right| \mathfrak{m}^{\prime}$,

$$
\mathbf{f}_{0}=\sum_{\mathfrak{a} \mid \mathrm{m}_{0}} M(\mathfrak{a}) \alpha^{\prime}(\mathfrak{a}) \mathbf{f} \mid \mathfrak{a},
$$

with $M(\mathfrak{a})$ being the Möbius function (of the ideals) so that this definition of $f_{0}$ is equivalent to the identity

$$
L\left(s, \mathbf{f}_{0}\right)=\prod_{q \mid m_{0}}\left(1-\alpha^{\prime}(q) \mathcal{N}(q)^{-s}\right) L(s, \mathbf{f})
$$

3.4. The proof of the proposition is carried out by means of the compatibility criterion (3.2) according to which it suffices to check that the right hand side of (3.3) is independent of $\mathfrak{m}$ and of $\mathfrak{m}^{\prime}$. First of all $g\left(\chi_{\mathfrak{m}}\right)=\boldsymbol{g}\left(\chi_{\mathfrak{m}_{0}}\right)$ is independent of $\mathfrak{m}$ because of the property $S\left(\mathfrak{m}_{0}\right)=S(\mathfrak{m})=S_{F}$ and

$$
L\left(s, g\left(\chi_{\mathrm{m}}\right)\right)=\sum_{\mathfrak{n}+\mathrm{m}_{0}=\mathcal{O}_{F}} \chi(\mathfrak{n}) C(\mathfrak{n}, \mathbf{g}) \mathcal{N}(\mathfrak{n})^{-s}=L\left(s, \mathrm{gm}_{0}(\chi)\right)
$$

On the other hand, the formula (1.22) implies the identity: for $m^{\prime}=m_{0}^{2} \mathfrak{r}(\chi)^{2} m_{1}$ we have that

$$
\begin{equation*}
\mathbf{g}\left(\chi_{\mathfrak{m}}\right) \mid J_{\mathbf{c m}}=\mathcal{N}\left(\mathfrak{m}_{1} \mathfrak{c}(\mathbf{f})\right)^{1 / 2}\left(\mathbf{g}_{\mathfrak{m}_{0}}(\chi) \mid J_{\left.c(\mathbf{g}) \mathfrak{m}_{0}^{2} \mathfrak{c}(\chi)^{2}\right) \mid \mathfrak{m}_{1} \mathbf{c}(\mathbf{f}) .}\right. \tag{3.4}
\end{equation*}
$$

Put

$$
\begin{gather*}
\sum_{\mathfrak{n}} A(\mathfrak{n}) \mathcal{N}(\mathfrak{n})^{-s}  \tag{3.5}\\
\sum_{\mathfrak{n}} B(\mathfrak{n}) \mathcal{N}(\mathfrak{n})^{-s}=L\left(s, \mathbf{g}_{\mathrm{m}_{0}}(\chi) \mid J_{\mathfrak{c}(\mathbf{g}) \mathfrak{m}_{0}^{2} \mathfrak{c}(\chi)^{2}}\right) \tag{3.6}
\end{gather*}
$$

Then (1.17) and (1.21) imply the equalities

$$
\begin{gather*}
A\left(\mathfrak{n c}(\mathbf{f}) \mathfrak{m}_{1}\right)=\alpha\left(\mathfrak{c}(\mathbf{f}) \mathfrak{m}_{1}\right) A(\mathfrak{n})=C(\mathfrak{c}(\mathbf{f}), \mathbf{f}) \alpha\left(\mathfrak{m}_{1}\right) A(\mathfrak{n})  \tag{3.7}\\
B(\mathbf{n c}(\mathbf{g}))=\overline{C(\mathfrak{c}(\mathbf{g}), \mathbf{g})} \chi^{*-1}(\mathfrak{c}(\mathbf{g})) B(\mathfrak{n}) \tag{3.8}
\end{gather*}
$$

Taking into account that $\mathfrak{m}_{1} \mathfrak{c}(\mathbf{f})+\mathfrak{c}(\mathbf{g})=\mathcal{O}_{F}$ we obtain from (3.4), (3.7), (3.8) the following equality

$$
\begin{align*}
& L\left(s, \mathbf{f}_{0}\left|\mathfrak{c}(\mathbf{g}), g\left(\chi_{\mathfrak{m}_{0}}\right)\right| J_{\mathfrak{c} \mathfrak{m}^{\prime}}\right)= \\
& \mathcal{N}\left(\mathfrak{m}_{1} \mathfrak{c}(\mathbf{f})\right)^{l / 2} \sum_{\mathbf{n}} A\left(\mathfrak{n c}(\mathbf{g})^{-1}\right) B\left(\mathfrak{n m _ { 1 } ^ { - 1 }} \mathfrak{c}(\mathbf{f})^{-1}\right) \mathcal{N}(\mathfrak{n})^{-s}= \\
& \mathcal{N}\left(\mathfrak{m}_{1} \mathfrak{c}(\mathbf{f})\right)^{l / 2} \sum_{\mathbf{n}} A\left(\mathfrak{n} \mathfrak{m}_{1} \mathfrak{c}(\mathbf{f})\right) B\left(\mathfrak{n m}_{1} \mathfrak{c}(\mathbf{g})\right) \mathcal{N}\left(\mathfrak{n} \mathfrak{m}_{1} \mathfrak{c}(\mathbf{f}) \mathfrak{c}(\mathbf{g})\right)^{-s}=  \tag{3.9}\\
& \frac{\kappa(\mathbf{f}, \mathbf{g}) \alpha\left(\mathfrak{m}_{1}\right) \chi^{*-1}(\mathfrak{c}(\mathbf{g}))}{\mathcal{N}(\mathfrak{c})^{s} \mathcal{N}\left(\mathfrak{m}_{1}\right)^{s-(l / 2)}} L\left(s, \mathbf{f}_{0}, g\left(\chi_{\mathfrak{m}_{0}}\right) \mid J_{\mathfrak{c}(\mathbf{g}) \mathfrak{c}(\chi)^{2} \mathfrak{m}_{0}^{2}}\right)
\end{align*}
$$

with the constant

$$
\kappa(\mathbf{f}, \mathbf{g})=\mathcal{N}(\mathfrak{c}(\mathbf{f}))^{t / 2} C(\mathfrak{c}(\mathbf{f}), \mathbf{f}) \overline{C(c(\mathbf{g}), \mathbf{g})}
$$

which is not zero due to the assumption (2.2). It now follows from (3.9) and from the definition (0.2) that the following identity holds

$$
\begin{align*}
& \frac{\mathcal{N}\left(\mathfrak{c d}^{2}\right)^{s} \mathcal{N}\left(\mathfrak{m}^{\prime}\right)^{s-(l / 2)}}{\alpha\left(\mathfrak{m}^{\prime}\right)} \Psi\left(s, \mathrm{f}_{0}\left|\mathrm{c}(\mathrm{~g}), g\left(\chi_{\mathrm{m}}\right)\right| J_{\mathrm{c} \mathrm{~m}^{\prime}}\right)=  \tag{3.10}\\
& \kappa(\mathbf{f}, \mathbf{g}) D_{F}^{2 s} \frac{\mathcal{N}\left(\mathfrak{c}(\chi) \mathfrak{m}_{0}\right)^{2 s-l} \chi^{*}(\mathfrak{c}(\mathrm{~g}))^{-1}}{\alpha\left(\mathfrak{c}(\chi)_{0}\right)^{2}} \cdot \Psi\left(s, \mathbf{f}_{0}, g\left(\chi_{\mathrm{m}_{0}}\right) \mid J_{\mathfrak{c}(\mathrm{g}) \mathfrak{c}(\chi)^{2} \mathfrak{m}_{0}^{2}}\right)
\end{align*}
$$

that is the terms with $\mathfrak{m}^{\prime}$ cancel and we see that $\tilde{\mu}_{s, \mathfrak{m}}\left(\chi_{\mathfrak{m}}\right)$ is independent of $m$ and of $\mathrm{m}^{\prime}$ proving the proposition.

Next we will use the property (1.24) of the twist operator in order to get a more explicit expression for the right hand side of (3.3) which is essential for the formula (2.4) in the theorem 2.2.
3.5. Proposition. Under the notations and assumptions as above the following equality holds

$$
\begin{align*}
& \Psi\left(s, \mathbf{f}_{0}, g\left(\chi_{\mathfrak{m}_{0}}\right) \mid J_{\left.\mathbf{c}(\mathbf{g}) \boldsymbol{c}(\chi)^{2} \mathfrak{m}_{0}^{2}\right)=}\right.  \tag{3.11}\\
& \quad \alpha\left(\mathfrak{m}_{0}\right)^{2} \mathcal{N}\left(\mathfrak{m}_{0}\right)^{l-2 s} A(s-l, \chi) \Lambda(\mathbf{g}(\chi)) \Psi\left(s, \mathbf{f}, \mathbf{g}^{\rho}\left(\chi^{-1}\right)\right),
\end{align*}
$$

with

$$
\begin{aligned}
A(s-l, \chi)= & \prod_{q \in S_{F} \backslash S(\chi)}\left(1-\left(\chi^{*} \alpha^{-1} \beta\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{s-l}\right)\left(1-\left(\chi^{*} \alpha^{-1} \beta^{\prime}\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{s-l}\right) \times \\
& \times\left(1-\left(\chi^{*-1} \alpha^{\prime} \hat{\beta}\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{-s}\right)\left(1-\left(\chi^{*-1} \alpha^{\prime} \hat{\beta}^{\prime}\right)(\mathfrak{q}) \mathcal{N}(\mathfrak{q})^{-s}\right)
\end{aligned}
$$

defined by (2.5) and with the twisted root number

$$
\Lambda(\mathrm{g}(\chi))=\omega^{*}(\mathfrak{c}(\chi)) \chi^{*}\left(\mathfrak{c}(\mathrm{~g}) \tau(\chi)^{2} \mathcal{N}(\mathfrak{c}(\chi))\right)^{-1} \Lambda(\mathrm{~g})
$$

given by (1.24).
3.6. In order to prove the proposition we simply input (3.11) into the definition (3.3):

$$
\begin{align*}
\tilde{\mu}_{s, \mathrm{~m}}\left(\chi_{\mathrm{m}}\right) & =\kappa(\mathbf{f}, \mathbf{g}) \Lambda(\mathrm{g}) A(s-l, \chi) D_{F}^{2 s} \times \\
& \times \frac{\omega^{*}(\mathrm{c}(\chi)) \tau(\chi)^{2} \mathcal{N}(\mathrm{c}(\chi))^{2 s-l-1}}{\alpha(c(\chi))^{2}} \cdot \frac{\Psi\left(s, \mathbf{f}, \mathbf{g}^{\rho}\left(\chi^{-1}\right)\right)}{(-2 \pi i)^{n(1-l)} \Omega(\mathbf{f})} . \tag{3.12}
\end{align*}
$$

Now we see from the algebraicity property (0.3) that the values $\tilde{\mu}_{I+r, m}(y)$ belong to $\overline{\mathbf{Q}}$ for all $y \in H(\mathfrak{m})$. Put

$$
\begin{equation*}
\mu(y, \mathbf{f}, \mathbf{g})=i_{p}\left(\tilde{\mu}_{l}(y) / \Lambda(\mathbf{g}) \kappa(\mathbf{f}, \mathbf{g})\right), \tag{3.13}
\end{equation*}
$$

In this way we have obtained a $\mathbf{C}_{p}$-valued distribution on the Galois group $\mathrm{Gal}_{S}$ which satisfy the equality (2.4) with $r=0$. The $p$-adic boundness of the distribution, which is equivalent to certain generalized Kummer congruences for the numbers

$$
\frac{\Psi\left(s, \mathbf{f}, \mathbf{g}^{\rho}\left(\chi^{-1}\right)\right)}{(-2 \pi i)^{n(1-l) \Omega(\mathbf{f})}}
$$

is established in $\S 5$ below.
§4. The integral representation of Rankin - Shimura
4.1. We start by recalling the definition of Eisenstein series in the Hilbert modular case. Let $\mathfrak{a}, \mathfrak{b}$ be arbitrary fractional ideals, $\eta$ a Hecke character of finite order modulo an integral ideal $\mathfrak{e} \subset \mathcal{O}_{F}$ such that $\eta^{*}((x))=\operatorname{sign} \mathcal{N}(x)^{m}$ for $x \equiv \bmod ^{\times} \mathfrak{e}, x \in \mathcal{O}_{F}$. Put (for $\operatorname{Re}(s)>2-m$ )

$$
\begin{align*}
& K_{m}(z, s ; \mathfrak{a}, \mathfrak{b} ; \eta)= \\
& \sum_{c, d} \operatorname{sign} \mathcal{N}(d)^{m} \eta^{*}\left(d \mathfrak{b}^{-1}\right) \mathcal{N}(c z+d)^{-m}|\mathcal{N}(c z+d)|^{-2 s}  \tag{4.1}\\
& L_{m}(z, s ; \mathfrak{a}, \mathfrak{b} ; \eta)= \\
& \sum_{c, d} \operatorname{sign} \mathcal{N}(c)^{m} \eta^{*}\left(c \mathfrak{a}^{-1}\right) \mathcal{N}(c z+d)^{-m}|\mathcal{N}(c z+d)|^{-2 s} \tag{4.2}
\end{align*}
$$

the summation in (4.1) and (4.2) being taken over a system of representatives $(c, d)$ of equivalence classes with respect to the $\mathcal{O}_{F}^{\times}$- equivalence relation for non-zero elements in $\mathfrak{a} \times \mathfrak{b}$ given by $(c, d) \sim(u c, u d)$ with $u \in \mathcal{O}_{F}^{\times}$. The series (4.1) and (4.2) can be extended to function on the adelized group $G_{\mathrm{A}}$ as in $\S 1$ so that

$$
\begin{gather*}
K_{m}(s ; \mathfrak{a}, \mathfrak{b} ; \eta)_{\lambda}=\mathcal{N}\left(\tilde{t}_{\lambda}\right)^{s+(m / 2)} \mathcal{N}(y)^{s} K_{m}\left(z, s ; \tilde{t}_{\lambda} \mathfrak{d} \mathfrak{a}, \mathfrak{b} ; \eta\right),  \tag{4.3}\\
L_{m}(s ; \mathfrak{a}, \mathfrak{b} ; \eta)_{\lambda}=\mathcal{N}\left(\tilde{t}_{\lambda}\right)^{-s-(m / 2)} \mathcal{N}(y)^{s} L_{m}\left(z, s ; \mathfrak{a}, \mathfrak{b} \tilde{t}_{\lambda}^{-1} \mathfrak{d}^{-1} ; \eta\right) \tag{4.4}
\end{gather*}
$$

The functions (4.1)-(4.4) admit analytic continuation over the whole complex plane with respect to the parameter $s \in \mathbf{C}$, and under the assumption of the primitivity of $\eta$ modulo $\mathfrak{e}$ the following functional equation holds (see [Shi6], p.672):

$$
\begin{align*}
& \Delta_{m}(1-m-s) K_{m}(1-m-s ; \mathfrak{a}, \mathfrak{b} ; \eta)= \\
& \tau(\eta) \mathcal{N}(\mathfrak{d a b} \mathfrak{e})^{m+2 s-1} \Delta_{m}(s) L_{m}(s ; \mathfrak{a}, \mathfrak{b} ; \bar{\eta}) \tag{4.5}
\end{align*}
$$

with the $\Gamma$ - factor $\Delta_{m}(s)=\pi^{-n s} \Gamma(s+m)^{n}$. If $q$ is an integral ideal then the action of the involution $J_{q}$ on (4.3) and (4.4) is easily calculated by the definition (1.20) and is given by the formula

$$
\begin{equation*}
K_{m}(s ; \mathfrak{a}, \mathfrak{b} ; \eta) \mid J_{q}=(-1)^{m n} \mathcal{N}\left(\mathfrak{q} \mathfrak{d}^{2}\right)^{-s-(m / 2)} L_{m}\left(s ; \mathfrak{b}, \mathfrak{a} q^{-1} ; \eta\right) \tag{4.6}
\end{equation*}
$$

4.2. The integral representation. Put

$$
F=\mathrm{f}_{0}\left|\mathfrak{c}(\mathrm{~g}) \in \mathcal{S}_{k}\left(\mathrm{~cm}_{0}, \psi\right), \quad G=g\left(\chi_{\mathrm{m}_{0}}\right)\right| J_{\mathrm{cm}^{\prime}} \in \mathcal{S}_{l}\left(\mathfrak{c m}^{\prime}, \omega^{-1} \chi^{-2}\right.
$$

Then the following integral representation of Rankin type holds (see [Shi6], (4.32)):

$$
\begin{equation*}
\Psi(s, F, G)=D_{F}^{1 / 2} \Gamma(s+1-l)^{n} \pi^{-n s}\left\langle F^{\rho}, V(s-k+1)\right\rangle_{c m^{\prime}} \tag{4.7}
\end{equation*}
$$

where

$$
V(s)=G \cdot K_{k-l}\left(s ; \mathfrak{c m}^{\prime}, \mathcal{O}_{F} ; \psi \omega^{-1} \chi^{-2}\right) .
$$

More precisely

$$
\begin{align*}
& \Psi(s, F, G)=D_{F}^{1 / 2} \Gamma(s+1-l)^{n} \pi^{-n s} \sum_{\lambda=1}^{h} \mathcal{N}\left(\tilde{t}_{\lambda}\right)^{s+1-(k+l) / 2} \times  \tag{4.8}\\
& \times \int_{\Gamma_{\lambda}\left(\mathrm{c} \mathrm{~m}^{\prime}\right) \backslash \mathfrak{S}^{n}} \overline{F_{\lambda}^{\rho}(z)} G_{\lambda}(z) K_{k-l}\left(z, s-k+1 ; \tilde{t}_{\lambda} \mathfrak{d}, \mathcal{O}_{F} ; \psi \omega^{-1} \chi^{-2}\right) \mathcal{N}(y)^{s-1} d x d y
\end{align*}
$$

4.2. Application of the trace operator. The method by which the right hand side of (4.7) can be explicitly calculated is based on an application of the trace operator (as in [Man-Pa], [Pa3], [Pa9], [Ar]) which is described below. Let $R$ be a system of representatives of the right cosets $W_{\mathrm{cm}^{\prime}} \backslash W_{\mathrm{cm}_{0}}$, then the trace $V \mid \operatorname{Tr}_{\mathrm{cm}_{0}}^{\mathrm{cm}^{\prime}}$ is defined by the equality: for $x \in G_{\mathbf{A}}, h \in R$

$$
\begin{equation*}
\left(V \mid \operatorname{Tr}_{\mathrm{cm}_{0}}^{\mathrm{cm}}\right)(x)=\sum_{h \in R} \psi\left(h^{-\iota}\right) V(x h) \tag{4.9}
\end{equation*}
$$

Then the scalar product in the right hand side of (4.7) takes the form:

$$
\begin{equation*}
\left\langle F^{\rho}, V(s-k+1)\right\rangle_{c \mathrm{~m}^{\prime}}=\left\langle F^{\rho}, V(s-k+1) \mid \operatorname{Tr}_{\mathrm{cm}}^{\mathrm{cm}} \mathrm{~m}_{0}^{\prime}\right\rangle_{\mathrm{cm}}^{\mathrm{m}_{0}} . \tag{4.10}
\end{equation*}
$$

The explicit formula for the action of the trace on the Fourier expansions is provided by the equality:

$$
\begin{equation*}
V\left|\operatorname{Tr}_{c \mathfrak{m}_{0}}^{c \mathfrak{m}^{\prime}}=\mathcal{N}\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right)^{1-(k / 2)} V\right| J_{c m^{\prime}} U\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right) J_{c \mathfrak{m}_{0}} \tag{4.11}
\end{equation*}
$$

which is deduced by the special choice of a system of representatives for $W_{\mathrm{cm}^{\prime}} \backslash W_{\mathrm{fm}_{0}}$, namely

$$
R=\left\{\left(\begin{array}{rr}
1 & 0 \\
c m_{0} v & 1
\end{array}\right) \quad\left(v \in \mathcal{O}_{F} / \mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right)\right\}
$$

where $c m_{0}$ is an idele such that $\widetilde{c m_{0}}=c m_{0}$, and from the definitions (1.19), (1.20) of the operators $U\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right)$ and $J_{\mathbf{c}}$. If we now use (4.10) and (4.11) then the identity (4.7) transforms to

$$
\begin{align*}
\Psi(s, F, G) & =D_{F}^{1 / 2} \Gamma(s+1-l)^{n} \pi^{-n s} \mathcal{N}\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right)^{1-(k / 2)} \times  \tag{4.12}\\
& \times\left\langle F^{\rho}, V^{\prime}(s-k+1) \mid U\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right) J_{c \mathrm{~m}_{0}}\right\rangle_{\mathrm{c} \mathrm{~m}_{0}}
\end{align*}
$$

where

$$
\begin{aligned}
V^{\prime}(s)= & V(s) \mid J_{\mathfrak{c} \mathfrak{m}^{\prime}}=(-1)^{n l} \mathrm{~g}\left(\chi_{\mathfrak{m}_{0}}\right)\left(K_{k-l}\left(s ; \mathfrak{c}^{\prime}, \mathcal{O}_{F} ; \psi \omega^{-1} \chi^{-2} \mid J_{\mathfrak{c} \mathrm{m}_{0}}\right)=\right. \\
& (-1)^{n k} \mathcal{N}\left(\mathfrak{c m}^{\prime} \mathfrak{d}^{2}\right)^{-s-(k / 2)} L_{k-l}\left(s ; \mathcal{O}_{F}, \mathcal{O}_{F} ; \psi \omega^{-1} \chi^{-2}\right)
\end{aligned}
$$

according to the formula (4.6).
4.3. Normalized Eisenstein series. Let us define the normalized Eisenstein series for all integers $m$ and $r$ with the condition $m \geq 0, m+r>0$ by

$$
\begin{equation*}
E_{m, r}^{*}(\eta)=\frac{2^{-n} D_{F}^{1 / 2} \Gamma(m+r)^{n}}{(-4 \pi)^{r n}(-2 \pi i)^{m n}} L_{m+2 r}\left(-r ; \mathcal{O}_{F}, \mathcal{O}_{F} ; \eta\right) \tag{4.13}
\end{equation*}
$$

Then the integral representation takes the form

$$
\begin{align*}
& \Psi(s, F, G)=(-1)^{n k} \mathcal{N}\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right)^{1-(k / 2)} \mathcal{N}\left(\mathfrak{c}^{\prime} \mathfrak{d}^{2}\right)^{-(s-k+1)-(k-l) / 2} \times  \tag{4.14}\\
& \times 2^{n} \pi^{n(k-l)}\left\langle F^{\rho},\left[\mathrm{g}\left(\chi_{\mathfrak{m}_{0}}\right) E_{2-m, m+r-1}^{*}\left(\psi \omega^{-1} \chi^{-2}\right)\right] \mid U\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right) J_{c \mathrm{~m}_{0}}\right\rangle_{c \mathfrak{m}_{0}}
\end{align*}
$$

with $s=l+r, m=k-l-2 r, r=0, \cdots, k-l-1$. This formula provides us also with the integral representation for the values of the distributions (3.3): for $s=l+r, m=$ $k-l-2 r(r=0, \cdots, k-l-1) \mathfrak{m}_{0}|\mathfrak{m}| \mathfrak{m}^{\prime}$ we have that

$$
\begin{align*}
& \tilde{\mu}_{s, \mathrm{~m}}(\chi)= \\
& \gamma^{\prime}\left(\mathfrak{m}^{\prime}\right) \frac{\left\langle F^{\rho},\left[\mathfrak{g}\left(\chi_{\mathrm{m}_{0}}\right) E_{2-m, m-r+1}^{*}\left(\psi \omega^{-1} \chi^{-2}\right]\left|U\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right) J_{\mathrm{cm}_{0}}\right\rangle_{\mathrm{c} \mathrm{~m}_{0}}\right.\right.}{\Omega(\mathbf{f})} \tag{4.15}
\end{align*}
$$

where

$$
\begin{align*}
& \gamma\left(\mathfrak{m}^{\prime}\right)=2^{n k_{i}} i^{k+1} \alpha\left(\mathfrak{m}^{\prime}\right)^{-1} \mathcal{N}\left(\mathfrak{m}_{0}\right)^{(k / 2)-1} \mathcal{N}\left(\mathfrak{c o}^{2}\right)^{(k+l) / 2-1}  \tag{4.16}\\
& \Omega(\mathbf{f})=\langle\mathbf{f}, \mathbf{f}\rangle_{\boldsymbol{c}(\mathbf{f})}
\end{align*}
$$

## §5. Integrality properties and congruences for the distributions

5.1. In order to prove the theorem 2.2 we first show that the distributions (3.3) for $s=0,1, \cdots, k-l-1$ are bounded and then we prove a certain $p$-adic congruence involving their values on Dirichlet characters for different $s$ ("generalized Kummer congruences") equivalent to the existence of the $p$-adic analytic function from the theorem 2.2. The proof is based on the integral representation (4.15).
5.2. Proposition. (a) Under the assumotions and notation as in theorem 2.2 for each $r=0,1, \cdots, k-l-1$ the $\mathbf{C}_{p}$-valued distribution $i_{p}\left(\tilde{\mu}_{l_{+}}\right.$on the group Gal ${ }_{S}$ is bounded.
(b) the following $p$-adic equality holds

$$
\begin{equation*}
\int_{\mathrm{Gal}_{s}} \phi \mathcal{N} x_{p}^{r} d i_{p}\left(\tilde{\mu}_{l}\right)=(-1)^{r n} \int_{\mathrm{Gal}_{s}} \phi \mathcal{N} d i_{p}\left(\tilde{\mu}_{l+r}\right) \tag{5.1}
\end{equation*}
$$

5.3. In the prove we use the function

$$
\begin{equation*}
V_{r}^{*}(\chi)=\mathcal{H o l}\left(\mathbf{g}\left(\chi_{\mathrm{m}_{0}}\right) E_{2-k+l+2 \mathrm{r}, k-l-1-r}^{*}\left(\psi \omega^{-1} \chi^{-2}\right)\right) \tag{5.2}
\end{equation*}
$$

which is obtained by applying the holomorphic projection operator to the Hilbert automorphic type, which for $r \neq 0$ is not of the holomorphic type. This operator can be described in a very similar way as in the one-dimentional case (see [Shi6], [St1], [St2]); the necessary growth conditions are obviously satisfied due to the fact that $\mathbf{g}\left(\chi_{\mathrm{m}_{0}}\right)$ is a
cusp form so that the function (5.2) is a cusp form from $\mathcal{S}_{k}\left(\mathfrak{c m}^{\prime}, \psi\right)$. Then the equality (4.15) takes the form

$$
\begin{equation*}
\tilde{\mu}_{l+r, \mathfrak{m}}(\chi)=\frac{\gamma^{\prime}\left(\mathfrak{m}^{\prime}\right)}{\Omega(\mathbf{f})}\left\langle F^{\rho}, V_{r}^{*}(\chi) \mid U\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right) J_{c \mathfrak{m}_{0}}\right\rangle_{c \mathfrak{m}_{0}} \tag{5.3}
\end{equation*}
$$

The functions (5.2) apparently satisfy the same compatibility condition as the values $\tilde{\mu}_{1+r, \mathrm{~m}}(\chi)$ and define a distribution on $\mathrm{Gal}_{S}$ with values in the spaces of Hilbert automorphic forms of holomorphic type of weight $k$ with the character $\bar{\psi}$ whose level is growing with the growing conductor $\mathfrak{m}$ of the character $\chi$.
5.4. Fourier coefficients of the function $V_{r}^{*}(\chi)$. Let us consider Fourier expansions of all functions $V_{r}^{*}(\chi)_{\lambda}(z)$ (for $\left.\lambda=1, \cdots, h\right)$ on the Hilbert upper half plane $\mathfrak{H}^{n}$ which describe the automorphic form $V_{r}^{*}(\chi)$,

$$
\begin{equation*}
V_{r}^{*}(\chi)_{\lambda}(z)=\sum_{0<\xi \in \tilde{t}_{\lambda}} v(\xi, r, \chi)_{\lambda} e_{F}(\xi z) \tag{5.4}
\end{equation*}
$$

The coefficients $v(\xi, r, \chi)_{\lambda}$ obviously also define a distribution on $\mathrm{Gal}_{S}$ and they admit a fairly explicit calculation. If, for example, $r=k-l-1$, then the function $V_{k-l-1}^{*}(\chi)$ is itself of holomorphic type and

$$
\begin{align*}
& V_{k-l-1}^{*}(\chi)=\mathrm{g}_{\mathrm{m}_{0}}(\chi) E_{k-l, 0}^{*}\left(\psi \omega^{-1} \chi^{-2}\right) \\
& \operatorname{g}_{\mathrm{m}_{0}}(\chi)_{\lambda}(z)=\sum_{\xi} b_{\lambda}(\xi) \chi^{*}\left(\xi \tilde{t}_{\lambda}^{-1}\right) e_{F}(\xi z), \tag{5.5}
\end{align*}
$$

where the summation over $\xi$ is taken with $0 \ll \xi \in \tilde{t}_{\lambda}, \tilde{\xi}+\mathfrak{m}=\mathcal{O}_{F}$, and

$$
b_{\lambda}(\xi)=\mathcal{N}\left(\tilde{t}_{\lambda}\right)^{l / 2} C\left(\xi \tilde{t}_{\lambda}^{-1}, \mathrm{~g}\right)
$$

(see 1.9). Due to Klingen [K11], [K12] we know the Fourier expansion of the holomorphic Eisenstein series

$$
\begin{align*}
& \mathcal{N}\left(\tilde{t}_{\lambda}\right)^{m / 2} E_{m, 0}(\eta)_{\lambda}(z)=\frac{2^{-n} D_{F}^{1 / 2} \Gamma(m)}{(-2 \pi i)^{m}} L_{m}\left(z, 0 ; \mathcal{O}_{F}, \tilde{t}_{\lambda}^{-1} ; \eta\right)= \\
& A(m ; \eta)_{\lambda}+\sum_{0<\xi \in \tilde{t}_{\lambda}}\left(\sum_{\substack{z=b, b \\
c \in \mathcal{O}_{F}, b \in i_{\lambda}}} \eta^{*}(\tilde{c}) \mathcal{N}(\tilde{b})^{m-1}\right) e_{F}(\xi z) \tag{5.6}
\end{align*}
$$

for $m \geq 1, \eta \bmod \mathfrak{c}$ is a Hecke character of finite order with the condition $\eta((x))=$ $\operatorname{sign} \mathcal{N}(x)^{m}$ for $x \equiv 1 \bmod ^{\times} \mathfrak{e}, A(M ; \eta)$ is some constant, which is explicitly given as a certain special value of, the Hecke $L$-function associated with $\eta$. In the general case the function $E_{m, r}^{*}(\eta)$ admits a certain Fourier expansion in $e_{F}(\xi z)$ in terms of the Whittaker functions (or confluent hypergeometric functions, [Fe], [Shi10]) and the Fourier expansion is then obtained by use of a certain integral formula as in [St1], [St2], or
with help of the Shimura differential operators (as in [Shi6]). As a result we get for $r=0, \cdots, k-l-1$ the following identity:

$$
\begin{align*}
& \mathcal{N}\left(\tilde{t}_{\lambda}\right)^{r} v(\xi, r, \chi)_{\lambda}=\chi_{\mathrm{m}_{0}}^{*}\left(\xi \tilde{t}_{\lambda}^{-1}\right) b_{\lambda}(\xi) A^{\prime}(r)(\eta)+\mathcal{N}(\xi) u_{\lambda}(\xi)+ \\
& \sum_{\xi=\xi_{1}+\xi_{2}} \chi_{\mathrm{m}_{0}}^{*}\left(\xi_{1} \tilde{t}_{\lambda}^{-1}\right) b_{\lambda}\left(\xi_{1}\right) \mathcal{N}\left(\xi_{1}\right)^{k-l-1-r} \sum_{\substack{\xi=\tilde{b}, \delta \\
c \in \mathcal{O}_{F}, b \in \tilde{F}_{\lambda}}}\left(\psi \omega^{-1} \chi^{-2}\right)^{*}(\tilde{c}) \mathcal{N}(\tilde{b})^{1-k+l+2 r} \tag{5.7}
\end{align*}
$$

here $A^{\prime}(0)(\eta)=A(k-l ; \eta), A^{\prime}(r)=$ for $r>0$ with $\xi_{i}$ is totally positive ( $i=1,2$ ) and the second sum is extencled over all decompositions of $\tilde{\xi}_{2}$ into product of principial ideals $\tilde{c} \tilde{b}$ with the condition $c \in \mathcal{O}_{F}, b \in \tilde{t}_{\lambda}$ and $u_{\lambda}(\xi)$ is an integral linear combination of the numbers $\chi_{m_{0}}^{*}\left(\xi \tilde{t}_{\lambda}^{-1}\right) b_{\lambda}(\xi)$ and of values of the Hecke character $\left(\xi \omega^{-1} \chi^{-2}\right)^{*}$ (which are certain roots of unity).

Let us consider the linear functional

$$
\begin{equation*}
\left.\mathcal{L}: \Phi \mapsto \frac{\left\langle F^{\rho}, \Phi\right| J_{\mathrm{cm}}^{0}}{}\right\rangle_{\mathrm{cm}_{0}} \tag{5.8}
\end{equation*}
$$

on the linear space $\mathcal{S}_{k}\left(\mathrm{~cm}_{0}, \psi\right)$. It follows from the Atkin-Lehner theory (in the form of Miyake [Miy]) that $\mathcal{L}$ is defined over $\overline{\mathbf{Q}}$ i.e. for a finite number of ideals $\boldsymbol{m}_{i}$ and for some fixed algebraic numbers $l\left(m_{i}\right) \in \overline{\mathbf{Q}}$ we have that

$$
\begin{equation*}
\mathcal{L}(\Phi)=\sum_{i} C\left(\mathfrak{m}_{i}, \Phi\right) l\left(\mathfrak{m}_{i}\right) \tag{5.9}
\end{equation*}
$$

so that the distributions $\tilde{\mu}_{l+r}$ can be written in the form

$$
\begin{equation*}
\tilde{\mu}_{l+r, m}(\chi)=\gamma\left(\mathfrak{m}^{\prime}\right) \mathcal{L}\left(\Phi_{r, m^{\prime}}(\chi)\right), \tag{5.10}
\end{equation*}
$$

with

$$
\begin{equation*}
\Phi_{r, \mathrm{~m}^{\prime}}(\chi)=V^{*}(\chi) \mid U\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right) \tag{5.11}
\end{equation*}
$$

and the constant $\gamma\left(\mathrm{m}^{\prime}\right)$ given by (4.16). Now we see from (5.9) that the properties (a) and (b) of the proposition 5.2 are equivalent to the corresponding statements about the Fourier coefficients $v(\xi, r, \chi)_{\lambda}$ for $\xi \equiv 0\left(\bmod \mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1} \tilde{t}_{\lambda}\right)$. Indeed, we see that in this case the Fourier coefficients in (5.9) are expressed according to (1.9) in terms of the numbers $v(\xi, r, \chi)_{\lambda}$ as follows:

$$
\mathcal{N}\left(\tilde{t}_{\lambda}\right)^{k / 2} C\left(\mathfrak{n}, \Phi_{t, \mathfrak{m}^{\prime}}(\chi)\right)= \begin{cases}v(\xi, r, \chi)_{\lambda}, & \text { if the fractional ideal } \xi \tilde{t}_{\lambda}^{-1}=\mathfrak{n}^{\prime} \mathfrak{m}_{0}^{-1}  \tag{5.12}\\ 0, & \text { is not integral } \\ 0, & \text { otherwise }\end{cases}
$$

Therefore the explicit expression (5.7) implies the following congruences

$$
\begin{align*}
v(\xi, r, \chi)_{\lambda} \equiv & (-1)^{r n} \sum_{\xi=\xi_{1}+\xi_{2}} \sum_{\substack{\delta_{2}=\tilde{b} \tilde{O}_{i} \\
c \in \mathcal{O}_{F}, b \in i_{\lambda}}} \chi^{*}\left(\tilde{c}^{-1} \tilde{b} \tilde{t}_{\lambda}^{-1}\right) \mathcal{N}\left(\tilde{c}^{-1} \tilde{b} \tilde{t}_{\lambda}^{-1}\right)^{r} \times  \tag{5.13}\\
& \times\left(\psi \omega^{-1}\right)^{*}(\tilde{c}) \mathcal{N}(\tilde{c})^{k-i-1}\left(\bmod \mathcal{N}\left(\mathfrak{m}^{\prime} \mathfrak{m}_{0}^{-1}\right)\right)
\end{align*}
$$

for

$$
0 \ll \xi_{i} \in \tilde{t}_{\lambda}(i=1,2), \quad c \in \mathcal{O}_{F}, \quad b \in \tilde{t}_{\lambda}, \quad \xi_{2}+\mathfrak{m}_{0}=\mathcal{O}_{F}
$$

Now proposition 5.2 and theorem 2.2 are directly deduced from the abstract Kummer congruences (see [Ka3], p. 258 , or 3.3 of chapter 1 ) which provide a criterion of boundness of $\mathrm{C}_{p}$-valued distributions.

Let $\left\{f_{i}\right\}$ be a family of continuous functions $f_{i} \in \mathcal{C}\left(Y, \mathcal{O}_{p}\right)$ in the ring $\mathcal{C}\left(Y, \mathcal{O}_{p}\right)$ of all continuous functions on the compact totally disconnected group $Y=\mathcal{X}_{S}^{\times}$with values in the ring of integers $\mathcal{O}_{p}$ of $\mathbf{C}_{p}$ such that the $\mathbf{C}_{p}$-linear span of $\left\{f_{i}\right\}$ is dense in $\mathcal{C}\left(Y, \mathbf{C}_{p}\right)$. Let also $\left\{a_{i}\right\}$ be a family of elements $a_{i} \in \mathcal{O}_{p}$. Then the existence of an $\mathcal{O}_{p}$ -valued measure $\mu$ on $Y$ with the property

$$
\int_{Y} f_{i} d \mu=a_{i}
$$

is equivalent to the validity of the following congruences: for an arbitrary choice of elements $b_{i} \in \mathrm{C}_{p}$ almost all of which vanish,

$$
\sum_{i} b_{i} f_{i}(y) \in p^{n} \mathcal{O}_{p} \text { for all } y \in Y \Longrightarrow \sum_{i} b_{i} a_{i} \in p^{n} \mathcal{O}_{p}
$$

In our situation we take as a family $\left\{f_{i}\right\}$ the family of functions of the type $\chi \mathcal{N} x_{p}^{s}$ with $s$ as in proposition 5.2 and with $\chi \in X_{S}^{\text {tors }}$ being Hecke characters; this family obviously has the dense $\mathbf{C}_{p}$-linear span. For any finite number of Hecke characters $\chi \in X_{S}^{\text {tors }}$ we choose such $m$ and a sufficiently large integer $\mathfrak{m}^{\prime}$ that each of these characters is defined modulo $\mathfrak{m}$ and the formula (4.15) is valid for the values of the distributions $\tilde{\mu}_{l+r, \mathrm{~m}}(\chi)$. The proof is then completed by application of the congruences (5.13).
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