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DESINGULARIZATION OF COMPLEX MULTIPLE ZETA-FUNCTIONS,

FUNDAMENTALS OF p-ADIC MULTIPLE L-FUNCTIONS, AND

EVALUATION OF THEIR SPECIAL VALUES

HIDEKAZU FURUSHO, YASUSHI KOMORI, KOHJI MATSUMOTO, AND HIROFUMI TSUMURA

Abstract. This paper deals with a multiple version of zeta- and L-functions both in the
complex case and in the p-adic case:
(I). Our motivation in the complex case is to find suitable rigorous meaning of the values of
multivariable multiple zeta-functions at non-positive integer points.
(a). A desingularization of multiple zeta-functions (of the generalized Euler-Zagier type):

We reveal that multiple zeta-functions (which are known to be meromorphic in the whole
space with whose singularities lying on infinitely many hyperplanes) turn to be entire on
the whole space after taking the desingularization. Further we show that the desingularized
function is given by a suitable finite ‘linear’ combination of multiple zeta-functions with
some arguments shifted. It is also shown that specific combinations of Bernoulli numbers
attain the special values at their non-positive integers of the desingularized ones.
(b). Twisted multiple zeta-functions: Those can be continued to entire functions, and their

special values at non-positive integer points can be explicitly calculated.
(II). Our work in the p-adic case is to develop the study on analytic side of the Kubota-
Leopoldt p-adic L-functions into the multiple setting. We construct p-adic multiple L-
functions, multivariable versions of their p-adic L-functions, by using a specific p-adic mea-
sure. We establish their various fundamental properties:
(a). Evaluation at non-positive integers: We establish their intimate connection with the

above complex multiple zeta-functions by showing that the special values of the p-adic mul-
tiple L-functions at non-positive integers are expressed by the twisted multiple Bernoulli
numbers, the special values of the complex multiple zeta-functions at non-positive integers.
(b). Multiple Kummer congruence: We extend Kummer congruence for Bernoulli numbers

to congruences for the twisted multiple Bernoulli numbers.
(c). Functional relations with a parity condition: We extend the vanishing property of the

Kubota-Leopoldt p-adic L-functions with odd characters to our p-adic multiple L-functions.
(d). Evaluation at positive integers: We establish their close relationship with the p-adic

twisted multiple polylogarithms by showing that the special values of the p-adic multiple
L-functions at positive integers are described by those of the p-adic twisted multiple poly-
logarithms at roots of unity, which generalizes the previous result of Coleman in the single
variable case.
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0. Introduction

The aim of the present paper is to consider multiple zeta- and L-functions both in the

complex case and in the p-adic case, and especially study their special values at integer

points.

Let our story begin with the multiple zeta-function of the generalized Euler-Zagier

type defined by

ζr((sj); (γj)) = ζr(s1, . . . , sr; γ1, . . . , γr) :=
∞∑

m1=1

· · ·
∞∑

mr=1

r∏
j=1

(m1γ1 + · · ·+mjγj)
−sj (0.1)

for complex variables s1, . . . , sr, where γ1, . . . , γr are complex parameters whose real parts

are all positive. Series (0.1) converges absolutely in the region

Dr = {(s1, . . . , sr) ∈ Cr | ℜ(sr−k+1 + · · ·+ sr) > k (1 ⩽ k ⩽ r)}. (0.2)

The first work which established the meromorphic continuation of (0.1) is Essouabri’s thesis

[18]. The third-named author [37, Theorem 1] showed that (0.1) can be continued meromor-

phically to the whole complex space with infinitely many (possible) singular hyperplanes.

A special case of (0.1) is the multiple zeta-function of Euler-Zagier type defined by

ζr((sj)) = ζr(s1, s2, . . . , sr) =
∞∑

m1,...,mr=1

r∏
j=1

(m1 + · · ·+mj)
−sj , (0.3)

which is absolutely convergent in Dr.

Note that ζr((sj)) = ζr((sj); (1)). Its special value ζr(n1, . . . , nr) when n1, . . . , nr are posi-

tive integers makes sense when nr > 1. It is called the multiple zeta value (abbreviated as

MZV), history of whose study goes back to the work of Euler [19] published in 1776 1. For

a couple of these decades, it has been intensively studied in various fields including number

theory, algebraic geometry, low dimensional topology and mathematical physics.

1You can find several literatures which cite the paper saying as if it were published in 1775. But according
to Euler archive http://eulerarchive.maa.org/, it was written in 1771, presented in 1775 and published in
1776.
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On the other hand, after the work of meromorphic continuation of (0.1) mentioned above,

it is natural to ask how is the behavior of ζr(−n1, . . . ,−nr) when n1, . . . , nr are positive (or

non-negative) integers. However, as we will mention in Section 1.1, in most cases these points

are on singular loci, and hence they are points of indeterminacy. Therefore we can raise the

following fundamental problem.

Problem 0.1. Are there any ‘rigorous’ ways to give a meaning of ζr(−n1, . . . ,−nr) for

n1, . . . , nr ∈ Z⩾0?

Several approaches to this problem have been done so far. Guo and Zhang [25], and

also Manchon and Paycha [36] discussed a kind of renormalization method. In the present

paper we will develop yet another approach, called the desingularization, in Section 1.4.

The Riemann zeta-function ζ(s) is a meromorphic function on the complex plane C with a

simple and unique pole at s = 1. Hence (s − 1)ζ(s) is an entire function. This simple fact

may be regarded as a technique to resolve a singularity of ζ(s) and yield an entire function.

Our desingularization method is motivated by this simple observation. We will show that

a suitable finite sum of multiple zeta-functions turns to be an entire function whose special

values at non-positive integers are described explicitly in terms of Bernoulli numbers.

Another possible approach to the above Problem 0.1 is to consider the twisted multiple

series. Let ξ1, . . . , ξr ∈ C be roots of unity. For γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r),

define the multiple zeta-function of the generalized Euler-Zagier-Lerch type by

ζr((sj); (ξj); (γj)) :=

∞∑
m1=1

· · ·
∞∑

mr=1

r∏
j=1

ξ
mj

j (m1γ1 + · · ·+mjγj)
−sj , (0.4)

which is absolutely convergent in the region Dr defined by (0.2). We note that the multiple

zeta-function of the generalized Euler-Zagier type (0.1) is its special case, that is,

ζr((sj); (γj)) = ζr((sj); (1); (γj)).

Because of the existence of the twisting factor ξ1, . . . , ξr, we can see (in Theorem 1.13 below)

that, if all ξj is not equal to 1, series (0.4) can be continued to an entire function, hence its

values at non-positive integer points have a rigorous meaning. Moreover we will show that

those values can be written explicitly in terms of twisted multiple Bernoulli numbers.

The above second approach naturally leads us to the theory of p-adic multiple L-functions.

Our next main theme in the present paper is to search for a multiple analogue of Kubota-

Leopoldt p-adic L-functions.

In the 1960s, Kubota and Leopoldt [35] gave the first construction of the p-adic analogue

of the Dirichlet L-function L(s, χ) associated with the Dirichlet character χ, which is called

the p-adic L-function denoted by Lp(s;χ). This can be regarded as a p-adic interpolation of

values of the Dirichlet L-function at non-positive integers, based on Kummer’s congruences

for Bernoulli numbers.

Iwasawa [28] proposed a different way of constructing p-adic L-functions, based on the

study of the arithmetic of Galois modules associated with certain towers of algebraic number

fields called Zp-extensions (see also [29]). In particular, his method shows that the p-adic
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L-function can be expressed by use of the power series. His study, called the Iwasawa theory,

developed spectacularly with recognition of the importance of p-adic L-functions.

In the 1970s, other constructions of p-adic L-functions were given, for example, by Amice

and Fresnel [3], Coates [13], Koblitz [31] and Serre [42]. More generally p-adic L-functions

over totally real number fields were constructed by Barsky [5], Cassou-Noguès [12], Deligne

and Ribet [17]. These works are based on the p-adic properties of values of abelian L-functions

over totally real number fields at non-positive integers. In fact, the approach of Deligne and

Ribet were built on the theory of p-adic Hilbert modular forms, while those of Barsky and

of Cassou-Noguès were built on the pioneering work of Shintani [43]. Shintani’s work also

inspired the theory of multivariable p-adic L-functions. In fact, motivated by [43], Imai

[27] constructed certain multivariable p-adic L-functions and Hida [26] constructed p-adic

analogues of Shintani’s L-functions.

Recently, the second, the third and the fourth named author [34] introduced a certain

double analogue of the Kubota-Leopoldt p-adic L-function, which could also be seen as a

p-adic analogue of the double (r = 2) zeta function of a specific case. Its evaluation at non-

positive integers and a certain functional relation with the Kubota-Leopoldt p-adic L-function

were shown.

In the present paper we generalize the method in [34] to construct the multivariable p-adic

multiple L-function,

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c) (0.5)

It is a p-adic valued function for p-adic variables s1, . . . , sr, which is attached to each ωk1 , . . . , ωkr

(ω: the Teichmüller character, k1, . . . , kr ∈ Z), γ1, . . . , γr ∈ Zp and c ∈ N>1 with (c, p) = 1.

It can be seen as a multiple analogue of the Kubota-Leopoldt p-adic L-function and the

above mentioned p-adic double L-function and also regarded as a p-adic analogues of the

complex multivariable multiple zeta-functions (0.4) in a sense. Actually it can be constructed

by a multiple analogue of the p-adic gamma transform of a p-adic measure of Koblitz [31].

We investigate p-adic properties of (0.5), particularly its p-adic analyticity in the parameter

s1, . . . , sr and its p-adic continuity in the parameter c.

Evaluation of (0.5) at integral points is one of our main themes of this paper: By explicitly

describing its special values at all non-positive integer points in terms on twisted Bernoulli

numbers, we show that our p-adic multiple L-function (0.5) is closely connected to the complex

multiple zeta function (0.4) of the generalized Euler-Zagier-Lerch type via their special values

at non-positive integers. Our evaluation yields two particular results; multiple Kummer

congruence and functional relations. The multiple Kummer congruence is a certain p-adic

congruence among the special values, which includes an ordinal Kummer congruence for

Bernoulli numbers as a very special case and where we also discover a newly-looked (or not?)

type of congruence for Bernoulli numbers. The functional relations are linear relations among

p-adic multiple L-functions as a function, which reduce (0.5) as a linear sum of (0.5) with

lower r. The relations is attached to a parity of k1 + · · · + kr. It extends the known fact

in the single variable case that the Kubota-Leopoldt p-adic L-function with odd character
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is identically zero function. As the double variable case, we recover the result of [34] that a

certain p-adic double L-function is equal to the Kubota-Leopoldt p-adic L-function up to a

minor factor.

Whilst, as for evaluation of (0.5) at all positive integers, we show that the special value

of p-adic multiple L-function (0.5) with γ1 = · · · = γr = 1 at any positive integer points

(n1, . . . , nr) is given by the special values of p-adic twisted multiple polylogarithms

(p-adic TMPL’s, in short)

Li(p)n1,...,nr
(ξ1, . . . , ξr; z) (0.6)

at unity. The above p-adic TMPL (0.6) is a p-adic valued function for p-adic variable z,

which is attached to each positive integers n1, . . . , nr and certain p-adic parameters ξ1, . . . , ξr

(which are occasionally roots of unity.) We construct the function by using Coleman’s p-adic

iterated integration theory [15]. The construction generalizes that of p-adic polylogarithm by

Coleman [15] and that of p-adic multiple polylogarithm and p-adic multiple zeta (L-)values

by the first-named author [22, 23] and Yamashita [47]. Our result here shows that there is a

close connection between the theory of p-adic multiple L-functions of the Kubota-Leopoldt

type initiated in [34], and the theory of p-adic multiple polylogarithms developed by the

first-named author [22, 23] which were introduced under a very different motivation. It also

generalizes the previous result of Coleman [15] which connects the Kubota-Leopoldt p-adic

L-function with his p-adic polylogarithm. In Remark 4.4 of [34] it is written that it is unclear

whether there is some connection between these two theories or not. Our results in the

present paper give an answer to this question.

We remark that our multivariable p-adic multiple L-functions are different from p-adic

multiple zeta functions by Tangedal and Young [44], which are one variable p-adic functions

stemming from the works of Shintani, Cassou-Noguès, Yoshida and Kashio, though pursuing

relationship between our works and theirs might be a significant research. A relationship to

non-commutative Iwasawa theory (Coates, Fukaya, Kato, Sujatha and Venjakob [14], etc)

might be another direction. The theory is a generalization of Iwasawa theory but it looks

lacking its analytic side. It is not clear whether our work in this paper lead any direction

related to this or not, which might be worthy to discuss further.

Here is the plan of this paper: In Section 1, we will introduce the twisted r-ple Bernoulli

numbers {B((nj); (ξj); (γj))} associated with integers {nj}1⩽j⩽r such that nj ⩾ −1, roots of

unity {ξj}1⩽j⩽r and complex numbers γj (1 ⩽ j ⩽ r)(Definition 1.6) as generalizations of

ordinary Bernoulli numbers. We will show that ζr((sj); (ξj); (γj)) is analytically continued

to the whole space as an entire function and interpolates {B((nj); (ξj); (γj))} at non-positive

integers when all ξj are not 1 (Theorem 1.13). On the other hand, when ξj are all equal

to 1, then ζr((sj); (1); (γj)) = ζr((sj); (γj)) is meromorphically continued to the whole space

with whose singularities lying on infinitely many hyperplanes. We will introduce and develop

the method of desingularization, which is to resolve all singularities of ζr((sj); (γj)). We will

construct a function ζdesr ((sj); (γj)), called the desingularized multiple zeta-function (Defini-

tion 1.16), which will be shown to be entire (Theorem 1.19). Furthermore we will show that
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ζdesr ((sj); (γj)) can be expressed as a finite ‘linear’ combination of ζr((sj+mj); (γj)), the mul-

tiple zeta-functions of the generalized Euler-Zagier type whose arguments are appropriately

shifted by integers mj (1 ⩽ j ⩽ r) (Theorem 1.23). It is where we stress that summing up

suitable finite combinations of ζr((sj +mj); (γj)) causes that a marvelous cancellation of all

of their infinitely many singular hyperplanes occurs and consequently ζdesr ((sj); (γj)) turns to

be entire. We will also describe the special values of ζdesr ((sj); (γj)) at non-positive integers

in terms of ordinary Bernoulli numbers (Theorem 1.22).

In Section 2, we will construct the p-adic r-ple L-function Lp,r((sj); (ω
kj ); (γj); c) associ-

ated with γj ∈ Zp, kj ∈ Z (1 ⩽ j ⩽ r) and a positive integer c(⩾ 2) with (c, p) = 1 (Definition

2.9). The case r = 1 essentially coincides with the Kubota-Leopoldt p-adic L-function (Exam-

ple 2.12). Also the case (r, c) = (2, 2) coincides with the p-adic double L-function introduced

in [34] as mentioned above (Example 2.13). Our main technique of construction is due to

Koblitz [31]. By using a specific p-adic measure, we will define Lp,r((sj); (ω
kj ); (γj); c) as a

multiple version of the p-adic Γ-transform that provides a p-adic analyticity in (sj) (Theorem

2.14). We will further show a non-trivial fact that the map c 7→ Lp,r((sj); (ω
kj ); (γj); c) can

be continuously extended to any p-adic integer c as a p-adic continuous function (Theorem

2.17).

In Section 3, we will describe the values of Lp,r((sj); (ω
kj ); (γj); c) at non-positive integers as

a sum of {B((nj); (ξj); (γj))} (Theorem 3.1). We will see that our Lp,r((sj); (ω
kj ); (γj); c) is a

p-adic interpolation of a certain sum (3.2) of the complex multiple zeta-functions ζr((sj); (ξj); (γj))

(Remark 3.2). As an application of the theorem, we will obtain a multiple version of the Kum-

mer congruences (Theorem 3.10). In fact, the case r = 1 coincides with the ordinary Kummer

congruences for Bernoulli numbers. Also we will give some functional relations with a parity

condition among p-adic multiple L-functions (Theorem 3.15). The functional relations can

be regarded as multiple versions of the well-known fact that Lp(s;ω
2k+1) is the zero-function

(see Example 3.19). We will see that they also recover the functional relations shown in [34]

as a special case (r, c) = (2, 2) (Example 3.20).

In Section 4, we will describe the special values of Lp,r((sj); (ω
kj ); (1); c) at positive in-

tegers. In Theorem 4.41 we will establish their close relation to those of p-adic TMPL’s

Li
(p)
n1,...,nr(ξ1, . . . , ξr; z) (cf. Definition 4.29) at roots of unity, which is an extension of the

previous result of Coleman [15]. For this aim, we will introduce p-adic rigid TMPL’s

ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) and p-adic partial TMPL’s ℓ

≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, z) (Definition

4.4 and 4.16 respectively) as in-between functions. In Subsection 4.1 the above special values

at positive integers will be shown to be connected with the special values of p-adic rigid

TMPL’s at roots unity (Theorem 4.9). Basic properties of these in-between functions will

be presented in Subsection 4.2. We will show an explicit relationship between p-adic rigid

TMPL’s and p-adic TMPL’s (Theorem 4.35) by transmitting through their connections with

p-adic partial TMPL’s to obtain Theorem 4.41 in Subsection 4.3.
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1. Complex multiple zeta-functions

In this section, we will first recall the analytic properties of complex multiple zeta-functions

of Euler-Zagier type (0.3) and of the zeta-function of Lerch type (1.10) which interpolates the

twisted Bernoulli numbers (1.4). Next we will introduce multiple twisted Bernoulli numbers

(Definition 1.6) which are connected with multiple zeta-functions of the generalized Euler-

Zagier-Lerch type (0.4). It will be shown that the functions in the non-unity case (1.20) are

analytically continued to the whole space as entire functions and interpolate these numbers at

non-positive integers (Theorem 1.13). In the final subsection, we will develop our method of

desingularization (Definition 1.16) of multiple zeta-functions of the generalized Euler-Zagier

type (0.1). They are meromorphically continued to the whole space with whose singularities

lying on infinitely many hyperplanes. Our desingularization is a method to reduce them

into entire functions (Theorem 1.19). We will further show that the desingularized functions

are given by a suitable finite ‘linear’ combination of multiple zeta-functions (0.1) with some

arguments shifted (Theorem 1.23). It is where we see a miraculous cancellation of all of their

infinitely many singular hyperplanes occurring there by taking a suitable finite combination

of these functions. We will prove that certain combinations of Bernoulli numbers attain

the special values at their non-positive integers of the desingularized functions (Theorem

1.22). Our method might be said as a multiple series analogue of the procedure reducing

the Riemann zeta function ζ(s) into the entire function (s − 1)ζ(s) (Example 1.18). These

observations lead to the construction of p-adic multiple L-functions which will be discussed

in the next section.

1.1. Basic facts. Let N, N0, Z, Q, R and C be the set of natural numbers, non-negative

integers, rational integers, rational numbers, real numbers and complex numbers, respectively.

Let Q be the algebraic closure of Q. For s ∈ C, denote by ℜs and ℑs the real and the

imaginary parts of s, respectively.

Let χ be a primitive Dirichlet character and denote the conductor of χ by fχ. The Dirichlet

L-function associated with χ is defined by

L(s, χ) =

∞∑
m=1

χ(m)

ms
.

In the case χ = χ0, namely the trivial character with fχ0 = 1, L(s, χ0) is equal to ζ(s).

It is well-known that L(s, χ) is an entire function when χ ̸= χ0, and ζ(s) is a meromorphic

function on C with a simple pole at s = 1, and satisfies

ζ(1− k) =

{
−Bk

k (k ∈ N>1)

−1
2 (k = 1),

L(1− k, χ) = −
Bk,χ

k
(k ∈ N; χ ̸= χ0),

(1.1)



8 H. FURUSHO, Y. KOMORI, K. MATSUMOTO, AND H. TSUMURA

where {Bn} and {Bn,χ} are the Bernoulli numbers 2 and the generalized Bernoulli numbers

associated with χ defined by

t

et − 1
=
∞∑
n=0

Bn
tn

n!
,

f∑
a=1

χ(a)teat

eft − 1
=

∞∑
n=0

Bn,χ
tn

n!
(f = fχ),

respectively (see [46, Theorem 4.2]). Note that Bn,χ0 = Bn (n ∈ N0) except for B1,χ0 =

−B1 =
1
2 .

The multiple zeta-function of Euler-Zagier type is defined by (0.3). As was mentioned in the

Introduction, the research of (0.3) goes back to a paper of Euler. In the late 1990s, several

authors investigated its analytic properties, though their results have not been published

(for the details, see the survey article [38]). In the early 2000s, Zhao [48] and Akiyama,

Egami and Tanigawa [1] independently showed that the multiple zeta-function (0.3) can be

meromorphically continued to Cr. Furthermore, the exact locations of singularities of (0.3)

were explicitly determined as follows.

Theorem 1.1 ([1, Theorem 1]). The multiple zeta-function (0.3) can be meromorphically

continued to Cr with infinitely many singular hyperplanes

sr = 1, sr−1 + sr = 2, 1, 0,−2,−4,−6, . . . ,

sr−k+1 + sr−k+2 + · · ·+ sr = k − n (3 ⩽ k ⩽ r, n ∈ N0). (1.2)

Multiple zeta values, namely the special values of (0.3) at positive integers, are equal to

the special values of multiple polylogarithm

Lin1,...,nr(z1, . . . , zr) :=
∑

0<k1<···<kr

zk11 · · · zkrr
kn1
1 · · · knr

r

(which is an r-variable complex analytic function converging on polyunit disk) at unity,

namely

ζr(n1, . . . , nr) = Lin1,...,nr(1, . . . , 1) (1.3)

for n1, . . . , nr ∈ N with nr > 1.

In the last section of this paper a p-adic analogue of the equality (1.3) will be attained.

As stated above, the multiple zeta-function (0.3) but for the single variable case (r = 1) has

infinitely many singular hyperplanes and almost all non-positive integer points lie there. It

causes an indeterminacy of its special values at non-positive integers. For example, according

to [1, 2],

lim
ε1→0

lim
ε2→0

ζ2(ε1, ε2) =
1

3
,

lim
ε2→0

lim
ε1→0

ζ2(ε1, ε2) =
5

12
,

2or better to be called Seki-Bernoulli numbers, because K. Seki published the work on these numbers,
independently, before J. Bernoulli.
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lim
ε→0

ζ2(ε, ε) =
3

8
.

There are some other explicit formulas for the values at those non-positive integer points

as limit values when the way of approaching those points are fixed ([1], [33], [41] et al.)

1.2. Twisted multiple Bernoulli numbers. We will review Koblitz’ definition of twisted

Bernoulli numbers. Then we will introduce twisted multiple Bernoulli numbers, their mul-

tiple analogue, in Definition 1.6 and investigate their expression as combinations of twisted

Bernoulli numbers in Proposition 1.7.

Definition 1.2 ([31, p. 456]). For any root of unity ξ, we define the twisted Bernoulli

numbers {Bn(ξ)} by

H(t; ξ) =
1

1− ξet
=

∞∑
n=−1

Bn(ξ)
tn

n!
. (1.4)

Remark 1.3. Koblitz [31] generally defined the twisted Bernoulli numbers associated with

primitive Dirichlet characters. The above {Bn(ξ)} correspond to χ0.

In the case ξ = 1, we have

B−1(1) = −1, Bn(1) = −Bn+1

n+ 1
(n ∈ N0). (1.5)

In the case ξ ̸= 1, we haveB−1(ξ) = 0 andBn(ξ) =
1

1−ξHn

(
ξ−1
)
(n ∈ N0), where {Hn(λ)}n⩾0

are what is called the Frobenius-Euler numbers associated with λ defined by

1− λ

et − λ
=

∞∑
n=0

Hn(λ)
tn

n!

(see Frobenius [21]). We obtain from (1.4) that Bn(ξ) ∈ Q(ξ). For example,

B0(ξ) =
1

1− ξ
, B1(ξ) =

ξ

(1− ξ)2
, B2(ξ) =

ξ(ξ + 1)

(1− ξ)3
,

B3(ξ) =
ξ(ξ2 + 4ξ + 1)

(1− ξ)4
, B4(ξ) =

ξ(ξ3 + 11ξ2 + 11ξ + 1)

(1− ξ)5
, . . .

(1.6)

Let µk be the group of kth roots of unity. Using the relation

1

X − 1
− k

Xk − 1
=
∑
ξ∈µk
ξ ̸=1

1

1− ξX
(k ∈ N>1) (1.7)

for an indeterminate X, we obtain the following.

Proposition 1.4. Let c ∈ N>1. For n ∈ N0,(
1− cn+1

) Bn+1

n+ 1
=
∑
ξc=1
ξ ̸=1

Bn(ξ). (1.8)

Remark 1.5. Let ξ be a root of unity. As an analogue of (1.1), it holds that

ϕ(−k; ξ) = Bk(ξ) (k ∈ N0), (1.9)
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where ϕ(s; ξ) is the zeta-function of Lerch type defined by the meromorphic continuation

of the series

ϕ(s; ξ) =
∑
m⩾1

ξmm−s (ℜs > 1) (1.10)

(cf. [32, Chapter 2, Section 1]).

We see that (1.8) can also be given from the relation(
c1−s − 1

)
ζ(s) =

∑
ξc=1
ξ ̸=1

ϕ(s; ξ). (1.11)

Now we define certain multiple analogues of twisted Bernoulli numbers.

Definition 1.6. Let r ∈ N, γ1, . . . , γr ∈ C and let ξ1, . . . , ξr ∈ C be roots of unity. Set

Hr((tj); (ξj); (γj)) :=

r∏
j=1

H(γj(

r∑
k=j

tk); ξj) =

r∏
j=1

1

1− ξj exp
(
γj
∑r

k=j tk

) (1.12)

and define twisted multiple Bernoulli numbers 3 {B(n1, . . . , nr; (ξj); (γj))} by

Hr((tj); (ξj); (γj)) =

∞∑
n1=−1

· · ·
∞∑

nr=−1
B(n1, . . . , nr; (ξj); (γj))

tn1
1

n1!
· · · t

nr
r

nr!
. (1.13)

In the case r = 1, we have Bn(ξ1) = B(n; ξ1; 1). Note that if ξj ̸= 1 (1 ⩽ j ⩽ r) then

Hr((tj); (ξj); (γj)) is holomorphic around the origin with respect to the parameters t1, . . . , tr,

hence the singular part does not appear on the right-hand side of (1.13).

We immediately obtain the following from (1.4), (1.12) and (1.13).

Proposition 1.7. Let γ1, . . . , γr ∈ C and ξ1, . . . , ξr ∈ C be roots of unity. Then B(n1, . . . , nr; (ξj); (γj))

can be expressed as a polynomial in {Bn(ξj) | 1 ⩽ j ⩽ r, n ⩾ 0} and {γ1, . . . , γr} with Q-

coefficients, that is, a rational function in {ξj} and {γj} with Q-coefficients.

Example 1.8. We consider the case r = 2 and ξj ̸= 1 (j = 1, 2). Substituting (1.4) into

(1.12) in the case r = 2, we have

H2(t1, t2; ξ1, ξ2; γ1, γ2) =
1

1− ξ1 exp (γ1(t1 + t2))

1

1− ξ2 exp (γ2t2)

=

( ∞∑
m=0

Bm(ξ1)
γm1 (t1 + t2)

m

m!

)( ∞∑
n=0

Bn(ξ2)
γn2 t

n
2

n!

)

=

∞∑
m=0

∞∑
n=0

Bm(ξ1)Bn(ξ2)

 ∑
k,j⩾0

k+j=m

tk1t
j
2

k!j!

 γm1 γn2
tn2
n!
.

Putting l := n+ j, we have

H2(t1, t2; ξ1, ξ2; γ1, γ2) =

∞∑
k=0

∞∑
l=0

l∑
j=0

(
l

j

)
Bk+j(ξ1)Bl−j(ξ2)γ

k+j
1 γl−j2

tk1
k!

tl2
l!
,

3We are not sure which is better, “twisted multiple”, or “multiple twisted”. But we will skip this problem
because it looks that these two adjectives are “commutative” here.
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which gives

B(k, l; ξ1, ξ2; γ1, γ2) =

l∑
j=0

(
l

j

)
Bk+j(ξ1)Bl−j(ξ2)γ

k+j
1 γl−j2 (k, l ∈ N0). (1.14)

For example, we can obtain from (1.6) that

B(0, 0; ξ1, ξ2; γ1, γ2) =
1

(1− ξ1)(1− ξ2)
, B(1, 0; ξ1, ξ2; γ1, γ2) =

ξ1γ1
(1− ξ1)2(1− ξ2)

,

B(0, 1; ξ1, ξ2; γ1, γ2) =
ξ1γ1 + ξ2γ2 − ξ1ξ2(γ1 + γ2)

(1− ξ1)2(1− ξ2)2
,

B(1, 1; ξ1, ξ2; γ1, γ2) =
ξ21γ1(γ1 − ξ2(γ1 + γ2)) + ξ1γ1(γ1 − ξ2(γ1 − γ2))

(1− ξ1)3(1− ξ2)2
, . . .

The following series will be treated in our desingularization method in subsection 1.4.

Definition 1.9. For c ∈ R and γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r), define

H̃r((tj); (γj); c) =
r∏

j=1

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1


=

r∏
j=1

 ∞∑
m=1

(1− cm)Bm

(
γj
∑r

k=j tk

)m−1
m!

 . (1.15)

In particular when c ∈ N>1, by use of (1.7), we have

H̃r((tj); (γj); c) =
r∏

j=1

∑
ξc
j
=1

ξj ̸=1

1

1− ξj exp
(
γj
∑r

k=j tk

)
=
∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

Hr((tj); (ξj); (γj)). (1.16)

Remark 1.10. We note that H̃r((tj); (γj); c) is holomorphic around the origin with respect

to the parameters (tj), and tends to 0 as c → 1. We also note that the Bernoulli numbers

appear in the Maclaurin expansion of the limit

lim
c→1

1

(c− 1)r
H̃r((tj); (γj); c).

These are important points in our arguments on desingularization methods developed in

Subsection 1.4.

Example 1.11. Similarly to Example 1.8, we obtain from (1.15) with any c ∈ R that

H̃2(t1, t2; γ1, γ2; c)

=

∞∑
k,l=0


l∑

j=0

(
l

j

)(
1− ck+j+1

)(
1− cl−j+1

) Bk+j+1

k + j + 1

Bl−j+1

l − j + 1
γk+j
1 γl−j2

 tk1t
l
2

k!l!
. (1.17)
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Therefore it follows from (1.13) and (1.16) that∑
ξ1∈µc
ξ1 ̸=1

∑
ξ2∈µc
ξ2 ̸=1

B(k, l; ξ1, ξ2; γ1, γ2)

=
l∑

j=0

(
l

j

)(
1− ck+j+1

)(
1− cl−j+1

) Bk+j+1

k + j + 1

Bl−j+1

l − j + 1
γk+j
1 γl−j2 (k, l ∈ N0)

(1.18)

for c ∈ N>1.

Remark 1.12. Kaneko [30] defined the poly-Bernoulli numbers {B(k)
n }n∈N0 (k ∈ Z) by use of

the polylogarithm of order k. Explicit relations between twisted multiple Bernoulli numbers

and poly-Bernoulli numbers are not clearly known. It is noted that, for example,

B
(2)
l =

l∑
j=0

(
l

j

)
Bl−jBj

j + 1
(l ∈ N0),

which resembles (1.14) and (1.18).

1.3. Multiple zeta-functions. Corresponding to the twisted multiple Bernoulli numbers

{B((nj); (ξj); (γj))} is the multiple zeta-function of the generalized Euler-Zagier-Lerch type

(0.4) defined in the Introduction, which is a multiple analogue of ϕ(s; ξ). This function can be

continued analytically to the whole space and interpolates B((nj); (ξj); (γj)) at non-positive

integers (Theorem 1.13).

Assume ξj ̸= 1 (1 ⩽ j ⩽ r). Using the well-known relation

u−s =
1

Γ(s)

∫ ∞
0

e−utts−1dt,

we obtain

ζr((sj); (ξj); (γj))

=

∞∑
m1=1

· · ·
∞∑

mr=1

( r∏
j=1

ξ
mj

j

)( r∏
k=1

1

Γ(sk)

)∫
[0,∞)r

r∏
k=1

exp(−tk(
∑
j⩽k

mjγj))

r∏
k=1

tsk−1k dtk

=

(
r∏

k=1

1

Γ(sk)

)∫
[0,∞)r

r∏
j=1

ξj exp(−γj(
∑r

k=j tk))

1− ξj exp(−γj(
∑r

k=j tk))

r∏
k=1

tsk−1k dtk

=

(
r∏

k=1

1

(e2πisk − 1)Γ(sk)

)∫
Cr

r∏
j=1

ξj exp(−γj(
∑r

k=j tk))

1− ξj exp(−γj(
∑r

k=j tk))

r∏
k=1

tsk−1k dtk

= (−1)r

(
r∏

k=1

1

(e2πisk − 1)Γ(sk)

)∫
Cr

Hr((tj), (ξ
−1
j ), (γj))

r∏
k=1

tsk−1k dtk, (1.19)

where C is the Hankel contour, that is, the path consisting of the positive real axis (top side),

a circle around the origin of radius ε (sufficiently small), and the positive real axis (bottom

side) (see Figure 1). Note that the third equality holds because we can let ε → 0 on the

fourth member of (1.19). In fact, the integrand of the fourth member is holomorphic around

the origin with respect to the parameters (tj) because of ξj ̸= 1 (1 ⩽ j ⩽ r). Here we can
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ε

Figure 1. The Hankel contour C

easily show that the integral on the last member of (1.19) is absolutely convergent in a usual

manner with respect to the Hankel contour. Hence we obtain the following.

Theorem 1.13. Let ξ1, . . . , ξr ∈ C be roots of unity and γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽
j ⩽ r). Assume that

ξj ̸= 1 for all j (1 ⩽ j ⩽ r). (1.20)

Then, with the above notation, ζr((sj); (ξj); (γj)) can be analytically continued to Cr as an

entire function in (sj). For n1, . . . , nr ∈ N0,

ζr((−nj); (ξj); (γj)) = (−1)r+n1+···+nrB((nj); (ξ
−1
j ); (γj)). (1.21)

Proof. Since the contour integral on the right-hand side of (1.19) is holomorphic for all (sk) ∈
Cr, we see that ζr((sj); (ξj); (γj)) can be meromorphically continued to Cr and its possible

singularities are located on hyperplanes sk = lk ∈ N (1 ⩽ k ⩽ r) outside of the region

of convergence because (e2πisk − 1)Γ(sk) does not vanish at sk ∈ Z⩽0. Furthermore, for

sk = lk ∈ N, the integrand of the contour integral with respect to tk on the last member of

(1.19) is holomorphic around tk = 0. Therefore, for lk ∈ N, we see that

lim
sk→lk

∫
C

Hr((tj), (ξ
−1
j ), (γj))t

sk−1
k dtk =

∫
Cε

Hr((tj), (ξ
−1
j ), (γj))t

lk−1
k dtk = 0,

because of the residue theorem, where Cε = {εeiθ | 0 ⩽ θ ⩽ 2π} for any sufficiently small

ε. Consequently this implies that ζr((sj); (ξj); (γj)) has no singularity on sk = lk, namely

ζr((sj); (ξj); (γj)) is entire. Finally, substituting (1.13) into (1.19), setting (sj) = (−nj) and

using

lim
s→−n

1

(e2πis − 1)Γ(s)
=

(−1)nn!

2πi
(n ∈ N0),

we obtain (1.21). Thus we complete the proof of Theorem 1.13. □

The partial cases of Theorem 1.13 can be recovered by the special cases of the results in

Matsumoto-Tanigawa [39], Matsumoto-Tsumura [40], and de Crisenoy [16].

In [37, Theorem 1], it is shown that the multiple zeta-function ζr((sj); (ξj); (γj)) of the

generalized Euler-Zagier-Lerch type (0.4) with all ξj = 1 is meromorphically continued to

the whole space Cr with possible singularities. A more general type of multiple zeta-function

is treated in [33], where equation (1.21) without the assertion of being an entire function is

shown in the case of ξj ̸= 1 for all j and the meromorphic continuation of ζr((sj); (ξj); (γj))

is also given.
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Remark 1.14. Without the assumption (1.20), it should be noted that (1.19) does not hold

generally, more strictly the third equality on the right-hand side does not hold because the

Hankel contours necessarily cross the singularities of the integrand.

In the forthcoming paper [24], we will show the necessary and sufficient condition that

ζr((sj); (ξj); (γj)) is entire, and will determine the exact locations of singularities when it is

not entire:

Theorem 1.15. Let ξ1, . . . , ξr ∈ C be roots of unity and γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽
j ⩽ r). Then ζr((sj); (ξj); (γj)) can be entire if and only if the condition (1.20) holds. When

it is not entire, one the following cases occurs:

(i) The function ζr((sj); (ξj); (γj)) has infinitely many simple singular hyperplanes when

ξj = 1 for some j (1 ⩽ j ⩽ r − 1).

(ii) The function ζr((sj); (ξj); (γj)) has a unique simple singular hyperplane sr = 1 when

ξj ̸= 1 for all j (1 ⩽ j ⩽ r − 1) and ξr = 1.

1.4. Desingularization of multiple zeta-functions. In this subsection we introduce and

develop our method of desingularization. In our previous subsection we saw that the mul-

tiple zeta-function ζr((sj); (γj)) of the generalized Euler-Zagier type (0.1) is meromorphi-

cally continued to the whole space with ‘true’ singularities whilst the multiple zeta function

ζr((sj); (ξj); (γj)) of the generalized Euler-Zagier-Lerch type (0.4) under the non-unity as-

sumption (1.20) is analytically continued to Cr as an entire function. Our desingularization

is a technique to resolve all singularities of ζr((sj); (γj)) by making use of the holomorphicity

of ζr((sj); (ξj); (γj)) and to produce an entire function ζdesr ((sj); (γj)). Consider the following

expression:

ζdesr ((sj); (γj)) := lim
c→1

1

(c− 1)r

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

ζr((sj); (ξj); (γj)) (1.22)

This is surely nonsense, because c ∈ N>1 on the right-hand side. However our fundamental

idea is symbolized in this primitive expression. Our idea is motivated from a very simple

observation

(1− s)ζ(s) = lim
c→1

1

c− 1

(
c1−s − 1

)
ζ(s).

Here on the left-hand side we find an entire function (1− s)ζ(s), which is merely a product

of (1− s) and the meromorphic function ζ(s) with a simple pole at s = 1. While on the right

hand-side, when c ∈ N>1, we may associate a decomposition

1

c− 1

(
c1−s − 1

)
ζ(s) =

1

c− 1

∑
ξc=1
ξ ̸=1

ϕ(s; ξ)

into a sum of entire functions ϕ(s; ξ) = ζ1(s; ξ; 1).

Our desingularization method, a rigorous mathematical formulation to give a meaning

of (1.22) will be settled in Definition 1.16. An application of desingularization to the Rie-

mann zeta function ζ(s) is given in Example 1.18. We will see in Theorem 1.19 that our

ζdesr ((sj); (γj)) is entire on the whole space Cr. We stress that ζdesr ((sj); (γj)) is worthy of
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an important object from the viewpoint of the analytic theory of multiple zeta-functions. In

fact, its values at not only all positive or all non-positive integer points but also arbitrary

integer points are fully determined (see Example 1.33).

Theorem 1.22 will prove that suitable combinations of Bernoulli numbers attain the special

values at non-positive integers of ζdesr ((sj); (γj)). Theorem 1.23, which is the most impor-

tant theorem in this subsection, will reveal that our desingularized multiple zeta-function

ζdesr ((sj); (γj)) is actually given by a finite ‘linear’ combination of the multiple zeta-function

ζr((sj+mj); (γj)) with some arguments appropriately shifted by mj ∈ Z (1 ⩽ j ⩽ r). We will

see there that infinitely many singular hyperplanes of ζr((sj); (γj)) are miraculously canceled

by taking only the finite ‘linear’ combination of appropriately shifted ones. Example 1.26

and Remark 1.27 are our specific observations for double variable case.

Definition 1.16. For γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r), the desingularized

multiple zeta-function, which we also call the desingularization of ζr((sj); (γj)), is

defined by

ζdesr ((sj); (γj))

:= lim
c→1

c∈R\{1}

(−1)r

(c− 1)r

r∏
k=1

1

(e2πisk − 1)Γ(sk)

∫
Cr

H̃r((tj); (γj); c)

r∏
k=1

tsk−1k dtk (1.23)

for (sj) ∈ Cr, where C is the Hankel contour used in (1.19). Note that (1.23) is well-defined

because the convergence of the contour integral and of the limit with respect to c → 1 can

be justified from Theorem 1.19 (see below).

Remark 1.17. By (1.19) and (1.16), we may say that equation (1.23) is a rigorous way to

make sense of the nonsense equation (1.22). We will discuss equation (1.22) again in the

p-adic case (Subsection 2.2).

Example 1.18. In the case r = 1, set (r, γ1) = (1, 1) in (1.23). Similarly to [46, Theorem

4.2], we can easily see that

ζdes1 (s; 1) = lim
c→1

(−1)

c− 1
· 1

(e2πis − 1)Γ(s)

∫
C

(
1

et − 1
− c

ect − 1

)
ts−1dt

= lim
c→1

(−1)

c− 1

(
ζ(s)− c

∞∑
m=1

1

(cm)s

)

= lim
c→1

(−1)

c− 1

(
1− c1−s

)
ζ(s) = (1− s)ζ(s). (1.24)

Hence ζdes1 (s; 1) can be analytically continued to C.

More generally we can prove the following theorem.

Theorem 1.19. For γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r),

ζdesr ((sj); (γj))

=

r∏
k=1

1

(e2πisk − 1)Γ(sk)

∫
Cr

lim
c→1

(−1)r

(c− 1)r
H̃r((tj); (γj); c)

r∏
k=1

tsk−1k dtk
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=

r∏
k=1

1

(e2πisk − 1)Γ(sk)

×
∫
Cr

r∏
j=1

lim
c→1

(−1)

c− 1

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1

 r∏
k=1

tsk−1k dtk, (1.25)

which can be analytically continued to Cr as an entire function in (sj).

For the proof of (1.25), it is enough to prove that if |c− 1| is sufficiently small, then there

exists a function F : Cr → R>0 independent of c such that

|(c− 1)−rH̃r((tj); (γj); c)| ⩽ F ((tj)) ((tj) ∈ Cr), (1.26)∫
Cr

F ((tj))

r∏
k=1

|tsk−1k dtk| < ∞. (1.27)

Now we aim to construct F ((tj)) which satisfies these conditions. Let N(ε) = {z ∈ C | |z| ⩽ ε}
and S(θ) = {z ∈ C | | arg z| ⩽ θ}.

Let γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r). Then the following lemma is obvious.

Lemma 1.20. There exist ε > 0 and 0 < θ < π/2 such that

γj

r∑
k=j

tk ∈ N(1) ∪ S(θ) (1.28)

for any (tj) ∈ Cr, where C is the Hankel contour involving a circle around the origin of radius

ε (see (1.19)).

Further we prove the following lemma.

Lemma 1.21. Let c ∈ R \ {1} satisfying that |c− 1| is sufficiently small. Then there exists

a constant A > 0 independent of c such that

|c− 1|−1
∣∣∣ 1

ey − 1
− c

ecy − 1

∣∣∣ < Ae−ℜy/2 (1.29)

for any y ∈ N(1) ∪ S(θ).

Proof. It is noted that there exists a constant C > 0 such that

|c− 1|−1
∣∣∣ 1

ey − 1
− c

ecy − 1

∣∣∣ < C (y ∈ N(1)),

where we interpret this inequality for y = 0 as that for y → 0. Also, for any y ∈ S(θ) \N(1),

we have

|c− 1|−1
∣∣∣ 1

ey − 1
− c

ecy − 1

∣∣∣ = |c− 1|−1
∣∣∣ecy − cey + c− 1

(ey − 1)(ecy − 1)

∣∣∣
= |c− 1|−1

∣∣∣ecy − ey + (1− c)(ey − 1)

(ey − 1)(ecy − 1)

∣∣∣
⩽ |c− 1|−1 |ecy − ey|

|ey − 1||ecy − 1|
+

1

|ecy − 1|
.

Hence it is necessary to estimate

|c− 1|−1 |ecy − ey|
|ey − 1||ecy − 1|

.
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We note that ∣∣∣eay − 1

a

∣∣∣ = ∣∣∣ ∞∑
j=1

aj−1yj

j!

∣∣∣ ⩽ |y|
∞∑
l=0

|ay|l

l!
⩽ |y|e|ay|.

Since |y| ⩽ ℜy/ cos θ, we have

|c− 1|−1 |ecy − ey|
|ey − 1||ecy − 1|

=
1

|1− e−y||ecy − 1|
|e(c−1)y − 1|

|c− 1|

⩽ 1

|1− e−y||ecy − 1|
|y|e|(c−1)y|

⩽ |y|eℜy(|c−1|/ cos θ)

|1− e−y||ecy − 1|
.

Therefore, if |c− 1| is sufficiently small, then there exists a constant A > 0 such that

|c− 1|−1 |ecy − ey|
|ey − 1||ecy − 1|

⩽ Ae−ℜy/2.

This completes the proof. □

Proof of Theorem 1.19. With the notation provided in Lemmas 1.20 and 1.21, we set

F ((tj)) = Ar
r∏

j=1

exp

−ℜ(γj
r∑

k=j

tk/2)

 = Ar exp

−
r∑

j=1

ℜ(γj
r∑

k=j

tk/2)


= Ar exp

−
r∑

k=1

ℜ(tk(
k∑

j=1

γj/2))

 = Ar
r∏

k=1

exp

−ℜ(tk(
k∑

j=1

γj/2))

 .

Then it is clear that F ((tj)) satisfies (1.26) and (1.27). Hence, by Lebesgue’s convergence

theorem we see that (1.25) holds.

Similarly to the proof of Theorem 1.13, since the contour integral on the right-hand side

of (1.25) is holomorphic for all (sk) ∈ Cr, we see that ζdesr ((sj); (γj)) can be meromorphically

continued to Cr and its possible singularities are located on hyperplanes sk = lk ∈ N (1 ⩽ k ⩽
r) outside of the region of convergence because (e2πisk −1)Γ(sk) does not vanish at sk ∈ Z⩽0.

Furthermore, for sk = lk ∈ N, the integrand of the contour integral with respect to tk on the

right-hand side of (1.25) is holomorphic around tk = 0. Therefore, for lk ∈ N, we see that

lim
sk→lk

∫
C

lim
c→1

(−1)

c− 1

 1

exp
(
γj
∑r

ν=j tν

)
− 1

− c

exp
(
cγj
∑r

ν=j tν

)
− 1

 tsk−1k dtk

= −
∫
Cε

lim
c→1

1

c− 1

 1

exp
(
γj
∑r

ν=j tν

)
− 1

− c

exp
(
cγj
∑r

ν=j tν

)
− 1

 tlk−1k dtk

= 0,

because of the residue theorem, where Cε = {εeiθ | 0 ⩽ θ ⩽ 2π} for any sufficiently small

ε. Consequently this implies that ζdesr ((sj); (γj)) has no singularity on sk = lk, namely

ζdesr ((sj); (γj)) is entire. Thus we complete the proof of Theorem 1.19. □
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Theorem 1.22. For γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r),

r∏
j=1

(
1− γj

∑r
k=j tk

)
exp

(
γj
∑r

k=j tk

)
− 1(

exp
(
γj
∑r

k=j tk

)
− 1
)2

=

∞∑
m1,...,mr=0

(−1)m1+···+mrζdesr ((−mj); (γj))

r∏
j=1

t
mj

j

mj !
.

(1.30)

Hence, for (kj) ∈ Nr
0,

ζdesr ((−kj); (γj)) =
r∏

l=1

(−1)klkl!

×
∑
ν11⩾0

ν12, ν22⩾0
···

ν1r, ..., νrr⩾0∑j
d=1

νdj=kj
(1⩽j⩽r)

r∏
j=1

(
B1+

∑r
l=j νjl

γ
∑r

l=j νjl
j

1∏j
d=1 νdj !

)
. (1.31)

Proof. By (1.15), we have

lim
c→1

(−1)r

(c− 1)r
H̃r((tj)

r
j=1; (γj)

r
j=1; c)

= lim
c→1

r∏
j=1

(−1)

c− 1

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1


=

r∏
j=1

(
1− γj

∑r
k=j tk

)
exp

(
γj
∑r

k=j tk

)
− 1(

exp
(
γj
∑r

k=j tk

)
− 1
)2 .

Hence we obtain (1.30) from (1.25). Also, by (1.15), we have

lim
c→1

(−1)r

(c− 1)r
H̃r((tj)

r
j=1; (γj)

r
j=1; c)

= lim
c→1

r∏
j=1

 ∞∑
mj=1

cmj − 1

c− 1
Bmj

(
γj
∑r

l=j tl

)mj−1

mj !


=

r∏
j=1

 ∞∑
mj=1

Bmj

(
γj
∑r

l=j tl

)mj−1

(mj − 1)!



=
r∏

j=1


∞∑

nj=0

Bnj+1γ
nj

j

∑
νjj ,...,νjr⩾0∑r

l=j
νjl=nj

t
νjj
j

νjj !
· · · t

νjr
r

νjr!


=

∑
ν11⩾0

ν12, ν22⩾0
···

ν1r, ν2r,..., νrr⩾0

r∏
j=1

B1+
∑r

l=j νjl
γ
∑r

l=j νjl
j

t
∑j

d=1 νdj
j∏j
d=1 νdj !

 .
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Hence, substituting the above relation into (1.25) and using the residue theorem with

lim
s→−k

(
e2πis − 1

)
Γ(s) =

(2πi)(−1)k

k!
(k ∈ N0),

we have

ζdesr ((−kj); (γj)) =
r∏

l=1

(−1)klkl!

2πi

× (2πi)r
∑
ν11⩾0

ν12, ν22⩾0
···

ν1r, ,..., νrr⩾0∑j
d=1

νdj=kj
(1⩽j⩽r)

r∏
j=1

(
B1+

∑r
l=j νjl

γ
∑r

l=j νjl
j

1∏j
d=1 νdj !

)
.

Thus we obtain the assertion. □

Now we give a certain expression of ζdesr ((sj); (γj)) in terms of ζr((sj); (1); (γj)) (Theorem

1.23), which can be regarded as multiple versions of ζdes1 (s; 1) = (1− s)ζ(s) in the case r = 1

(see Examples 1.18 and 1.25).

For sj ∈ C with ℜsj > 1 (1 ⩽ j ⩽ r) and γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r), we set

Ic,r(s1, . . . , sr; γ1, . . . , γr) :=
1∏r

j=1 Γ(sj)

∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj−1
j

×
r∏

j=1

(
1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1

)
. (1.32)

From Definition 1.16, we see that

ζdesr ((sj); (γj)) = lim
c→1

(−1)r

(c− 1)r
Ic,r((sj); (γj)).

For indeterminates uj , vj (1 ⩽ j ⩽ r), we set

G((uj), (vj)) :=
r∏

j=1

(
1− (ujvj + · · ·+ urvr)(v

−1
j − v−1j−1)

)
(1.33)

with the convention v−10 = 0, and also define the set of integers {al,m} by

G((uj), (vj)) =
∑

l=(lj)∈Nr0
m=(mj)∈Zr∑r

j=1
mj=0

al,m

r∏
j=1

u
lj
j v

mj

j , (1.34)

where the sum on the right-hand side is obviously a finite sum. Note that the condition∑r
j=1mj = 0 for the summation indices m = (mj) can be deduced from the fact that the

right-hand side of (1.33) is a homogeneous polynomial of degree 0 in (vj), namely so is that

of (1.34).
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Theorem 1.23. For γ1, . . . , γr ∈ C with ℜγj > 0 (1 ⩽ j ⩽ r),

ζdesr ((sj); (γj)) =
∑

l=(lj)∈Nr0
m=(mj)∈Zr∑r

j=1
mj=0

al,m

( r∏
j=1

(sj)lj

)
ζr(s1 +m1, . . . , sr +mr; (1); (γj)) (1.35)

holds for all (sj) ∈ Cr, where (s)0 = 1 and (s)k = s(s + 1) · · · (s + k − 1) (k ∈ N) are the

Pochhammer symbols.

We emphasize here that each term of the right-hand side of (1.35) is meromorphic with

infinitely many singularities but taking the above finite sum of the shifted functions causes

‘miraculous’ cancellations all of the infinitely many singularities to conclude an entire func-

tion.

Remark 1.24. In (1.35), the condition
∑r

j=1mj = 0 implies that all zeta-functions appearing

on the both sides have the same weight s1 + · · ·+ sr.

Proof of Theorem 1.23. First we assume that ℜsj is sufficiently large for 1 ⩽ j ⩽ r. From

(1.19) with (ξj) = (1), we have

ζr((sj); (1); (γj)) =
1∏r

j=1 Γ(sj)

∫
[0,∞)r

r∏
j=1

t
sj−1
j

exp
(
γj
∑r

k=j tk

)
− 1

r∏
j=1

dtj . (1.36)

Using the relation

lim
c→1

(−1)

c− 1

( 1

ey − 1
− c

ecy − 1

)
=

−1 + ey − yey

(ey − 1)2
=

1

ey − 1
− yey

(ey − 1)2
= E(y) (say),

we have

ζdesr ((sj); (γj)) = lim
c→1

(−1)r

(c− 1)r
Ic,r((sj); (γj))

= lim
c→1

1∏r
j=1 Γ(sj)

∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj−1
j

×
r∏

j=1

(−1)

c− 1

(
1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1

)

=
1∏r

j=1 Γ(sj)

∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj−1
j

r∏
j=1

E
(
γj

r∑
k=j

tk

)
.

(1.37)

We calculate the last product of (1.37). Using the relations

1

ey − 1
=
∞∑
n=1

e−ny,
ey

(ey − 1)2
=
∞∑
n=1

ne−ny,

we have, for J ⊂ {1, . . . , r},∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj−1
j

∏
j /∈J

1

exp
(
γj
∑r

k=j tk

)
− 1

∏
j∈J

(
γj
∑r

k=j tk

)
exp
(
γj
∑r

k=j tk

)
(
exp
(
γj
∑r

k=j tk

)
− 1
)2
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=

∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj−1
j

∏
j /∈J

∞∑
nj=1

exp
(
−njγj

r∑
k=j

tk

)

×
∏
j∈J

∞∑
nj=1

nj exp
(
−njγj

r∑
k=j

tk

)∏
j∈J

(
γj

r∑
k=j

tk

)

=
∑

n1,...,nr≥1

(∏
j∈J

njγj

)∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj−1
j

r∏
j=1

exp
(
−tj

j∑
k=1

nkγk

)∏
j∈J

( r∑
k=j

tk

)

=
∑

n1,...,nr≥1

(∏
j∈J

( j∑
k=1

nkγk −
j−1∑
k=1

nkγk

))

×
∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj−1
j

r∏
j=1

exp
(
−tj

j∑
k=1

nkγk

)∏
j∈J

( r∑
k=j

tk

)

=
∑
l∈Nr

0

bJ,l
∑

n1,...,nr≥1

(∏
j∈J

( j∑
k=1

nkγk −
j−1∑
k=1

nkγk

))

×
∫
[0,∞)r

r∏
j=1

dtj

r∏
j=1

t
sj+lj−1
j

r∏
j=1

exp
(
−tj

j∑
k=1

nkγk

)

=
∑
l∈Nr

0

bJ,l
∑

n1,...,nr≥1

(∏
j∈J

( j∑
k=1

nkγk −
j−1∑
k=1

nkγk

)) r∏
j=1

Γ(sj + lj)
1(∑j

k=1 nkγk

)sj+lj

=
∑
l∈Nr

0

bJ,l

r∏
j=1

Γ(sj + lj)
∑

n1,...,nr≥1

∑
K⊂J\{1}

(−1)|K|
r∏

j=1

1(∑j
k=1 nkγk

)sj+lj−δj∈J\K−δj+1∈K

=
∑
l∈Nr

0

bJ,l
∑

K⊂J\{1}

(−1)|K|
( r∏
j=1

Γ(sj + lj)
)
ζr((sj + lj − δj∈J\K − δj+1∈K); (1); (γj)), (1.38)

where |K| implies the number of elements of K,

δi∈I =

{
1 (i ∈ I)

0 (i ̸∈ I)

for I ⊂ J , and ∏
j∈J

( r∑
k=j

tk

)
=
∑
l∈Nr

0

bJ,l

r∏
j=1

t
lj
j . (1.39)

Hence, by (1.37) we have

ζdesr ((sj); (γj))

=
∑

J⊂{1,...,r}

(−1)|J |
∑
l∈Nr

0

bJ,l
∑

K⊂J\{1}

(−1)|K|
( r∏
j=1

Γ(sj + lj)

Γ(sj)

)
ζr((sj + lj − δj∈J\K − δj+1∈K); (1); (γj))

=
∑

J⊂{1,...,r}

∑
K⊂J\{1}

(−1)|J\K|
∑
l∈Nr

0

bJ,l

( r∏
j=1

(sj)lj

)
ζr((sj + lj − δj∈J\K − δj+1∈K); (1); (γj)).

(1.40)
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Finally we set

H((uj), (vj)) :=
∑

J⊂{1,...,r}

∑
K⊂J\{1}

(−1)|J\K|
∑
l∈Nr

0

bJ,l

r∏
j=1

u
lj
j v

lj−δj∈J\K−δj+1∈K

j

and aim to prove that

G((uj), (vj)) = H((uj), (vj)). (1.41)

It follows from (1.39) that

H((uj), (vj)) =
∑

J⊂{1,...,r}

∑
K⊂J\{1}

(−1)|J\K|
(∏
j∈J

r∑
k=j

ukvk

) r∏
j=1

v
−δj∈J\K−δj+1∈K

j

=
∑

J⊂{1,...,r}

(∏
j∈J

r∑
k=j

ukvk

) ∑
K⊂J\{1}

∏
j∈J\K

(−v−1j )
∏
j∈K

v−1j−1.

Since v−10 = 0, we have∑
K⊂J\{1}

∏
j∈J\K

(−v−1j )
∏
j∈K

v−1j−1 =
∏
j∈J

(−v−1j + v−1j−1).

Hence we obtain

H((uj), (vj)) =
∑

J⊂{1,...,r}

∏
j∈J

( r∑
k=j

ukvk

)
(−v−1j + v−1j−1)

=

r∏
j=1

(( r∑
k=j

ukvk

)
(−v−1j + v−1j−1) + 1

)
=

r∏
j=1

(
1−

( r∑
k=j

ukvk

)
(v−1j − v−1j−1)

)
= G((uj), (vj)).

(1.42)

Combining (1.34), (1.40) and (1.42), and regarding (sj)lj and ζr((sj+lj−δj∈J\K−δj+1∈K); (1); (γj))

as indeterminates u
lj
j and v

lj
j , we see that (1.35) holds when ℜsj is sufficiently large for

1 ⩽ j ⩽ r. It is known that each function on the right-hand side can be continued meromor-

phically to Cr (see [37, Theorem 1]). Since ζdesr ((sj); (γj)) is entire, we see that (1.35) holds

for all (sj) ∈ Cr. Thus we complete the proof of Theorem 1.23. □

Example 1.25. In the case r = 1 and γ1 = 1, we have

G(u1, v1) = 1− u1v1v
−1
1 = 1− u1,

namely, a0,0(1) = 1 and a1,0(1) = −1. Hence we have

ζdes1 (s; 1) = lim
c→1

(−1)

c− 1
Ic,1(s) = (s)0ζ1(s; 1; 1)− (s)1ζ1(s; 1; 1) = (1− s)ζ(s),

which coincides with (1.24). Note that ζdes1 (−k; 1) = (−1)kBk+1 (k ∈ N0).

Example 1.26. In the case r = 2, we can easily check that

G((uj), (vj)) = (1− (u1v1 + u2v2)v
−1
1 )(1− u2v2(v

−1
2 − v−11 ))

= (1− u1)(1− u2) + (u22 − u1u2)v
−1
1 v2 − u22v

−2
1 v22.
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Then (1.35) implies that

ζdes2 (s1, s2; γ1, γ2) = (s1 − 1)(s2 − 1)ζ2(s1, s2; (1); γ1, γ2)

+ s2(s2 + 1− s1)ζ2(s1 − 1, s2 + 1; (1); γ1, γ2)

− s2(s2 + 1)ζ2(s1 − 2, s2 + 2; (1); γ1, γ2). (1.43)

Let k, l ∈ N0. By (1.31), we obtain

ζdes2 (−k,−l; γ1, γ2) = (−1)k+l
l∑

ν=0

(
l

ν

)
Bk+ν+1Bl−ν+1γ

k+ν
1 γl−ν2 . (1.44)

Remark 1.27. Setting (γ1, γ2) = (1, 1) in (1.43), we obtain

ζdes2 (s1, s2; 1, 1) = (s1 − 1)(s2 − 1)ζ2(s1, s2)

+ s2(s2 + 1− s1)ζ2(s1 − 1, s2 + 1)− s2(s2 + 1)ζ2(s1 − 2, s2 + 2). (1.45)

From Theorem 1.19, we see that ζdes2 (s1, s2; 1, 1) on the left-hand side of (1.45) is entire,

though each double zeta-function (defined by (0.3)) on the right-hand side of (1.45) has infin-

itely many singularities (see Theorem 1.1). In fact, we can explicitly write ζdes2 (−m,−n; 1, 1)

in terms of Bernoulli numbers by (1.44), though the values of ζ2(s1, s2) at non-positive in-

tegers (except for regular points) cannot be determined uniquely because they are irregular

singularities (see [1]).

Example 1.28. In the case r = 3, we can see that

G((uj), (vj)) = (1− (u1v1 + u2v2 + u3v3)v
−1
1 )(1− (u2v2 + u3v3)(v

−1
2 − v−11 ))

× (1− u3v3(v
−1
3 − v−12 ))

= −(u1 − 1)(u2 − 1)(u3 − 1) + (u1 − 1)(u2 − u3)u3v
−1
2 v3

+ (u1 − 1)u23v
−2
2 v23 + (u1 − u2)u2(u3 − 1)v−11 v2

+ u3(−u1 + 2u2 − u1u2 + u22 + u1u3 − 2u2u3)v
−1
1 v3

− u23(−1 + u1 − 2u2 + u3)v
−1
1 v−12 v23 + u33v

−1
1 v−22 v33

+ u22(u3 − 1)v−21 v22 − u2(2 + u2 − 2u3)u3v
−2
1 v2v3

+ u23(−1− 2u2 + u3)v
−2
1 v23 − u33v

−2
1 v−12 v33.

Therefore we obtain

ζdes3 (s1, s2, s3; γ1, γ2, γ3)

= −(s1 − 1)(s2 − 1)(s3 − 1)ζ3(s1, s2, s3; (1); γ1, γ2, γ3)

+ (s1 − 1)(−1 + s2 − s3)s3ζ3(s1, s2 − 1, s3 + 1; (1); γ1, γ2, γ3)

+ (s1 − 1)s3(s3 + 1)ζ3(s1, s2 − 2, s3 + 2; (1); γ1, γ2, γ3)

+ (−1 + s1 − s2)s2(s3 − 1)ζ3(s1 − 1, s2 + 1, s3; (1); γ1, γ2, γ3)

+ s3(s2 − s1s2 + s22 + s1s3 − 2s2s3)ζ3(s1 − 1, s2, s3 + 1; (1); γ1, γ2, γ3)

− s3(s3 + 1)(1 + s1 − 2s2 + s3)ζ3(s1 − 1, s2 − 1, s3 + 2; (1); γ1, γ2, γ3)

+ s3(s3 + 1)(s3 + 2)ζ3(s1 − 1, s2 − 2, s3 + 3; (1); γ1, γ2, γ3)
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+ s2(s2 + 1)(s3 − 1)ζ3(s1 − 2, s2 + 2, s3; (1); γ1, γ2, γ3)

− s2(1 + s2 − 2s3)s3ζ3(s1 − 2, s2 + 1, s3 + 1; (1); γ1, γ2, γ3)

+ s3(s3 + 1)(1− 2s2 + s3)ζ3(s1 − 2, s2, s3 + 2; (1); γ1, γ2, γ3)

− s3(s3 + 1)(s3 + 2)ζ3(s1 − 2, s2 − 1, s3 + 3; (1); γ1, γ2, γ3).

Let k, l,m ∈ N0. By (1.31), we have

ζdes3 (−k,−l,−m; γ1, γ2, γ3) = (−1)k+l+m
m∑

ν=0

m−ν∑
ρ=0

l∑
κ=0

(
l

κ

)(
m

ν ρ

)
×Bk+ν+κ+1Bl−κ+ρ+1Bm−ν−ρ+1γ

k+ν+κ+1
1 γl−κ+ρ+1

2 γm−ν−ρ+1
3 ,

where
(
m
ν ρ

)
= m!

ν! ρ! (m−ν−ρ)! .

Remark 1.29. Our desingularization method in this paper is for multiple zeta-functions of

the generalized Euler-Zagier type (0.1). In our forthcoming paper [24], we will extend our

desingularization method into more general multiple series.

Remark 1.30. Arakawa and Kaneko [4] defined an entire function ξk(s) associated with poly-

Bernoulli numbers {B(k)
n } mentioned in Remark 1.12. It is known that, for example,

ξ1(s) = sζ(s+ 1),

ξ2(s) = −ζ2(2, s) + sζ2(1, s+ 1) + ζ(2)ζ(s).

Hence, from the fact ξ1(s) = −ζdes1 (s + 1; 1) (see (1.24)), it seems quite interesting if we

acquire explicit relations between ξk(s) and ζdesk ((sj); (1)).

Related to Connes-Kreimer’s renormalization procedure in quantum field theory, Guo and

Zhang [25] and Manchon and Paycha [36] introduced methods using certain Hopf algebras to

give well-defined special values of the multiple zeta-functions at non-positive integers.

Example 1.31. According to their computation table (in loc.cit.), Guo-Zhang’s renormalized

value ζGZ
2 (0,−2) of ζ2(s1, s2) at its singularity (s1, s2) = (0,−2) is

ζGZ
2 (0,−2) =

1

120
,

while Manchon-Paycha’s value ζMP
2 (0,−2) is

ζMP
2 (0,−2) =

7

720
.

On the other hand, our desingularized method gives

ζdes2 (0,−2) =
1

18
.

Several methods yield several different values.

Question 1.32. Are there any relationships between our desingularization method and their

renormalization methods?

We emphasize that since our ζdesr ((sj); (1)) is entire, their special values at integers points

which are neither all positive nor all non-positive are well-determined. These values might

be also worthy to study.
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Example 1.33. As explicit examples which we mentioned above, we can give

ζdes2 (−1, 1) =
1

8
,

ζdes2 (−1, 4) = ζ(3)− ζ(4),

ζdes2 (3,−3) =
3

4
− 1

15
ζ(3),

ζdes2 (4,−3) =
1

2
+

1

2
ζ(2)− 1

10
ζ(4).

Also we can give the following examples for non-admissible indices:

ζdes2 (2, 1) = −ζ(2) + 2ζ(3),

ζdes2 (3, 1) = 2ζ(3)− 5

4
ζ(4).

For the details, see our forthcoming paper [24].

2. p-adic multiple L-functions

In this section, based on the consideration in the previous section, we will construct certain

p-adic multiple L-functions in Definition 2.9 which can be regarded as multiple analogues of

the Kubota-Leopoldt p-adic L-functions and also p-adic analogues of complex multiple L-

(zeta-)functions. We will investigate several p-adic properties of them, in particular, a p-adic

analyticity on certain variables in Theorem 2.14 and a p-adic continuity on other variables in

Theorem 2.17.

2.1. Kubota-Leopoldt p-adic L-functions. Here we will review of the Kubota-Leopoldt

p-adic L-functions.

First we prepare ordinary notation. For a prime number p, let Zp, Qp, Qp, Cp, OCp and

MCp be the set of p-adic integers, p-adic numbers, the algebraic closure of Qp, the p-adic

completion of Qp, the ring of integers of Cp and its maximal ideal. Fixing embeddings

Q ↪→ C, Q ↪→ Cp, we identify Q simultaneously as a subset of C and Cp. Denote by | · |p
the p-adic absolute value, and by µc the group of c th roots of unity in Cp for c ∈ N. Let

P1(Cp) = Cp ∪ {∞} with |∞|p = ∞.

Let Z×p be the unit group in Zp and

W :=

{
{±1} (if p = 2)

{ξ ∈ Z×p | ξp−1 = 1} (if p ⩾ 3),

q :=

{
4 (if p = 2)

p (if p ⩾ 3).
(2.1)

Then it is well-known that W forms a set of complete representatives of (Zp/qZp)
×, and

Z×p = W × (1 + qZp),
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where we denote this correspondence by x = ω(x) ·⟨x⟩ for x ∈ Z×p (see [29, Section 3]). Noting

ω(m) ≡ m (mod qZp) for (m, q) = 1, we see that

ω : (Z/qZ)× → W (2.2)

is the primitive Dirichlet character of conductor q, which is called the Teichmüller character.

Now we recall the Kubota-Leopoldt p-adic L-function which is defined by use of p-adic

integral with respect to p-adic measure (for the details, see [32, Chapter 2]; also [31], [46,

Chapter 5]). Following Koblitz [32, Chapter 2] we consider a p-adic measure mz on Zp for

z ∈ P1(Cp) with |z − 1|p ⩾ 1 by

mz

(
j + pNZp

)
:=

zj

1− zpN
∈ OCp (0 ⩽ j ⩽ pN − 1). (2.3)

Corresponding to this measure we can define the p-adic integral∫
Zp

f(x)dmz(x) := lim
N→∞

pN−1∑
a=0

f(a)mz

(
a+ pNZp

)
∈ Cp

for any continuous function f : Zp → Cp. The p-adic integral over a compact open subset U

of Zp is defined by ∫
U
f(x)dmz(x) :=

∫
Zp

f(x)χU (x)dmz(x) ∈ Cp

where χU (x) is the characteristic function of U .

For an arbitrary t ∈ Cp with |t|p < p−1/(p−1), we see that etx is a continuous function in

x ∈ Zp. We obtain the following proposition by regarding (1.4) as the Maclaurin expansion

of H(t; ξ) in Cp and using Koblitz’ result [32, Chapter 2, Equations (1.4), (2.4) and (2.5)].

Proposition 2.1. For any primitive root of unity ξ ̸= 1 ∈ Cp of order prime to p,

H(t; ξ) =

∫
Zp

etxdmξ(x) ∈ Cp[[t]]. (2.4)

Therefore ∫
Zp

xndmξ(x) = Bn(ξ) (n ∈ N0). (2.5)

For any c ∈ N>1 with (c, p) = 1, we consider

m̃c

(
j + pNZp

)
:=

∑
ξ∈Cp\{1}

ξc=1

mξ

(
j + pNZp

)
, (2.6)

which is a p-adic measure on Zp introduced by Mazur (see [32, Chapter 2]). Considering the

Galois action of Gal(Qp/Qp), we see that m̃c is a Qp-valued measure, therefore a Zp-valued

measure.

Note that

m̃c

(
pj + pNZp

)
=

∑
ξ∈Cp\{1}

ξc=1

ξpj

1− ξpN

=
∑

ρ∈Cp\{1}
ρc=1

ρj

1− ρpN−1 = m̃c

(
j + pN−1Zp

)
,

(2.7)
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because (c, p) = 1. From (1.8) and (2.5), we have the following.

Lemma 2.2 (cf. [32, Chapter 2, (2.6)]). For any c ∈ N>1 with (c, p) = 1,∫
Zp

xndm̃c(x) =
(
cn+1 − 1

)
ζ(−n) =

(
1− cn+1

) Bn+1

n+ 1
∈ Q (n ∈ N), (2.8)

and ∫
Zp

1 dm̃c(x) =
c− 1

2
∈ Zp. (2.9)

Note that c is odd when p = 2.

Here we define the Kubota-Leopoldt p-adic L-function.

Definition 2.3 ([32, Chapter 2, (4.5)]). For k ∈ Z and c ∈ N>1 with (c, p) = 1,

Lp(s;ω
k) :=

1

⟨c⟩1−sωk(c)− 1

∫
Z×
p

⟨x⟩−sωk−1(x)dm̃c(x) ∈ Cp

for s ∈ Cp with |s|p < qp−1/(p−1).

Remark 2.4. We note that ⟨x⟩−s can be defined as an OCp-valued rigid-analytic function (cf.

Notation 4.1 below) in s ∈ Cp with |s|p < qp−1/(p−1) (see [46, p. 54]).

Proposition 2.5 ([32, Chapter 2, Theorem], [46, Theorem 5.11 and Corollary 12.5]). For

k ∈ Z, Lp(s;ω
k) is rigid-analytic in the sense of Notation 4.1 below (except for a pole at

s = 1 when k ≡ 0 mod p− 1) and satisfies that

Lp(1−m;ωk) =
(
1− ωk−m(p)pm−1

)
L
(
1−m,ωk−m

)
= −

(
1− ωk−m(p)pm−1

) Bm,ωk−m

m
(m ∈ N). (2.10)

We know that Bm,ωk−m = 0 (m ∈ N) when k is odd. Hence we obtain the following.

Proposition 2.6 ([46, p.57, Remark]). When k is any odd integer, Lp(s;ω
k) is the zero-

function.

Remark 2.7. The above fact will be generalized to the multiple case as functional relations

between the p-adic multiple L-functions defined in the following section (see Theorem 3.15

and Example 3.19).

2.2. Construction and properties of p-adic multiple L-functions. We defined a certain

p-adic double L-function associated with the Teichmüller character for any odd prime p

in [34]. In this section, as its generalization with slight modification, we will introduce

a p-adic multiple L-functions Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c) in Definition 2.9 and

investigate their basic properties: the p-adic rigid analyticity with respect to the parameter

s1, . . . , sr (Theorem 2.14) and the p-adic continuity with respect to the parameter c (Theorem

2.17) which yields a non-trivial p-adic property of their special values (Corollary 2.23). At the

end of this subsection we will give a discussion toward a construction of a p-adic analogue of

the entire zeta-function ζdesr (s1, . . . , sr; γ1, . . . , γr) previously constructed in Subsection 1.4.
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Let r ∈ N and γ1, . . . , γr ∈ Zp. Let ξ1, . . . , ξr ∈ Cp be roots of unity other than 1 whose

orders are prime to p.

Then, combining (2.4) and (1.12), we have

Hr((tj), (ξj), (γj)) =
r∏

j=1

∫
Zp

eγj(
∑r

k=j tk)xjdmξj (xj)

=

∫
Zr
p

exp

 r∑
k=1

 k∑
j=1

xjγj

 tk

 r∏
j=1

dmξj (xj)

=
∞∑

n1,...,nr=0

∫
Zr
p

r∏
k=1

 k∑
j=1

xjγj

nk
r∏

j=1

dmξj (xj)
tn1
1 · · · tnr

r

n1! · · ·nr!
.

Hence as a multiple analogue of Proposition 2.1 we have the following.

Proposition 2.8. For n1, . . . , nr ∈ N0, γ1, . . . , γr ∈ Zp and roots ξ1, . . . , ξr ∈ C×p \ {1} of

unity whose orders are prime to p,∫
Zr
p

r∏
k=1

(

k∑
j=1

xjγj)
nk

r∏
j=1

dmξj (xj) = B((nj); (ξj); (γj)). (2.11)

We set(
Zr
p

)′
{γj}

:=

{
(xj) ∈ Zr

p

∣∣∣∣ p ∤ x1γ1, p ∤ (x1γ1 + x2γ2), . . . , p ∤
r∑

j=1

xjγj

}
, (2.12)

and

Xr(d) :=
{
(s1, . . . , sr) ∈ Cr

p

∣∣ |sj |p < d−1p−1/(p−1) (1 ⩽ j ⩽ r)
}

(2.13)

for d ∈ R>0.

Definition 2.9. For r ∈ N, k1, . . . , kr,∈ Z, γ1, . . . , γr ∈ Zp and c ∈ N>1 with (c, p) = 1, the

p-adic multiple L-function of depth r is the Cp-valued function on (sj) ∈ Xr

(
q−1
)
defined

by

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)

:=

∫
(Zr

p)
′
{γj}

⟨x1γ1⟩−s1⟨x1γ1 + x2γ2⟩−s2 · · · ⟨
r∑

j=1

xjγj⟩−sr

× ωk1(x1γ1) · · ·ωkr(

r∑
j=1

xjγj)

r∏
j=1

dm̃c(xj).

(2.14)

Remark 2.10. In the case γ1 ∈ pZp, we see that
(
Zr
p

)′
{γj}

is an empty set, hence we regard

Lp,r((sj); (ω
kj ); (γj); c) as the zero-function.

Remark 2.11. Note that we can define, more generally,

Lp,r(s1, . . . , sr; (ω
kj ); (γj); (cj)) :=

∫
(Zr

p)
′
{γj}

⟨x1γ1⟩−s1⟨x1γ1 + x2γ2⟩−s2 · · · ⟨
r∑

j=1

xjγj⟩−sr
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× ωk1(x1γ1) · · ·ωkr(

r∑
j=1

xjγj)

r∏
j=1

dm̃cj (xj)

for cj ∈ N>1 with (cj , p) = 1 (1 ⩽ j ⩽ r). Then we can naturally generalize the following

arguments in the remaining sections.

In the next section, we will see that the above p-adic multiple L-function can be seen as

a p-adic interpolation of a certain finite sum (3.2) of complex multiple zeta functions (cf.

Theorem 3.1 and Remark 3.2).

The following example shows that the Kubota-Leopoldt p-adic L-function is essentially a

special case of our p-adic multiple L-function with r = 1.

Example 2.12. For s ∈ Cp with |s|p < qp−1/(p−1), γ1 ∈ Z×p , k ∈ Z and c ∈ N>1 with

(c, p) = 1, we have

Lp,1(s;ω
k−1; γ1; c) =

∫
Z×
p

⟨xγ1⟩−sωk−1(xγ1)dm̃c(x)

= ⟨γ1⟩−sωk−1(γ1)(⟨c⟩1−sωk(c)− 1) · Lp(s;ω
k).

(2.15)

The next example shows that when r = 2, we recover the notion of the p-adic double

L-function which has been studied by the second-, the third- and the fourth-named authors.

Example 2.13. Let p be an odd prime, r = 2, c = 2 and η ∈ pZp. Then, for s1, s2 ∈ Cp

with |sj |p < p1−1/(p−1) (j = 1, 2) and k1, k2 ∈ Z, our p-adic L-function is given by

Lp,2(s1, s2;ω
k1 , ωk2 ; 1, η; 2)

=

∫
Z×
p ×Zp

⟨x1⟩−s1⟨x1 + x2η⟩−s2ωk1(x1)ω
k2(x1 + x2η)dm̃2(x1)dm̃2(x2),

(2.16)

which is the p-adic double L-function introduced in [34].

The next theorem claims that our p-adic multiple L-function is rigid-analytic (cf. Notation

4.1 below) with respect to the parameters s1, . . . , sr:

Theorem 2.14. Let k1, . . . , kr ∈ Z, γ1, . . . , γr ∈ Zp and c ∈ N>1 with (c, p) = 1. Then

Lp,r((sj); (ω
kj ); (γj); c) has the following expansion

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)

=
∞∑

n1,...,nr=0

C
(
n1, . . . , nr; (ω

kj ); (γj); c
)
sn1
1 · · · snr

r

for (sj) ∈ Xr

(
q−1
)
, where C

(
(nj); (ω

kj ); (γj); c
)
∈ Zp satisfies∣∣∣C (n1, . . . , nr; (ω

kj ); (γj); c
)∣∣∣

p
⩽
(
qp−1/(p−1)

)−n1−···−nr

. (2.17)

In order to prove this theorem, we prepare the following two lemmas which are generaliza-

tions of [46, Proposition 5.8 and its associated lemma].



30 H. FURUSHO, Y. KOMORI, K. MATSUMOTO, AND H. TSUMURA

Lemma 2.15. Let f be a continuous function from Zr
p to Qp defined by

f(X1, . . . , Xr) =

∞∑
n1,...,nr=0

a(n1, . . . , nr)

r∏
j=1

(
Xj

nj

)
,

where a(n1, . . . , nr) ∈ Zp. Suppose there exist d,M ∈ R>0 with d < p−1/(p−1) < 1 such that

|a(n1, . . . , nr)|p ⩽ Md
∑r

j=1 nj for any (nj) ∈ Nr
0. Then f(X1, . . . , Xr) may be expressed as

f(X1, . . . , Xr) =

∞∑
n1,...,nr=0

C(n1, . . . , nr)X
n1
1 · · ·Xnr

r ∈ Qp[[X1, . . . , Xr]]

which converges absolutely in Xr(d), where

|C(n1, . . . , nr)|p ⩽ M(d−1p−1/(p−1))−n1−···−nr .

Lemma 2.16. Let

Pl(X1, . . . , Xr) =
∑

n1,...,nr⩾0

a(n1, . . . , nr; l)
r∏

j=1

X
nj

j (l ∈ N0)

be a sequence of power series with Cp-coefficients which converges in a fixed subset D of Cr
p

and suppose

(i) when l → ∞, a(n1, . . . , nr; l) → a(n1, . . . , nr; 0) for each (nj) ∈ Nr
0,

(ii) for each (Xj) ∈ D and any ε > 0, there exists an N0 = N0((Xj), ε) such that∣∣∣∣∣∣∣∣
∑

(nj)∈Nr0∑
nj>N0

a(n1, . . . , nr; l)

r∏
j=1

X
nj

j

∣∣∣∣∣∣∣∣
p

< ε

uniformly in l ∈ N.

Then Pl((Xj)) → P0((Xj)) as l → ∞ for any (Xj) ∈ D.

Proof of Lemma 2.16. For any ε and (Xj), we can choose N0 as above. Then

|Pl((Xj))− P0((Xj))|p ⩽ max∑
nj⩽N0

ε, |a(n1, . . . , nr; 0)− a(n1, . . . , nr; l)|p ·
r∏

j=1

|Xj |
nj
p

 ⩽ ε

for any sufficiently large l. □

Proof of Lemma 2.15. We can write(
X

n

)
=

1

n!

n∑
m=0

b(n,m)Xm (n ∈ N0),

where b(n,m) ∈ Z. For any l ∈ N, let

Pl(X1, . . . , Xr) =
∑

n1,...,nr⩾0
n1+···+nr⩽l

a(n1, . . . , nr)
r∏

j=1

(
Xj

nj

)

=
∑

0⩽m1,...,mr⩽l
m1+···+mr⩽l

C(m1, . . . ,mr; l)

r∏
j=1

X
mj

j ,
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say. We aim to show that Pl(X1, . . . , Xr) satisfies the conditions (i) and (ii) for Pl(X1, . . . , Xr)

in Lemma 2.16. In fact, using the notation

λn(m) =

{
1 (m ⩽ n)

0 (m > n),

we have

Pl(X1, . . . , Xr) =
∑

n1+···+nr⩽l

a(n1, . . . , nr)

n1! · · ·nr!

∑
m1⩽n1

· · ·
∑

mr⩽nr

r∏
j=1

b(nj ,mj)X
mj

j

=
∑

n1+···+nr⩽l

a(n1, . . . , nr)

n1! · · ·nr!

∑
m1⩽l

· · ·
∑
mr⩽l

m1+···+mr⩽l

r∏
j=1

b(nj ,mj)λnj (mj)X
mj

j

=
∑

m1,...,mr⩽l
m1+···+mr⩽l

 ∑
m1⩽n1,...,mr⩽nr

n1+···+nr⩽l

a(n1, . . . , nr)

n1! · · ·nr!

r∏
j=1

b(nj ,mj)

 r∏
j=1

X
mj

j .

Hence we have

C(m1, . . . ,mr; l) =
∑

m1⩽n1,...,mr⩽nr
n1+···+nr⩽l

a(n1, . . . , nr)

n1! · · ·nr!

r∏
j=1

b(nj ,mj).

Therefore, noting b(nj ,mj) ∈ Z and using |n!|p > p−n/(p−1), we obtain

|C(m1, . . . ,mr; l)|p ⩽ max
m1⩽n1,...,mr⩽nr

n1+···+nr⩽l

Md
∑

nj

|n1! · · ·nr!|p

⩽ max
m1⩽n1,...,mr⩽nr

n1+···+nr⩽l

M
(
dp1/(p−1)

)∑nj

⩽ M
(
d−1p−1/(p−1)

)−m1−···−mr

.

(2.18)

Furthermore, we have

|C(m1, . . . ,mr; l + k)− C(m1, . . . ,mr; l)|p

⩽

∣∣∣∣∣∣∣
∑

m1⩽n1,...,mr⩽nr
l<n1+···+nr⩽l+k

a(n1, . . . , nr)

n1! · · ·nr!

r∏
j=1

b(nj ,mj)

∣∣∣∣∣∣∣
p

⩽ max
m1⩽n1,...,mr⩽nr
l<n1+···+nr⩽l+k

Md
∑

nj

|n1! · · ·nr!|p

⩽ max
m1⩽n1,...,mr⩽nr
l<n1+···+nr⩽l+k

M
(
dp1/(p−1)

)∑nj

⩽ M
(
d−1p−1/(p−1)

)−l−1
for any l ∈ N. Hence {C(m1, . . . ,mr; l)} is a Cauchy sequence in l. Therefore there exists

C(m1, . . . ,mr; 0) = lim
l→∞

C(m1, . . . ,mr; l) ∈ Qp ((mj) ∈ N0)

with |C(m1, . . . ,mr; 0)|p ⩽ M(d−1p−1/(p−1))−m1−···−mr . For (Xj) ∈ Xr(d) defined by (2.13),

let

P0(X1, . . . , Xr) =
∑

n1,...,nr⩾0

C(n1, . . . , nr; 0)X
n1
1 · · ·Xnr

r .
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Then P0(X1, . . . , Xr) converges absolutely in Xr(d). Moreover, by (2.18), we have∣∣∣∣∣∣∣
∑

n1,...,nr⩾0
n1+···+nr⩾N0

C(n1, . . . , nr; l)X
n1
1 · · ·Xnr

r

∣∣∣∣∣∣∣
p

⩽ max
n1+···+nr⩾N0

M

r∏
j=1

(
d−1p−1/(p−1)

)−nj

|Xj |
nj
p

→ 0 (n1, . . . , nr → ∞)

uniformly in l, for (Xj) ∈ Xr(d). Therefore, by Lemma 2.16, we obtain

f(X1, . . . , Xr) = lim
l→∞

Pl(X1, . . . , Xr) = P0(X1, . . . , Xr)

for (Xj) ∈ Xr(d). Thus we complete the proof of Lemma 2.15. □

Proof of Theorem 2.14. Considering the binomial expansion in (2.14), we have, for (sj) ∈
Xr = Xr

(
q−1
)
,

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)

=

∞∑
n1,...,nr=0

{∫
(Zr

p)
′
{γj}

r∏
ν=1

⟨
ν∑

j=1

xjγj⟩ − 1

nν

× ωk1(x1γ1) · · ·ωkr(

r∑
j=1

xjγj)

r∏
j=1

dm̃c(xj)

} r∏
j=1

(
−sj
nj

)

=

∞∑
n1,...,nr=0

a(n1, . . . , nr)

r∏
j=1

(
−sj
nj

)
,

say. Since ⟨
∑ν

j=1 xjγj⟩ ≡ 1 mod q, we have |a(n1, . . . , nr)|p ⩽ q−
∑

nj . Applying Lemma 2.15

with d = q−1 and M = 1, we obtain the proof of Theorem 2.14. □

Next, we discuss a p-adic continuity of our p-adic multiple L-function (2.14) with respect

to the parameter c.

Theorem 2.17. Let s1, . . . , sr ∈ Zp, k1, . . . , kr ∈ Z, γ1, . . . , γr ∈ Zp and c ∈ N>1 with

(c, p) = 1. Then the map

c 7→ Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)

is continuously extended to c ∈ Z×p as a p-adic continuous function.

Moreover the extension is uniformly continuous with respect to both parameters c and (sj).

Namely, for any given ε > 0, there always exists δ > 0 such that

|Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)− Lp,r(s

′
1, . . . , s

′
r;ω

k1 , . . . , ωkr ; γ1, . . . , γr; c
′)|p < ε

holds for any c, c′ ∈ Z×p with |c− c′|p < δ and sj , s
′
j ∈ Zp with |sj − s′j |p < δ (1 ⩽ j ⩽ r).

By [46, Subsection 12.2], the space MeasZp(Zp) of Zp-valued measures on Zp is identified

with the completed group algebra Zp[[Zp]];

MeasZp(Zp) ≃ Zp[[Zp]]. (2.19)
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Again by loc. cit. Theorem 7.1, it is identified with the one parameter formal power series

ring Zp[[T ]] by sending 1 ∈ Zp[[Zp]] to 1 + T ∈ Zp[[T ]];

Zp[[Zp]] ≃ Zp[[T ]]. (2.20)

By loc. cit. Subsection 12.2, we obtain the following.

Lemma 2.18. Let c ∈ N>1 with (c, p) = 1. By the above correspondences, m̃c ∈ MeasZp(Zp)

corresponds to

gc(T ) =
1

(1 + T )− 1
− c

(1 + T )c − 1
∈ Zp[[T ]]. (2.21)

Lemma 2.19. The map c 7→ gc(T ) is uniquely extended into a p-adic continuous function

g : Z×p → Zp[[T ]].

Proof. The series (1 + T )c makes sense in Zp[[T ]] for c ∈ Zp and moreover continuous with

respect to c ∈ Zp because we have

Zp[[T ]] ≃ lim
←

Zp[T ]/
(
(1 + T )p

N − 1
)

(cf. [46, Theorem 7.1]). When c ∈ Z×p , c
(1+T )c−1 belongs to 1

T +Zp[[T ]]. Hence gc(T ) belongs

to Zp[[T ]]. □

For c ∈ Z×p we denote m̃c to be the Zp-valued measure on Zp which corresponds to gc(T )

by (2.19) and (2.20). We note that it coincides with (2.6) when c ∈ N>1 with (c, p) = 1.

Remark 2.20. For the parameters s1, . . . , sr ∈ Cp with |sj |p < qp−1/(p−1) (1 ⩽ j ⩽ r),

k1, . . . , kr ∈ Z, γ1, . . . , γr ∈ Zp and c ∈ Z×p , the p-adic multiple L-function

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)

is defined by (2.14) with the above measure m̃c.

Let C(Zr
p,Cp) be the Cp-Banach space of continuous Cp-valued functions on Zr

p with ||f || :=
supx∈Zr

p
|f(x)|p and Step(Zr

p) be the set of Cp-valued locally constant functions on Zr
p. The

subspace Step(Zr
p) is dense in C(Zr

p,Cp) (cf. [46, Section 12.1]).

Proposition 2.21. For each function f ∈ C(Zp,Cp), the map

Φf : Z×p → Cp

sending c 7→
∫
Zp

f(z)dm̃c(z) is p-adically continuous.

Proof. First assume that f = χj,N where χj,N (0 ⩽ j < pN , N ∈ N) is the characteristic

function of the set j + pNZp. Then Φf (c) is calculated to be aj(gc) (cf. [46, Section 12.2])

which is defined by

gc(T ) ≡
pN−1∑
i=0

ai(gc)(1 + T )i (mod (1 + T )p
N − 1).

Since the map c 7→ gc is continuous, c 7→ Φf (c) = aj(gc) is continuous in this case. This

implies the continuity of Φf in c when f ∈ Step(Zp).
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Next assume f ∈ C(Zp,Cp) and c ∈ Z×p . Then for any g ∈ C(Zp,Cp) and c′ ∈ Z×p , we have

Φf (c)− Φf (c
′) =

∫
Zp

f(z)dm̃c(z)−
∫
Zp

f(z)dm̃c′(z)

=

∫
Zp

(f(z)− g(z)) · d(m̃c(z)− m̃c′(z)) +

∫
Zp

g(z) · d(m̃c(z)− m̃c′(z))

= (Φf−g(c)− Φf−g(c
′)) + (Φg(c)− Φg(c

′)).

Since Step(Zp) is dense in C(Zp,Cp), there exists g0 ∈ Step(Zp) with ||f − g0|| < ε for any

given ε > 0. So for any c ∈ Z×p we have

|Φf−g0(c)|p =
∣∣∣∫

Zp

(f(z)− g0(z)) · dm̃c(z)
∣∣∣
p
⩽ ||f − g0|| < ε

because m̃c is a Zp-valued measure.

On the other hand, since g0 ∈ Step(Zp), there exists a δ > 0 such that

|Φg0(c)− Φg0(c
′)|p < ε

holds for any c′ ∈ Z×p with |c− c′|p < δ.

Therefore for f ∈ C(Zp,Cp), c ∈ Z×p and any ε > 0, there always exists a δ > 0 such that

|Φf (c)− Φf (c
′)|p ⩽ max

{
|Φf−g0(c)|p, |Φf−g0(c

′)|p, |Φg0(c)− Φg0(c
′)|p
}
< ε

holds for any c′ ∈ Z×p with |c− c′|p < δ. □

By generalizing our arguments above, we obtain the following.

Proposition 2.22. For each function f ∈ C(Zr
p,Cp), the map

Φr
f : Z×p → Cp

sending c 7→
∫
Zr
p
f(x1, . . . , xr)

∏r
j=1 dm̃c(xj) is p-adically continuous.

A proof of Theorem 2.17 is attained by the above proposition. This is the reason why we

restrict Theorem 2.17 to the case for s1, . . . , sr ∈ Zp.

Proof of Theorem 2.17. Let us fix notation: Put

W (s1, . . . sr;x1, . . . , xr)

:= ⟨x1γ1⟩−s1⟨x1γ1 + x2γ2⟩−s2 · · · ⟨
r∑

j=1

xjγj⟩−sr · ωk1(x1γ1) · · ·ωkr(
r∑

j=1

xjγj) · χ
(Zrp)

′
{γj}

(x1, . . . , xr)

where χ
(Zrp)

′
{γj}

(x1, . . . , xr) is the characteristic function of
(
Zr
p

)′
{γj}

(cf. Definition 2.9). Then

we have

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c) :=

∫
Zr
p

W (s1, . . . , sr;x1, . . . , xr) ·
r∏

j=1

dm̃c(xj).

(2.22)

Below we will prove that the map

Ψ : (s1, . . . , sr, c) ∈ Zr
p × Z×p 7→ Lp,r(s1, . . . , sr;ω

k1 , . . . , ωkr ; γ1, . . . , γr; c) ∈ Zp

is continuous:
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First, by Proposition 2.22 we see that the function is continuous with respect to c ∈ Z×p
for each fixed (s1, . . . , sr) ∈ Zr

p. Namely, for each fixed (s1, . . . , sr) ∈ Zr
p and c ∈ Z×p and for

any given ε > 0, there always exists δ > 0 such that

|Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)− Lp,r(s1, . . . , sr;ω

k1 , . . . , ωkr ; γ1, . . . , γr; c
′)|p < ε,

equivalently

|Ψ(s1, . . . , sr; c)− Ψ(s1, . . . , sr; c
′)|p < ε (2.23)

for all c′ ∈ Z×p with |c− c′|p < δ.

Next, take M ∈ N such that ε > p−M > 0. Since it is easy to see that there exists δ′ > 0

such that

(1 + u)d ≡ 1 (mod pM )

for any u ∈ pZp and d ∈ Zp with |d|p < δ′ (actually you may take δ′ for δ′ < p−M ), we have

xs ≡ xs
′

(mod pM )

for all x ∈ (1 + pZp) and s, s′ ∈ Zp with |s− s′| < δ′ for such δ′. Therefore

W (s1, . . . , sr;x1, . . . , xr) ≡ W (s′1, . . . , s
′
r;x1, . . . , xr) (mod pM )

holds for all (x1, . . . , xr) ∈ Zr
p when |si−s′i|p < δ′ (1 ⩽ i ⩽ r). So, in that case, the inequality

|Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr;c)− Lp,r(s

′
1, . . . , s

′
r;ω

k1 , . . . , ωkr ; γ1, . . . , γr; c)|p
⩽ p−M < ε

holds for any c ∈ Z×p because m̃c is a Zp-valued measure. Therefore, for any given ε > 0,

there always exists δ′ > 0 such that when |si − s′i|p < δ′ (1 ⩽ i ⩽ r),

|Ψ(s1, . . . , sr; c)− Ψ(s′1, . . . , s
′
r; c)|p < ε (2.24)

holds for all c ∈ Z×p .
By (2.23) and (2.24), we see that for each fixed (s1, . . . , sr) ∈ Zr

p and c ∈ Z×p , and for any

given ε > 0, there always exist δ, δ′ > 0 such that∣∣Ψ(s1, . . . , sr; c)− Ψ(s′1, . . . , s
′
r; c
′)
∣∣
p

=
∣∣Ψ(s1, . . . , sr; c)− Ψ(s1, . . . , sr; c

′) + Ψ(s1, . . . , sr; c
′)− Ψ(s′1, . . . , s

′
r; c
′)
∣∣
p

⩽ max
{∣∣Ψ(s1, . . . , sr; c)− Ψ(s1, . . . , sr; c

′)
∣∣
p
,
∣∣Ψ(s1, . . . , sr; c′)− Ψ(s′1, . . . , s

′
r; c
′)
∣∣
p

}
< ε

for |si − s′i|p < δ′ (1 ⩽ i ⩽ r) and |c − c′|p < δ. Thus we get the desired continuity of

Ψ(s1, . . . , sr; c).

The uniform continuity of Ψ(s1, . . . , sr; c) is almost obvious because now we know that the

function is continuous and the source set Zr
p × Z×p is compact. □

As a corollary of Theorem 2.17, the following non-trivial property of special values of p-adic

multiple L-functions at non-positive integer points is obtained.

Corollary 2.23. The right-hand side of equation (3.1) of Theorem 3.1 (in the next section)

is p-adically continuous with respect to c.
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Our final discussion here is towards a construction of a p-adic analogue of the entire

function Z(s1, . . . , sr; γ1, . . . , γr) which was constructed as a multiple analogue of the entire

function (1 − s)ζ(s) by equation (1.23): As was explained in Remark 1.17, an idea of the

equation is conceptually (but not mathematically) expressed as in (1.22). By Theorem 3.1

and Remark 3.2 (both in the next section), our Lp,r(s1, . . . , sr;ω
n1 , . . . , ωnr ; γ1, . . . , γr; c) is a

p-adic interpolation of (3.2), which also has appeared on the right-hand side of (1.22).

By limc→1 gc(T ) = 0, we have, for s1, . . . , sr ∈ Zp, k1, . . . , kr ∈ Z, γ1, . . . , γr ∈ Zp,

lim
c→1

c∈Z×
p

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c) = 0.

While, by

lim
c→1

gc(T )

c− 1
∈ Qp[[T ]] \ Zp[[T ]],

we can not say that the limit limc→1
1

c−1m̃c converges to a measure. Thus the following is

unclear.

Problem 2.24. For s1, . . . , sr ∈ Zp, k1, . . . , kr ∈ Z and γ1, . . . , γr ∈ Zp, does

lim
c→1

c∈Z×
p \{1}

1

(c− 1)r
Lp,r(s1, . . . , sr;ω

k1 , . . . , ωkr ; γ1, . . . , γr; c) (2.25)

converge?

If the limit (2.25) exists and happens to be a rigid analytic function, we may call it a p-adic

analogue of the desingularized zeta function ζdesr (s1, . . . , sr; γ1, . . . , γr). We remind that the

problem is affirmative in the case when r = 1 and γ = 1. Actually we have

lim
c→1

(c− 1)−1Lp,1(s;ω
k; 1; c) = (1− s) · Lp(s;ω

k+1),

which was already mentioned in Example 2.12. We also note that the limit converges when

(s1, . . . , sr) = (−n1, . . . ,−nr) for n1, . . . , nr ∈ N0 by Theorem 3.7 in the next section.

3. Special values of p-adic multiple L-functions at non-positive integers

We will consider the special values of our p-adic multiple L-functions (Definition 2.9) at

non-positive integers. We will express them in terms of twisted multiple Bernoulli numbers

(Definition 1.6) in Theorems 3.1 and 3.7. We will see that our p-adic multiple L-function is

a p-adic interpolation of a certain sum (3.2) of the entire complex multiple zeta-functions of

generalized Euler-Zagier-Lerch type in Remark 3.2. Based on the evaluations, we will gen-

eralize the well-known Kummer congruence for ordinary Bernoulli numbers to the multiple

Kummer congruence for twisted multiple Bernoulli numbers in Theorem 3.10. We will show

certain functional relations with a parity condition among p-adic multiple L-functions in The-

orem 3.15. These functional relations will be seen as multiple generalizations of the vanishing

property of the Kubota-Leopoldt p-adic L-function with odd characters (cf. Proposition 2.6)

in the single variable case and of the functional relations for the p-adic double L-function
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(shown in [34]) in the double variable case under the special condition c = 2. Many examples

will be investigated in this section.

3.1. Evaluation of p-adic multiple L-functions at non-positive integers. Based on

the consideration in the previous sections, we determine values of p-adic multiple L-functions

at non-positive integers as follows.

Theorem 3.1. For n1, . . . , nr ∈ N0, γ1, . . . , γr ∈ Zp, and c ∈ N>1 with (c, p) = 1.

Lp,r(−n1, . . . ,−nr;ω
n1 , . . . , ωnr ; γ1, . . . , γr; c)

=
∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

B((nj); (ξj); (γj))

+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

B((nj); ((
∏
j⩽il

ρil)
γjξj); (γj)), (3.1)

where the empty product is interpreted as 1.

In Definition 1.6, the twisted multiple Bernoulli number B((nj); (ξj); (γj)) was defined

for γ1, . . . , γr ∈ C and roots of unity ξ1, . . . , ξr ∈ C. Here we define B((nj); (ξj); (γj)) for

γ, . . . , γr ∈ Zp and roots of unity ξ1, . . . , ξr ∈ Cp by (1.12) and (1.13).

Remark 3.2. When γ1, . . . , γr ∈ Zp ∩ Q satisfy ℜγj > 0 (1 ⩽ j ⩽ r), we obtain from the

above theorem and Theorem 1.13 that

Lp,r(−n1, . . . ,−nr;ω
n1 , . . . , ωnr ; γ1, . . . , γr; c) = (−1)r+n1+···+nr

{∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

ζr((−nj); (ξj); (γj))

+
r∑

d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

ζr((−nj); ((
∏
j⩽il

ρil)
γjξj); (γj))

}
.

We may say that the p-adic multiple L-function Lp,r((sj); (ω
k1); (γj); c) is a p-adic inter-

polation of the following finite sum of multiple zeta-functions ζr((sj); (ξj); (γj)) which are

entire ∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

ζr((sj); (ξj); (γj)). (3.2)

Proof of Theorem 3.1. We see that for any ρ ∈ µp and ξ ∈ µc \ {1},

mρξ(j + pNZp) =
(ρξ)j

1− (ρξ)pN
= ρjmξ(j + pNZp) (N ⩾ 1).

Hence, using ∑
ρp=1

ρn =

{
0 (p ∤ n)
p (p | n),

we have

Lp,r(−n1, . . . ,−nr;ω
n1 , . . . , ωnr ; γ1, . . . , γr; c)
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=

∫
Zr
p

(x1γ1)
n1 · · · (

r∑
j=1

xjγj)
nr

r∏
i=1

1− 1

p

∑
ρpi=1

ρ
∑i

ν=1 xνγν
i

 r∏
j=1

∑
ξc
j
=1

ξj ̸=1

dmξj (xj)

=

∫
Zr
p

(x1γ1)
n1 · · · (

r∑
j=1

xjγj)
nr
∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

r∏
j=1

dmξj (xj)

+
r∑

d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

×
∫
Zr
p

r∏
l=1

(

l∑
j=1

xjγj)
nl

d∏
l=1

ρ
∑il

ν=1 xνγν
il

r∏
j=1

dmξj (xj)

=

∫
Zr
p

(x1γ1)
n1 · · · (

r∑
j=1

xjγj)
nr
∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

r∏
j=1

dmξj (xj)

+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

×
∫
Zr
p

r∏
l=1

(

l∑
j=1

xjγj)
nl

r∏
j=1

dm{(
∏

j⩽il
ρil )

γj ξj}(xj).

Thus, by Proposition 2.8, we complete the proof. □

Remark 3.3. It is worthy to restate Corollary 2.23 saying that the right-hand side of the

above equation (3.1) is p-adically continuous not only with respect to n1, . . . , nr but also

with respect to c.

Considering the Galois action of Gal(Qp/Qp), we obtain the following result from Theorems

2.14 and 2.17.

Corollary 3.4. For n1, . . . , nr ∈ N0, γ1, . . . , γr ∈ Zp and c ∈ Z×p ,

Lp,r(−n1, . . . ,−nr;ω
n1 , . . . , ωnr ; γ1, . . . , γr; c) ∈ Zp,

hence the right-hand side of (3.1) is in Zp, though it includes the terms like
(
−1

p

)d
. In

particular when γ1, . . . , γr ∈ Z(p) := {a
b ∈ Q | a, b ∈ Z, (b, p) = 1} = Zp ∩Q,

Lp,r(−n1, . . . ,−nr;ω
n1 , . . . , ωnr ; γ1, . . . , γr; c) ∈ Z(p).

The following examples are special cases (r = 1 and r = 2) of Theorem 3.1.

Example 3.5. For n ∈ N0 and c ∈ N>1 with (c, p) = 1,

Lp,1(−n;ωn; 1; c) = (1− pn)
∑
ξc=1
ξ ̸=1

Bn(ξ), (3.3)
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which recovers the known fact

Lp(−n;ωn+1) = −(1− pn)
Bn+1

n+ 1

thanks to (1.8) and (2.10).

Example 3.6. For n1, n2 ∈ N0, γ1, γ2 ∈ Zp, and c ∈ N>1 with (c, p) = 1,

Lp,2(−n1,−n2;ω
n1 , ωn2 ; γ1, γ2; c)

=
∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

B(n1, n2; ξ1, ξ2; γ1, γ2)

− 1

p

∑
ρp1=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

B(n1, n2; ρ
γ1
1 ξ1, ξ2; γ1, γ2)

− 1

p

∑
ρp2=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

B(n1, n2; ρ
γ1
2 ξ1, ρ

γ2
2 ξ2; γ1, γ2)

+
1

p2

∑
ρp1=1

∑
ρp2=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

B(n1, n2; (ρ1ρ2)
γ1ξ1, ρ

γ2
2 ξ2; γ1, γ2). (3.4)

More generally, we consider the generating function of {Lp,r((−nj); (ω
nj ); (γj); c)}, that is,

Fp,r(t1, . . . , tr; (γj); c) =

∞∑
n1=0

· · ·
∞∑

nr=0

Lp,r((−nj); (ω
nj ); (γj); c)

r∏
j=1

t
nj

j

nj !
.

Then we have the following.

Theorem 3.7. Let c ∈ Z×p . For γ1, . . . , γr ∈ Zp,

Fp,r(t1, . . . , tr; (γj); c)

=
r∏

j=1

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1


+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

×
r∏

j=1

 1

(
∏

j⩽il
ρil)

γj exp
(
γj
∑r

k=j tk

)
− 1

− c

(
∏

j⩽il
ρil)

cγj exp
(
cγj
∑r

k=j tk

)
− 1


=

r∏
j=1

 ∞∑
mj=0

(
1− cmj+1

) Bmj+1

mj + 1

(
γj
∑r

k=j tk

)mj

mj !


+ (−1)r

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

×
r∏

j=1

 ∞∑
mj=0

(1− cmj+1)Bmj ((
∏
j⩽il

ρil)
γj )

(
γj
∑r

k=j tk

)mj

mj !

 .
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In particular when γ1 ∈ Z×p and γj ∈ pZp (2 ⩽ j ⩽ r),

Fp,r(t1, . . . , tr; (γj); c) =

(
1

exp (γ1
∑r

k=1 tk)− 1
− c

exp (cγ1
∑r

k=1 tk)− 1

− 1

exp (pγ1
∑r

k=1 tk)− 1
+

c

exp (cpγ1
∑r

k=1 tk)− 1

)

×
r∏

j=2

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1


=

( ∞∑
n1=0

(1− pn1)
(
1− cn1+1

) Bn1+1

n1 + 1

(γ1
∑r

k=1 tk)
n1

n1!

)

×
r∏

j=2

 ∞∑
nj=0

(
1− cnj+1

) Bnj+1

nj + 1

(
γj
∑r

k=j tk

)nj

nj !

 . (3.5)

We stress here that Theorem 3.1 holds for c ∈ N>1 with (c, p) = 1, in contrast, Theorem

3.7 holds, more generally, for c ∈ Z×p ,

Proof. For the moment assume that c ∈ N>1 with (c, p) = 1. Combining (1.13) and (3.1), we

have

Fp,r((tj); (γj); c) =
∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

r∏
j=1

1

1− ξj exp
(
γj
∑r

k=j tk

)
+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

×
r∏

j=1

1

1− (
∏

j⩽il
ρil)

γjξj exp
(
γj
∑r

k=j tk

)
=

r∏
j=1

∑
ξc
j
=1

ξj ̸=1

1

1− ξj exp
(
γj
∑r

k=j tk

)
+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

×
r∏

j=1

∑
ξc
j
=1

ξj ̸=1

1

1− (
∏

j⩽il
ρil)

γjξj exp
(
γj
∑r

k=j tk

)
 .

Hence, by (1.7), we obtain the first assertion. Next we assume γ1 ∈ Z×p and γj ∈ pZp

(2 ⩽ j ⩽ r). Then

(
∏
j⩽il

ρil)
γj = 1 (2 ⩽ j ⩽ r).
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Hence we have

Fp,r((tj); (γj); c) =

r∏
j=1

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1


+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

×

(
1

(
∏

il
ρil) exp (γ1

∑r
k=1 tk)− 1

− c

(
∏

il
ρil)

c exp (cγ1
∑r

k=1 tk)− 1

)

×
r∏

j=2

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1

 .

Using (1.7), we can rewrite the second term on the right-hand side as

r∏
j=2

 1

exp
(
γj
∑r

k=j tk

)
− 1

− c

exp
(
cγj
∑r

k=j tk

)
− 1


×

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

pd
(

1

exp (pγ1
∑r

k=1 tk)− 1
− c

exp (cpγ1
∑r

k=1 tk)− 1

)
.

Noting
r∑

d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

pd =
r∑

d=1

(
r

d

)
(−1)d = (1− 1)r − 1 = −1,

we obtain the second assertion.

Whence we get the formulas in the theorem for c ∈ N>1 with (c, p) = 1. It should be noted

that each coefficient of the left-hand sides of the formulas is expressed as polynomials on c.

On the other hand each coefficient of the right-hand sides of the formulas is continuous on c

by Theorem 2.17. Therefore the validity of the formulas is extended into c ∈ Z×p . □

We consider the case r = 2 with (γ1, γ2) = (1, η) for η ∈ Zp and c ∈ N>1 with (c, p) = 1.

From (1.14) and Example 3.6, we have

Lp,2(−k1,−k2;ω
k1 , ωk2 ; 1, η; c)

=
∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

k2∑
ν=0

(
k2
ν

)
Bk1+ν(ξ1)Bk2−ν(ξ2)η

k2−ν

− 1

p

∑
ρp1=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

k2∑
ν=0

(
k2
ν

)
Bk1+ν(ρ1ξ1)Bk2−ν(ξ2)η

k2−ν

− 1

p

∑
ρp2=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

k2∑
ν=0

(
k2
ν

)
Bk1+ν(ρ2ξ1)Bk2−ν(ρ

η
2ξ2)η

k2−ν
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+
1

p2

∑
ρp1=1

∑
ρp2=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

k2∑
ν=0

(
k2
ν

)
Bk1+ν(ρ1ρ2ξ1)Bk2−ν(ρ

η
2ξ2)η

k2−ν

for k1, k2 ∈ N0. Similarly to (1.8), we have∑
ξc=1
ξ ̸=1

Bn(αξ) =

{(
1− cn+1

) Bn+1

n+1 (α = 1)

cn+1Bn(α
c)−Bn(α) (α ̸= 1)

(3.6)

for n ∈ N0. Also, using (1.7) with k = p, we have∑
ρp=1

∑
ξc=1
ξ ̸=1

Bn(ρξ) =
∑
ρp=1

(
cn+1Bn(ρ

c)−Bn(ρ)
)
= pn+1

(
1− cn+1

) Bn+1

n+ 1
(3.7)

for n ∈ N0. Hence, by the continuity with respect to c, we have the following.

Example 3.8. For k1, k2 ∈ N0, η ∈ Zp and c ∈ Z×p ,

Lp,2(−k1,−k2;ω
k1 , ωk2 ; 1, η; c)

=

k2∑
ν=0

(
k2
ν

)(
1− pk1+ν

)(
1− ck1+ν+1

) Bk1+ν+1

k1 + ν + 1

(
1− ck2−ν+1

) Bk2−ν+1

k2 − ν + 1
ηk2−ν

− 1

p

∑
ρp2=1

k2∑
ν=0

(
k2
ν

)(
ck1+ν+1Bk1+ν(ρ

c
2)−Bk1+ν(ρ2)

)(
ck2−ν+1Bk2−ν(ρ

cη
2 )−Bk2−ν(ρ

η
2)
)
ηk2−ν

+
1

p

∑
ρp2=1

k2∑
ν=0

(
k2
ν

)
pk1+ν

(
1− ck1+ν+1

) Bk1+ν+1

k1 + ν + 1

(
ck2−ν+1Bk2−ν(ρ

cη
2 )−Bk2−ν(ρ

η
2)
)
ηk2−ν .

(3.8)

In particular when η ∈ pZp,

Lp,2(−k1,−k2;ω
k1 , ωk2 ; 1, η; c)

=

k2∑
ν=0

(
k2
ν

)(
1− pk1+ν

)(
1− ck1+ν+1

)(
1− ck2−ν+1

) Bk1+ν+1Bk2−ν+1

(k1 + ν + 1)(k2 − ν + 1)
ηk2−ν , (3.9)

given from (1.5) and (3.7), where the case c = 2 was already obtained in our previous paper

[34, Section 4]. In the special case when k1 ∈ N, k2 ∈ N0 and k1 + k2 is odd,

Lp,2(−k1,−k2;ω
k1 , ωk2 ; 1, η; c) =

c− 1

2

(
1− ck1+k2+1

)(
1− pk1+k2

) Bk1+k2+1

k1 + k2 + 1
. (3.10)

Furthermore, computing the coefficient of tn1
1 tn2

2 tn3
3 in (3.5) with r = 3, we obtain the

following.

Example 3.9. For k1, k2, k3 ∈ N0, η1, η2 ∈ pZp and c ∈ Z×p ,

Lp,3(−k1,−k2,−k3;ω
k1 , ωk2 , ωk3 ; 1, η1, η2; c)

=

k3∑
ν1=0

k3−ν1∑
ν2=0

k2∑
κ=0

(
k2
κ

)(
k3

ν1 ν2

)(
1− pk1+ν2+κ

)(
1− ck1+ν2+κ+1

)(
1− ck2+ν1−κ+1

)
×
(
1− ck3−ν1−ν2+1

) Bk1+ν2+κ+1

k1 + ν2 + κ+ 1

Bk2+ν1−κ+1

k2 + ν1 − κ+ 1

Bk3−ν1−ν2+1

k3 − ν1 − ν2 + 1
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× ηk2+ν1−κ
1 ηk3−ν1−ν22 , (3.11)

where
(

N
ν1 ν2

)
= N !

ν1! ν2! (N−ν1−ν2)! .

3.2. Multiple Kummer congruences. We will formulate multiple Kummer congruences

for twisted multiple Bernoulli numbers, certain generalization of the Kummer congruences for

Bernoulli numbers (see (3.14) below), from the viewpoint of p-adic multiple L-functions (The-

orem 3.10). Then we will extract specific congruences for only ordinary Bernoulli numbers

in depth 2 case (Example 3.13).

First we recall the ordinary Kummer congruences. By (2.15), we know from [32, p. 31]

that

Lp,1(1−m;ωm−1; 1; c) ≡ Lp,1(1− n;ωn−1; 1; c) (mod pl) (3.12)

for m,n ∈ N0 and l ∈ N with m ≡ n (mod (p− 1)pl−1) and c ∈ N>1. Therefore, from (3.3),

we see that

(1− cm)(1− pm−1)
Bm

m
≡ (1− cn)(1− pn−1)

Bn

n
(mod pl). (3.13)

Note that c ∈ N>1 can be chosen arbitrarily under the condition (c, p) = 1. In particular

when p > 2, for even positive integers m and n satisfying m ≡ n (mod (p − 1)pl−1) and

n ̸≡ 0 (mod p − 1), we can choose c satisfying 1 − cm ≡ 1 − cn (mod pl) and (1 − cm, p) =

(1− cn, p) = 1, and consequently obtain the ordinary Kummer congruences (see [32, p. 32]):

(1− pm−1)
Bm

m
≡ (1− pn−1)

Bn

n
(mod pl). (3.14)

As a multiple analogue of (3.13), we have the following.

Theorem 3.10 (Multiple Kummer congruence). Let m1, . . . ,mr, n1, . . . , nr ∈ N0 with

mj ≡ nj mod (p − 1)plj−1 for lj ∈ N (1 ⩽ j ⩽ r). Then, for γ1, . . . , γr ∈ Zp and c ∈ N>1

with (c, p) = 1,

Lp,r(−m1, . . . ,−mr;ω
m1 , . . . , ωmr ; γ1, . . . , γr; c)

≡ Lp,r(−n1, . . . ,−nr;ω
n1 , . . . , ωnr ; γ1, . . . , γr; c)

(
mod pmin{lj | 1⩽j⩽r}

)
. (3.15)

In other words,∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

B((mj); (ξj); (γj))

+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

B((mj); ((
∏
j⩽il

ρil)
γjξj); (γj))

≡
∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

B((nj); (ξj); (γj))

+
r∑

d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1
ξr ̸=1

B((nj); ((
∏
j⩽il

ρil)
γjξj); (γj))

(
mod pmin{lj | 1⩽j⩽r}

)
. (3.16)



44 H. FURUSHO, Y. KOMORI, K. MATSUMOTO, AND H. TSUMURA

Proof. The proof works in the same way to the case of Lp(s;χ) stated above (for the details,

see [32, Chapter 2, Section 3]). As for the integrand of (2.22), we have(
j∑

ν=1

xνγν

)mj

≡

(
j∑

ν=1

xνγν

)nj (
mod plj

)
(1 ⩽ j ⩽ r) (3.17)

for (xj) ∈
(
Zr
p

)′
{γj}

. Hence (3.17) directly yields (3.15). It follows from Theorem 3.1 that

(3.16) holds. □

Remark 3.11. In the case p = 2, since(
Z/2lZ

)×
≃ Z/2Z× Z/2l−2Z (l ∈ N>2),

(3.17) holds under the condition

mj ≡ nj mod 2lj−2 (lj ∈ N>2; 1 ⩽ j ⩽ r), (3.18)

so does (3.15) under (3.18). Hence the following examples also hold under (3.18) in the case

p = 2.

In the case r = 1, Theorem 3.10 is nothing but (3.12), a reformulation of (3.13).

In the case r = 2, we obtain the following.

Example 3.12. For m1,m2, n1, n2 ∈ N0 with mj ≡ nj mod (p− 1)plj−1 (l1, l2 ∈ N), η ∈ Zp

and c ∈ Z×p ,
m2∑
ν=0

(
m2

ν

)(
1− pm1+ν

) (
1− cm1+ν+1

) Bm1+ν+1

m1 + ν + 1

(
1− cm2−ν+1

) Bm2−ν+1

m2 − ν + 1
ηm2−ν

− 1

p

∑
ρp2=1

m2∑
ν=0

(
m2

ν

)(
cm1+ν+1Bm1+ν(ρ

c
2)−Bm1+ν(ρ2)

) (
cm2−ν+1Bm2−ν(ρ

cη
2 )−Bm2−ν(ρ

η
2)
)
ηm2−ν

+
1

p

∑
ρp2=1

m2∑
ν=0

(
m2

ν

)
pm1+ν

(
1− cm1+ν+1

) Bm1+ν+1

m1 + ν + 1

(
cm2−ν+1Bm2−ν(ρ

cη
2 )−Bm2−ν(ρ

η
2)
)
ηm2−ν

≡
n2∑
ν=0

(
n2

ν

)(
1− pn1+ν

) (
1− cn1+ν+1

) Bn1+ν+1

n1 + ν + 1

(
1− cn2−ν+1

) Bn2−ν+1

n2 − ν + 1
ηn2−ν

− 1

p

∑
ρp2=1

n2∑
ν=0

(
n2

ν

)(
cn1+ν+1Bn1+ν(ρ

c
2)−Bn1+ν(ρ2)

) (
cn2−ν+1Bn2−ν(ρ

cη
2 )−Bn2−ν(ρ

η
2)
)
ηn2−ν

+
1

p

∑
ρp2=1

n2∑
ν=0

(
n2

ν

)
pn1+ν

(
1− cn1+ν+1

) Bn1+ν+1

n1 + ν + 1

(
cn2−ν+1Bn2−ν(ρ

cη
2 )−Bn2−ν(ρ

η
2)
)
ηn2−ν

(
mod pmin{l1,l2}

)
. (3.19)

Proof. We obtain the claim by setting (γ1, γ2) = (1, η) for η ∈ Zp in (3.15) and using Example

3.8. □

Next we consider certain congruences between ordinary Bernoulli numbers.
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Example 3.13. We set η = p and c ∈ N>1 with (c, p) = 1 in (3.19). Note that this case

was already calculated in (3.9) with η = p. Hence we similarly obtain the following double

Kummer congruence for ordinary Bernoulli numbers:

m2∑
ν=0

(
m2

ν

)(
1− pm1+ν

) (
1− cm1+ν+1

) (
1− cm2−ν+1

) Bm1+ν+1Bm2−ν+1

(m1 + ν + 1)(m2 − ν + 1)
pm2−ν

≡
n2∑
ν=0

(
n2

ν

)(
1− pn1+ν

) (
1− cn1+ν+1

) (
1− cn2−ν+1

) Bn1+ν+1Bn2−ν+1

(n1 + ν + 1)(n2 − ν + 1)
pn2−ν

(
mod pmin{l1,l2}

)
(3.20)

for m1,m2, n1, n2 ∈ N0 with mj ≡ nj mod (p− 1)plj−1 (lj ∈ N; j = 1, 2). In particular when

m1 and m2 are of different parity, we have from (3.10) that

c− 1

2

(
1− cm1+m2+1

) (
1− pm1+m2

) Bm1+m2+1

m1 +m2 + 1

≡ c− 1

2

(
1− cn1+n2+1

) (
1− pn1+n2

) Bn1+n2+1

n1 + n2 + 1

(
mod pmin{l1,l2}

)
, (3.21)

which is equivalent to (3.13) in the case (c, p) = 1 with p2 ∤ (c − 1). Therefore, choosing c

suitably, we obtain the ordinary Kummer congruence (3.14). From this observation, we can

regard (3.20) as a certain general form of the Kummer congruence including (3.14). We do

not know whether our (3.20) is a kind of new congruence of Bernoulli numbers or it follows

from the ordinary Kummer congruence (3.13).

In the case r = 3, we obtain the following.

Example 3.14. Using (3.11) with (γ1, γ2, γ3) = (1, p, p), we can similarly obtain the following

triple Kummer congruence for ordinary Bernoulli numbers:

m3∑
ν1=0

m3−ν1∑
ν2=0

m2∑
κ=0

(
m2

κ

)(
m3

ν1 ν2

)(
1− pm1+ν2+κ

) (
1− cm1+ν2+κ+1

) (
1− cm2+ν1−κ+1

)
×
(
1− cm3−ν1−ν2+1

) Bm1+ν2+κ+1

m1 + ν2 + κ+ 1

Bm2+ν1−κ+1

m2 + ν1 − κ+ 1

Bm3−ν1−ν2+1

m3 − ν1 − ν2 + 1
pm2+m3−κ−ν2

≡
n3∑

ν1=0

n3−ν1∑
ν2=0

n2∑
κ=0

(
n2

κ

)(
n3

ν1 ν2

)(
1− pn1+ν2+κ

) (
1− cn1+ν2+κ+1

) (
1− cn2+ν1−κ+1

)
×
(
1− cn3−ν1−ν2+1

) Bn1+ν2+κ+1

n1 + ν2 + κ+ 1

Bn2+ν1−κ+1

n2 + ν1 − κ+ 1

Bn3−ν1−ν2+1

n3 − ν1 − ν2 + 1
pn2+n3−κ−ν2(

mod pmin{l1,l2,l3}
)

(3.22)

for m1,m2,m3, n1, n2, n3 ∈ N0 with mj ≡ nj mod (p− 1)plj−1 (lj ∈ N; j = 1, 2, 3). It is also

unclear whether this is new or follows from (3.13).

3.3. Functional relations for p-adic multiple L-functions. In this subsection, we will

prove certain functional relations with a parity condition among p-adic multiple L-functions
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(Theorem 3.15). They extend the vanishing property of the Kubota-Leopoldt p-adic L-

function with odd characters in the single variable case (cf. Proposition 2.6 and Example

3.19) and the functional relations among p-adic double L-functions proved by [34] in the

double variable case under the condition c = 2 (cf. Example 3.20). Also this can be regarded

as a certain p-adic analogue of the parity result for MZVs (see Remark 3.18). It should be

noted that the following functional relations are peculiar to the p-adic case, which are derived

from a relation (3.31) among Bernoulli numbers.

Let r ⩾ 2. For each J ⊂ {1, . . . , r} with 1 ∈ J , we write

J = {j1(J), j2(J), . . . , j|J |(J)} (1 = j1(J) < · · · < j|J |(J)),

where |J | implies the number of elements of J . In addition, we formally let j|J |+1(J) = r+1.

Theorem 3.15. For r ∈ N>1, let k1, . . . , kr ∈ Z with k1 + · · · + kr ̸≡ r (mod 2), γ1 ∈ Zp,

γ2, . . . , γr ∈ pZp and c ∈ Z×p . Then, for s1, . . . , sr ∈ Zp,

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, γ2, . . . , γr; c)

= −
∑

J⊊{1,...,r}
1∈J

(1− c

2

)r−|J |
× Lp,|J |

(( ∑
jµ(J)⩽l<jµ+1(J)

sl

)|J |
µ=1

;
(
ω
∑

jµ(J)⩽l<jµ+1(J) kl
)|J |
µ=1

; (γj)j∈J ; c
)
. (3.23)

For the proof of this theorem, we prepare some notation. Similarly to Definition 1.9, we

consider H̃1(t; γ; c) in Cp, that is,

H̃1(t; γ; c) =
1

eγt − 1
− c

ecγt − 1

=
∞∑

m=0

(
1− cm+1

)
Bm+1

(γt)m

(m+ 1)!

=
c− 1

2
+
∞∑

m=1

(
cm+1 − 1

)
ζ(−m)

(γt)m

m!

(3.24)

for c ∈ Z×p and γ ∈ Zp. For simplicity, we set

B(n; γ; c) :=
(
1− cn+1

) Bn+1

n+ 1
γn (n ∈ N). (3.25)

It follows from (2.8) and (2.9) that

H̃1(t; γ; c) =

∞∑
m=0

∫
Zp

xmdm̃c(x)
(γt)m

m!
=

∫
Zp

exγtdm̃c(x), (3.26)

H1(t; γ; c) : = H̃1(t; γ; c)−
c− 1

2
=
∞∑

m=1

B(m; γ; c)
tm

m!

=

∫
Zp

(exγt − 1)dm̃c(x).

(3.27)

We know that B2m+1 = 0, namely B(2m; γ; c) = 0 for m ∈ N. Hence we have

H1(−t; γ; c) = −H1(t; γ; c). (3.28)
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Now we define certain multiple analogues of Bernoulli numbers as follows. For r ∈ N and

γ1, . . . , γr ∈ Zp, we set

Hr(t1, . . . , tr; γ1, . . . , γr; c) :=

r∏
j=1

H1(

r∑
k=j

tk; γj ; c)=
r∏

j=1

H̃1(
r∑

k=j

tk; γj ; c)−
c− 1

2




=

∞∑
n1=1

· · ·
∞∑

nr=1

B(n1, . . . , nr; γ1, . . . , γr; c)
tn1
1

n1!
· · · t

nr
r

nr!
.

(3.29)

By (3.28), we have

Hr(−t1, . . . ,−tr; γ1, . . . , γr; c) = (−1)rHr(t1, . . . , tr; γ1, . . . , γr; c). (3.30)

Hence, when n1 + · · ·+ nr ̸≡ r (mod 2), we obtain

B(n1, . . . , nr; γ1, . . . , γr; c) = 0. (3.31)

Remark 3.16. From (1.15), we have

H̃r((tj); (γj); c) =

r∏
j=1

H̃1(

r∑
k=j

tk; γj ; c). (3.32)

Comparing (3.29) with (3.32), we see that Hr((tj); (γj); c) is defined as a slight modification

of H̃r((tj); (γj); c) so that (3.30) holds.

It follows from (3.25), (3.27) and (3.29) that B(n1, . . . , nr; γ1, . . . , γr; c) can be expressed

as a polynomial in {Bn}n⩾1 and {γ1, . . . , γr} with Q-coefficients.

Lemma 3.17. For n1, . . . , nr ∈ N, γ1, . . . , γr ∈ Zp and c ∈ Z×p ,

B(n1, . . . , nr; γ1, . . . , γr; c) =
∑

J⊂{1,...,r}
1∈J

(1− c

2

)r−|J |∫
Z|J|
p

r∏
l=1

(
∑
j∈J
j⩽l

xjγj)
nl
∏
j∈J

dm̃c(xj), (3.33)

where the empty product is interpreted as 1.

Proof. From (3.27) and (3.29), we have

Hr(t1, . . . , tr; γ1, . . . , γr; c)

=

∫
Zr
p

r∏
j=1

(exjγj(
∑r

l=j tl) − 1)
r∏

j=1

dm̃c(xj)

=

∫
Zr
p

∑
J⊂{1,...,r}

(−1)r−|J | exp
(∑
j∈J

xjγj(

r∑
l=j

tl)
) r∏

j=1

dm̃c(xj)

=

∫
Zr
p

∑
J⊂{1,...,r}

(−1)r−|J | exp
( r∑

l=1

tl(
∑
j∈J
j⩽l

xjγj)
) r∏
j=1

dm̃c(xj)
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=
∞∑

n1=0

· · ·
∞∑

nr=0

∑
J⊂{1,...,r}

(−1)r−|J |
∫
Zr
p

r∏
l=1

(
tl(
∑

j∈J
j⩽l

xjγj)

)nl

nl!

r∏
j=1

dm̃c(xj)

=

∞∑
n1=0

· · ·
∞∑

nr=0

∑
J⊂{1,...,r}

(−1)r−|J |
∫
Zr
p

r∏
l=1

(
∑
j∈J
j⩽l

xjγj)
nl

r∏
j=1

dm̃c(xj)
tn1
1

n1!
· · · t

nr
r

nr!
.

Here we consider each coefficient of
t
n1
1
n1!

· · · t
nr
r
nr!

for n1, . . . , nr ∈ N. If 1 ̸∈ J then∑
j∈J
j⩽1

xjγj

is an empty sum which implies 0. Hence we obtain from (2.9) that

B(n1, . . . , nr; γ1, . . . , γr; c)

=
∑

J⊂{1,...,r}

(−1)r−|J |
∫
Zr
p

r∏
l=1

(
∑
j∈J
j⩽l

xjγj)
nl

r∏
j=1

dm̃c(xj)

=
∑

J⊂{1,...,r}
1∈J

(−1)r−|J |
∫
Zr
p

r∏
l=1

(
∑
j∈J
j⩽l

xjγj)
nl

r∏
j=1

dm̃c(xj)

=
∑

J⊂{1,...,r}
1∈J

(1− c

2

)r−|J |∫
Z|J|
p

r∏
l=1

(
∑
j∈J
j⩽l

xjγj)
nl
∏
j∈J

dm̃c(xj)

for n1, . . . , nr ∈ N. Thus we complete the proof. □

Proof of Theorem 3.15. If γ1 ∈ pZp, then it follows from Remark 2.10 that all functions on

the both sides of (3.23) are zero-functions. Hence (3.23) holds trivially. Therefore we only

consider the case γ1 ∈ Z×p , γ2, . . . , γr ∈ pZp in (3.33).

First we consider the case γ1 = 1. Setting γ1 = 1 and γ2, . . . , γr ∈ pZp in (3.33), we have

B(n1, . . . , nr; γ1, γ2, . . . , γr; c)

+
∑

J⊂{1,...,r}
1∈J

(1− c

2

)r−|J |∫
Z|J|
p

r∏
l=1

(
∑
j∈J
j⩽l

xjγj)
nl
∏
j∈J

dm̃c(xj)

for n1, . . . , nr ∈ N. From the condition γ1 = 1 and γ2, . . . , γr ∈ pZp, we can see that

(Z|J |p )′{γj}j∈J
= Z×p × Z|J |−1p = Z|J |p \

(
pZp × Z|J |−1p

)
for any J ⊂ {1, . . . , r} with 1 ∈ J . Therefore we have∑

J⊂{1,...,r}
1∈J

(1− c

2

)r−|J |
× Lp,|J |

((
−

∑
jµ(J)⩽l<jµ+1(J)

nl

)|J |
µ=1

;
(
ω
∑

jµ(J)⩽l<jµ+1(J) nl
)|J |
µ=1

; (γj)j∈J ; c
)
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=
∑

J⊂{1,...,r}
1∈J

(1− c

2

)r−|J |∫
Z×
p ×Z

|J|−1
p

r∏
l=1

(
∑
j∈J
j⩽l

xjγj)
nl
∏
j∈J

dm̃c(xj)

=
∑

J⊂{1,...,r}
1∈J

(1− c

2

)r−|J |∫
Z|J|
p

r∏
l=1

(
∑
j∈J
i⩽l

xjγj)
nl
∏
j∈J

dm̃c(xj)

− p
∑r

l=1 nl
∑

J⊂{1,...,r}
1∈J

(1− c

2

)r−|J |∫
Z|J|
p

r∏
l=1

(x1 +
∑
j∈J

1<j⩽l

xjγj/p)
nl
∏
j∈J

dm̃c(xj)

= B(n1, . . . , nr; 1, γ2, . . . , γr; c)− p
∑r

l=1 nlB(n1, . . . , nr; 1, γ2/p, . . . , γr/p; c), (3.34)

which is equal to 0 when n1 + · · · + nr ̸≡ r (mod 2) because of (3.31). Let k1, . . . , kr ∈ Z
with k1 + · · ·+ kr ̸≡ r (mod 2). Then the above consideration gives that∑

J⊊{1,...,r}
1∈J

(1− c

2

)r−|J |
× Lp,|J |

((
−

∑
jµ(J)⩽l<jµ+1(J)

nl

)|J |
µ=1

;
(
ω
∑

jµ(J)⩽l<jµ+1(J) kl
)|J |
µ=1

; (γj)j∈J ; c
)

+ Lp,r(−n1, . . . ,−nr;ω
k1 , . . . , ωkr ; γ1, γ2, . . . , γr; c) = 0 (3.35)

holds on

S{kj} = {(n1, . . . , nr) ∈ Nr | nj ∈ kj + (p− 1)Z (1 ⩽ j ⩽ r)}.

Since S{kj} is dense in Zr
p, we obtain (3.23) in the case γ1 = 1.

Next we consider the case γ1 ∈ Z×p . We can easily check that if γ1 ∈ Z×p ,

Lp,r((sj); (ω
kj ); (γj); c)

= ⟨γ1⟩−s1−···−srωk1+···+kr(γ1) Lp,r((sj); (ω
kj ); (γj/γ1); c),

Lp,|J |

(( ∑
jµ(J)⩽l<jµ+1(J)

sl

)|J |
µ=1

;
(
ω
∑

jµ(J)⩽l<jµ+1(J) kl
)|J |
µ=1

; (γj)j∈J ; c
)

= ⟨γ1⟩−s1−···−srωk1+···+kr(γ1)

× Lp,|J |

(( ∑
jµ(J)⩽l<jµ+1(J)

sl

)|J |
µ=1

;
(
ω
∑

jµ(J)⩽l<jµ+1(J) kl
)|J |
µ=1

; (γj/γ1)j∈J ; c
)

for J ⊊ {1, . . . , r} with 1 ∈ J . Since we already proved (3.23) corresponding to the case

{γj/γ1}rj=1 in the above argument, we consequently obtain (3.23) in the case γ1 ∈ Z×p by

multiplying

⟨γ1⟩−s1−···−srωk1+···+kr(γ1)

on the both sides. Thus we obtain the proof of Theorem 3.15. □

Remark 3.18. Note that each p-adic multiple L-function appearing on the right-hand side

of (3.23) is of lower depth than r. The relation (3.23) reminds us of the parity result for

MZVs which implies that the MZV whose depth and weight are of different parity can be

expressed as a polynomial in MZVs of lower depth with Q-coefficients. In fact, (3.35) shows
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that Lp,r((−nj); (ω
kj ); (γj); c) can be expressed as a polynomial in p-adic multiple L-values

of lower depth than r at non-positive integers with Q-coefficients, when n1 + · · · + nr ̸≡ r

(mod 2). This can be regarded as a p-adic version of the parity result for p-adic multiple

L-values. By the density property, we obtain its continuous version, that is, the functional

relation (3.23).

The following result corresponds to the case r = 1 in Theorem 3.15.

Example 3.19. Setting r = 1 in (3.34), we obtain from Definition 2.3 that(1− c

2

)r−1∫
Z×
p

xn1
1 dm̃c(x1)

(
=
(1− c

2

)r−1(
cn1+1 − 1

)
Lp(−n1;ω

n1+1)

)
= B(n1; 1; c)− pn1B(n1; 1; c) = 0

for n1 ∈ N satisfying n1 ̸≡ 1 (mod 2) namely n1 + 1 is odd, because of (3.31). Hence, if k is

odd then Lp(−n1;ω
k) = 0 for n1 ∈ N satisfying n1 + 1 ≡ k (mod p− 1). This implies

Lp(s, ω
k) ≡ 0

when k is odd, the statement of Proposition 2.6. Thus we can regard Theorem 3.15 as a

multiple version of Proposition 2.6.

Next we consider the case r = 2.

Example 3.20. Let k, l ∈ N0 with 2 ∤ (k + l), γ1 ∈ Z×p , γ2 ∈ pZp and c ∈ Z×p . Then, for

s1, s2 ∈ Zp, we obtain from (3.23) and (2.15) that

Lp,2(s1, s2;ω
k, ωl; γ1, γ2; c)

=
c− 1

2
⟨γ1⟩−s1−s2ωk+l(γ1)

(
⟨c⟩1−s1−s2ωk+l+1(c)− 1

)
Lp(s1 + s2;ω

k+l+1). (3.36)

Note that this functional relation in the case p > 2, c = 2 and γ1 = 1 was already proved in

[34] by a different method.

Remark 3.21. As we noted above, when k+ l is even, Lp(s;ω
k+l+1) is the zero-function, so is

the right-hand of (3.36). On the other hand, even if k + l is even, the left-hand of (3.36) is

not necessarily the zero-function. In fact, it follows from (3.9) that

Lp,2(−1,−1;ω, ω; 1, γ2; c) =
(1− c2)2(1− p)

4
B2

2γ2

for γ2 ∈ pZp, which does not vanish if γ2 ̸= 0. Therefore this case implies that Lp,2(s1, s2;ω, ω; 1, γ2; c)

is not the zero-function. Therefore Lp,2(s1, s2;ω
k, ωl; 1, γ2; c) seems to have more information

beyond the Kubota-Leopoldt p-adic L-function.

Further we consider the case r = 3.

Example 3.22. Let k1, k2, k3 ∈ Z with 2 | (k1 + k2 + k3), γ1 ∈ Z×p , γ2, γ3 ∈ pZp and c ∈ Z×p .
Then, for s1, s2, s3 ∈ Zp, we obtain from (3.23) that

Lp,3(s1, s2, s3;ω
k1 , ωk2 , ωk3 ; γ1, γ2, γ3; c)

=
1− c

2
Lp,2(s1, s2 + s3;ω

k1 , ωk2+k3 ; γ1, γ2; c)+
1− c

2
Lp,2(s1 + s2, s3;ω

k1+k2 , ωk3 ; γ1, γ3; c)
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−
(
1− c

2

)2

⟨γ1⟩−s1−s2−s3ωk1+k2+k3(γ1)

×
(
⟨c⟩1−s1−s2−s3ωk1+k2+k3+1(c)− 1

)
Lp(s1 + s2 + s3;ω

k1+k2+k3+1).

Note that from (2.15) the third term on the right-hand side vanishes because Lp(s;ω
k) is the

zero function when k is odd.

Using Theorem 3.15 and Examples 3.20 and 3.22, we can immediately obtain the following

result by induction on r ⩾ 2.

Corollary 3.23. Let r ∈ N⩾2, k1, . . . , kr ∈ Z with k1 + · · · + kr ̸≡ r (mod 2), γ1 ∈ Zp,

γ2, . . . , γr ∈ pZp and c ∈ Z×p . Then

Lp,r(s1, . . . , sr;ω
k1 , . . . , ωkr ; γ1, . . . , γr; c)

can be expressed as a polynomial in p-adic j-ple L-functions for j ∈ {1, 2, . . . , r−1} satisfying

j ̸≡ r (mod 2), with Q-coefficients.

4. Special values of p-adic multiple L-functions at positive integers

In our previous section, particularly in Theorem 3.1, we saw that the special values of

our p-adic multiple L-functions at non-positive integers are expressed in terms of the twisted

multiple Bernoulli numbers (Definition 1.6), which are the special values of the complex

multiple zeta-functions of generalized Euler-Zagier-Lerch type at non-positive integers (cf.

Theorem 1.13). In contrast, in this section we will discuss their special values at positive

integers. For this purpose, we will introduce a specific p-adic function in each subsection. In

the complex case, the special values of multiple zeta function (cf. (0.3)) at positive integers

are given by the special values of multiple polylogarithms at unity (see (1.3)). Our main

result is Theorem 4.41 where we will show a p-adic analogue of the equality (1.3): We will

establish a close relationship of our p-adic multiple L-functions with the p-adic TMPL’s 4,

generalizations of p-adic multiple polylogarithm introduced by the first-named author [22, 23]

and Yamashita [47] for a study of the p-adic realization of certain motivic fundamental group.

It is achieved by showing that the special values of p-adic multiple L-function at positive

integers are described by p-adic twisted multiple L-values; the special values at unity of the

p-adic TMPL’s. (Definition 4.29, see also [22, 47]). It generalizes a previous work of Coleman

[15]. To connect p-adic multiple L-functions with p-adic TMPL’s, we will introduce p-adic

rigid TMPL’s (Definition 4.4) and their partial versions (Definition 4.16) as intermediate

objects and investigate their several basic properties mainly in Subsections 4.1 and 4.2.

4.1. p-adic rigid twisted multiple polylogarithms. This subsection is to introduce p-adic

rigid TMPL’s (Definition 4.4) and to give a description of special values of p-adic multiple L-

functions at positive integers by special values of p-adic rigid TMPL’s at roots unity (Theorem

4.9) which extends Coleman’s result (4.7).

4In this paper, TMPL stands for twisted multiple polylogarithm.
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First, we briefly review the minimum basics of rigid analysis in our specific case.

Notation 4.1 (cf. [10] etc.). Let α1, . . . , αn ∈ Cp and δ1, . . . , δn ∈ Q>0 and δ0 ∈ Q⩾0. The

space

X =
{
z ∈ P1(Cp)

∣∣ |z − αi|p ⩾ δi (i = 1, . . . , n), |z|p ⩽ 1/δ0
}

(4.1)

is equipped with a structure of affinoid, a special type of rigid analytic space. A rigid analytic

function on X is a functions f(z) on X which admits the convergent expansion

f(z) =
∑
m⩾0

am(∞; f)zm +
n∑

i=1

∑
m>0

am(αi; f)

(z − αi)m

with Cp-coefficients. The expressions are actually unique (the Mittag-Leffler decompositions),

which can be shown from, for example [20, I.1.3]. We denote the algebra of rigid analytic

functions on X by Arig(X).

Notation 4.2. For a in P1(Cp), ā means the image red(a) by the reduction map

red : P1(Cp) → P1(Fp)
(
= Fp ∪ {∞̄}

)
,

where Fp is the algebraic closure of Fp. For a finite subset D ⊂ P1(Cp), we define D̄ =

red(D) ⊂ P1(Fp). For a0 ∈ P1(Fp), its tubular neighborhood ]a0[ means the inverse image

red−1(a0) of the reduction map. Namely, ]ā[= {x ∈ P1(Cp) | |x − a|p < 1} for a ∈ Cp,

]0̄[= MCp and ]∞̄[= P1(Cp)\OCp . For a finite subset S ⊂ P1(Fp), we define ]S[:= red−1(S) ⊂
P1(Cp). By abuse of notation, we denote Arig(P1(Cp)−]S[) by Arig(P1 \ S).

We remind two fundamental properties of rigid analytic functions:

Proposition 4.3 ([10, Chapter 6], etc.). Let X be as in (4.1) Then the following holds.

(i) Coincidence principle: If two rigid analytic functions f(z) and g(z) coincide in a sub-

affinoid of X, then they coincide on the whole of X.

(ii) The algebra Arig(X) forms a Banach algebra with the supremum norm.

The following function plays a main role in this subsection.

Definition 4.4. Let n1, . . . , nr ∈ N and ξ1, . . . , ξr−1 ∈ Cp with |ξj |p ⩽ 1 (1 ⩽ j ⩽ r−1). The

p-adic rigid TMPL ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) is defined by the following p-adic power series:

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1, z) :=

∑
0<k1<···<kr

(k1,p)=···=(kr,p)=1

ξk11 · · · ξkr−1

r−1 zkr

kn1
1 · · · knr

r
(4.2)

which converges for z ∈]0̄[= {x ∈ Cp

∣∣ |x|p < 1} by |ξj |p ⩽ 1 for 1 ⩽ j ⩽ r − 1.

It will be proved that it is rigid analytic in Proposition 4.7 and is furthermore overconver-

gent in Theorem 4.22. We remark that when r = 1, ℓ
(p)
n (z) is equal to the p-adic polylogarithm

ℓ
(p)
n (z) in [15, p.196]. The following integral expressions are generalization of [15, Lemma 7.2].
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Theorem 4.5. Let n1, . . . , nr ∈ N and ξ1, . . . , ξr−1 ∈ Cp with |ξj |p ⩽ 1 (1 ⩽ j ⩽ r − 1). Set

a finite subset S of P1(Fp) by
5

S = {1, ξ−1r−1, . . . , (ξ1 · · · ξr−1)−1}. (4.3)

Then the p-adic rigid TMPL ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) is extended into P1(Cp)−]S[ as a func-

tion on z by the following p-adic integral expression:

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1, z) =∫

(Zr
p)

′
{1}

⟨x1⟩−n1⟨x1 + x2⟩−n2 · · · ⟨x1 + · · ·+ xr⟩−nr · ω(x1)−n1ω(x1 + x2)
−n2 · · ·ω(x1 + · · ·+ xr)

−nr

dmξ1···ξr−1z(x1) · · · dmξr−1z(xr−1)dmz(xr), (4.4)

where (Zr
p)
′
{1} =

{
(x1, . . . , xr) ∈ Zr

p

∣∣∣ p ∤ x1, p ∤ (x1 + x2), . . . , p ∤ (x1 + · · ·+ xr)
}

(cf. (2.12)).

Proof. Since ⟨x⟩ · ω(x) = x ̸= 0 for x ∈ Z×p , the right-hand side of (4.4) is∫
(Zr

p)
′
{1}

x−n1
1 (x1 + x2)

−n2 · · · (x1 + · · ·+ xr)
−nrdmξ1···ξr−1z(x1) · · · dmξr−1z(xr−1)dmz(xr)

= lim
M→∞

∑
0<l1,...,lr<pM

(l1,p)=···=(l1+···+lr,p)=1

ξl11 ξ
l1+l2
2 · · · ξl1+···+lr−1

r−1 zl1+···+lr

ln1
1 (l1 + l2)n2 · · · (l1 + · · ·+ lr)nr

· 1

1− (ξ1 · · · ξr−1z)pM
· · · 1

1− (ξr−1z)p
M · 1

1− zpM
. (4.5)

= lim
M→∞

gMn1,...,nr
(ξ1, . . . , ξr−1; z) (say).

By a direct calculation it can be shown that it is equal to the right-hand side of (4.2) when

|z|p < 1. □

As for gMn1,...,nr
(ξ1, . . . , ξr−1; z) defined in the above proof , we have

Lemma 4.6. Fix n1, . . . , nr,M ∈ N and ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r − 1).

Then, for z0 ∈ P1(Cp)−]1, ξ−1r−1, . . . , (ξ1 · · · ξr−1)−1[, we have

gMn1,...,nr
(ξ1, . . . , ξr−1; z0) ∈ OCp

and

gM+1
n1,...,nr

(ξ1, . . . , ξr−1; z0) ≡ gMn1,...,nr
(ξ1, . . . , ξr−1; z0) (mod pM ).

Proof. When z0 ∈ P1(Cp)−]1, ξ−1r−1, . . . , (ξ1 · · · ξr−1)−1,∞[,

namely when z0 ∈ OCp−]1, ξ−1r−1, . . . , (ξ1 · · · ξr−1)−1[, it is clear that gMn1,...,nr
(ξ1, . . . , ξr−1; z0) ∈

OCp . In the definition of gM+1
n1,...,nr

(ξ1, . . . , ξr−1; z), lj (1 ⩽ j ⩽ r) is running in the interval

(0, pM+1). Writing lj = l′j + kpM (0 < l′j < pM and 1 ⩽ k ⩽ p− 1), we have

gM+1
n1,...,nr

(ξ1, . . . , ξr−1; z0) ≡
∑

0<l′1,...,l
′
r<pM

(l′1,p)=···=(l′1+···+l′r,p)=1

ξ
l′1
1 ξ

l′1+l′2
2 · · · ξl

′
1+···+l′r−1

r−1 z
l′1+···+l′r
0

l′n1
1 (l′1 + l′2)

n2 · · · (l′1 + · · ·+ l′r)
nr

5Here we ignore the multiplicity.
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· {1 + (ξ1 · · · ξr−1z0)p
M

+ (ξ1 · · · ξr−1z0)2p
M

+ · · ·+ (ξ1 · · · ξr−1z0)(p−1)p
M}

· · ·

· {1 + (ξr−1z0)
pM + (ξr−1z0)

2pM + · · ·+ (ξr−1z0)
(p−1)pM}

· {1 + zp
M

0 + z2p
M

0 + · · ·+ z
(p−1)pM
0 }

· 1

1− (ξ1 · · · ξr−1z)pM+1 · · · 1

1− (ξr−1z)p
M+1 · 1

1− zpM+1 (mod pM )

= gMn1,...,nr
(ξ1, . . . , ξr−1; z).

When z0 ∈]∞̄[, put ε = 1
z0

∈]0̄[. By a direct calculation, gMn1,...,nr
(ξ1, . . . , ξr−1; z0) ∈ OCp .

We have

gMn1,...,nr
(ξ1, . . . , ξr−1; z0) =

∑
0<l1,...,lr<pM

(l1,p)=···=(l1+···+lr,p)=1

( ξ1ξ2···ξr−1

ε )l1( ξ2···ξr−1

ε )l2 · · · ( ξr−1

ε )lr−1(1ε )
lr

ln1
1 (l1 + l2)n2 · · · (l1 + · · ·+ lr)nr

· 1

1− ( ξ1···ξr−1

ε )pM
· · · 1

1− ( ξr−1

ε )pM
· 1

1− (1ε )
pM

= (−1)r
∑

0<l1,...,lr<pM

(l1,p)=···=(l1+···+lr,p)=1

( ε
ξ1ξ2···ξr−1

)p
M−l1( ε

ξ2···ξr−1
)p

M−l2 · · · ( ε
ξr−1

)p
M−lr−1εp

M−lr

ln1
1 (l1 + l2)n2 · · · (l1 + · · ·+ lr)nr

· 1

1− ( ε
ξ1···ξr−1

)pM
· · · 1

1− ( ε
ξr−1

)pM
· 1

1− εpM

= (−1)r
∑

0<l1,...,lr<pM

(l1,p)=···=(l1+···+lr,p)=1

( ε
ξ1ξ2···ξr−1

)l1( ε
ξ2···ξr−1

)l2 · · · ( ε
ξr−1

)lr−1εlr

(pM − l1)n1(2pM − l1 − l2)n2 · · · (rpM − l1 − · · · − lr)nr

· 1

1− ( ε
ξ1···ξr−1

)pM
· · · 1

1− ( ε
ξr−1

)pM
· 1

1− εpM

≡ (−1)r+n1+···+nr
∑

0<l1,...,lr<pM

(l1,p)=···=(l1+···+lr,p)=1

( ε
ξ1ξ2···ξr−1

)l1( ε
ξ2···ξr−1

)l2 · · · ( ε
ξr−1

)lr−1εlr

l1
n1(l1 + l2)n2 · · · (l1 + · · ·+ lr)nr

· 1

1− ( ε
ξ1···ξr−1

)pM
· · · 1

1− ( ε
ξr−1

)pM
· 1

1− εpM
(mod pM )

= (−1)r+n1+···+nrgMn1,...,nr
(ξ−11 , . . . , ξ−1r−1; ε).

Therefore by our previous argument and by |ξj |p = |ξ−1j |p = 1, it follows that

gM+1
n1,...,nr

(ξ1, . . . , ξr−1; z0) ≡ (−1)r+n1+···+nrgM+1
n1,...,nr

(ξ−11 , . . . , ξ−1r−1; ε)

≡ (−1)r+n1+···+nrgMn1,...,nr
(ξ−11 , . . . , ξ−1r−1; ε) ≡ gMn1,...,nr

(ξ1, . . . , ξr−1; z0) (mod pM ).

□

Theorem 4.5 and Lemma 4.6 imply the following:

Proposition 4.7. Fix n1, . . . , nr ∈ N and ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r−1). By

our integral formula (4.4), the p-adic rigid TMPL ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) is a rigid analytic
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function on P1(Cp)−]S[. Namely,

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1, z) ∈ Arig(P1 \ S).

Proof. Since the space P1(Cp)−]S[ is an affinoid and the algebra Arig(P1 \S) forms a Banach

algebra by the supremum norm (cf. Notation 4.1), by Lemma 4.6, the rational functions

gMn1,...,nr
(ξ1, . . . , ξr−1; z) ∈ Arig(P1 \ S)

uniformly converge to a rigid analytic function ℓ(z) ∈ Arig(P1 \ S) when M goes to ∞
thanks to Proposition 4.3. It is easy to see that the restriction of ℓ(z) into P1(Cp)−]S[

coincides with (4.5), hence with ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z). Therefore the analytic continuation

of ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) is given by ℓ(z). □

From now on we will employ the same symbol ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) to denote its analytic

continuation.

We note that, by (4.5),

Lemma 4.8. For n1, . . . , nr ∈ N and ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r − 1), we

have

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1,∞) = 0.

Proof. By a direct computation, gMn1,...,nr
(ξ1, . . . , ξr−1;∞) = 0. Then the claim is obtained

because ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) is defined to be the limit of gMn1,...,nr

(ξ1, . . . , ξr−1; z). □

The special values of the p-adic multiple L-function at positive integer points are described

in terms of the special values of p-adic rigid TMPL at roots of unity:

Theorem 4.9. For n1, . . . , nr ∈ N and c ∈ N>1 with (c, p) = 1,

Lp,r(n1, . . . , nr;ω
−n1 , . . . , ω−nr ; 1, . . . , 1; c) =

∑
ξc1=···=ξcr=1

ξ1···ξr ̸=1, ..., ξr−1ξr ̸=1, ξr ̸=1

ℓ(p)n1,...,nr
(ξ1, . . . , ξr).

(4.6)

Proof. By definition,

Lp,r(n1, . . . ,nr;ω
−n1 , . . . , ω−nr ; 1, . . . , 1; c) =∫

(Zr
p)

′
{1}

⟨x1⟩−n1⟨x1 + x2⟩−n2 · · · ⟨x1 + · · ·+ xr⟩−nr

· ω(x1)−n1ω(x1 + x2)
−n2 · · ·ω(x1 + · · ·+ xr)

−nrdm̃c(x1) · · · dm̃c(xr)

where m̃c =
∑
ξc=1

ξ ̸=1

mξ. By (4.4) and

(m̃c)
r =

{∑
ξ′c1 =1

ξ′1 ̸=1

mξ′1

}
×
{∑
ξ′c2 =1

ξ′2 ̸=1

mξ′2

}
× · · · ×

{∑
ξ′cr =1

ξ′r ̸=1

mξ′r

}

=
∑

ξc1=···=ξcr=1

ξ1···ξr ̸=1,...,ξr−1ξr ̸=1,ξr ̸=1

mξ1···ξr ×mξ2···ξr × · · · ×mξr−1ξr ×mξr
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we get our formula. □

Remark 4.10. It is worthy to note that the right-hand side of (4.6) is p-adically continuous

not only with respect to n1, . . . , nr but also with respect to c by Theorem 2.17.

As a special case when r = 1 of Theorem 4.9, we recover Coleman’s formula in [15, p.203]

below by Example 2.12.

Example 4.11. For n ∈ N>1 and c ∈ N>1 with (c, p) = 1,

(c1−n − 1) · Lp(n;ω
1−n) =

∑
ξc=1

ξ ̸=1

ℓ(p)n (ξ). (4.7)

When r = 2, we have

Example 4.12. For n1, n2 ∈ N and c ∈ N>1 with (c, p) = 1,

Lp,2(n1, n2;ω
−n1 , ω−n2 ; 1, 1; c) =

∑
ξc1=ξc2=1

ξ1ξ2 ̸=1, ξ2 ̸=1

ℓ(p)n1,n2
(ξ1, ξ2).

4.2. p-adic partial twisted multiple polylogarithms. We will prove that p-adic rigid

TMPL’s (Definition 4.4) are overconvergent in Theorem 4.21. In order to do that, p-adic

partial TMPL’s will be introduced in Definition 4.16 and their properties will be investigated.

First,we recall overconvergent functions and rigid cohomologies in our particular case (con-

sult [6] for a general theory)

Notation 4.13. Let S = {s0, . . . , sd} (all si’s are distinct) be a finite subset of P1(Fp). An

overconvergent function of P1 \ S is a function belonging to the Cp-algebra

A†(P1 \ S) := ind-lim
λ→1−

Arig(Uλ)

where Uλ is the affinoid “obtained by removing all closed discs of radius λ around ŝi (: a lift

of si) from P1(Cp)”, i.e.

Uλ := P1(Cp) \
∪

0⩽i⩽d

z−1i

(
{α ∈ Cp

∣∣ |α|p < λ}
)

(4.8)

and zi is a local parameter

zi :]si[
∼→]0[. (4.9)

(It is noted that the above ŝi is equal to z−1i (0).) An overconvergent function of P1 − S is,

in short, a function which can be analytically extended into an affinoid which is bigger than

P1(Cp)−]s0, s1, . . . , sd[. We note that the definition of the space of overconvergent functions

does not depend on the choice of local parameter zi.

The following lemmas are quite useful.
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Lemma 4.14. Assume s0 = ∞̄ and take ŝ0 = ∞. Then we have a description:

A†(P1 \ S) ≃

{
f(z) =

∑
r⩾0

ar(ŝ0; f)z
r +

d∑
l=1

∑
m>0

am(ŝl; f)

(z − ŝl)m
∈ Cp[[z,

1

z − ŝl
]]

∣∣∣∣∣
|am(ŝl; f)|p

λm
→ 0 (m → ∞) for some 0 < λ < 1 (0 ⩽ l ⩽d)

}
.

(4.10)

While we have

Arig(P1 \ S) ≃

{
f(z) =

∑
m⩾0

am(ŝ0; f)z
m +

d∑
l=1

∑
m>0

am(ŝl; f)

(z − ŝl)m
∈ Cp[[z,

1

z − ŝl
]]

∣∣∣∣∣
|am(ŝl; f)|p → 0 (m → ∞) for 0 ⩽ l ⩽ d

}
.

(4.11)

Proof. They follow from the definitions (cf. Notation 4.1). □

We note that

A†(P1 \ S) ⊂ Arig(P1 \ S).
The following is one of the most important properties of overconvergent functions.

Lemma 4.15. Let f(z) ∈ A†(P1 \ S). Under the above assumption, there exists a (unique

up to constant) solution F (z) ∈ A†(P1 \ S) of the differential equation

dF (z) = f(z)dz

if and only if the residues of the differential 1-form f(z)dz, i.e. a1(ŝl; f) (1 ⩽ l ⩽ d) are all

0.

Proof. When a1(ŝl; f) (1 ⩽ l ⩽ d) are all 0, integrations of f(z) in (4.10) are formally given

by the following power series∑
r⩾1

ar−1(ŝ0; f)

r
· zr +

d∑
l=1

∑
m>0

am+1(ŝl; f)

−m
· 1

(z − ŝl)m
+ constant.

Then by replacing the λ by λ′ such that λ < λ′ < 1 and using ordp(n) = O(log n/ log p), we

get
|am+1(ŝl; f)|p

|m|p
· 1

λ′m
→ 0 (m → ∞).

Whence F (z) belongs to A†(P1 \S). The ‘if’-part is obtained. The ‘only if’-part is easy. □

The lemma actually is a consequence of the fact that dimH1
† (P

1 \ S) = d.

The following function is a main object in this subsection.

Definition 4.16. Let n1, . . . , nr ∈ N and ξ1, . . . , ξr−1 ∈ Cp with |ξj |p ⩽ 1 (1 ⩽ j ⩽ r −
1). Let α1, . . . , αr ∈ N with 0 < αj < p (1 ⩽ j ⩽ r). The p-adic partial TMPL

ℓ
≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . ξr−1, z) is defined by the following p-adic power series:

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) :=
∑

0<k1<···<kr
k1≡α1,...,kr≡αr mod p

ξk11 · · · ξkr−1

r−1 zkr

kn1
1 · · · knr

r
(4.12)
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which converges for z ∈]0̄[.

Similarly to (4.5), we have a limit expression of them.

Proposition 4.17. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr−1 ∈ Cp with |ξj |p ⩽ 1 (1 ⩽ j ⩽ r − 1) and

α1, . . . , αr ∈ N with 0 < αj < p (1 ⩽ j ⩽ r). When z ∈]0̄[, the function ℓ
≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, z)

is expressed as

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) = lim
M→∞

∑
0<l1,...,lr<pM

l1≡α1,l1+l2≡α2,...,l1+···+lr≡αr mod p

ξl11 ξ
l1+l2
2 · · · ξl1+···+lr−1

r−1 zl1+···+lr

ln1
1 (l1 + l2)n2 · · · (l1 + · · ·+ lr)nr

· 1

1− (ξ1 · · · ξr−1z)pM
· · · 1

1− (ξr−1z)p
M · 1

1− zpM
. (4.13)

Proof. It can be proved by a direct calculation. □

It is worthy to note that here the condition αj ̸= 0 (1 ⩽ j ⩽ r) is necessary to make the

limit convergent.

Proposition 4.18. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r − 1)

and α1, . . . , αr ∈ N with 0 < αj < p (1 ⩽ j ⩽ r). Set S as in (4.3). Then the func-

tion ℓ
≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, z) is analytically extended into P1(Cp)−]S[ as a rigid analytic

function. Namely,

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) ∈ Arig(P1 \ S).

Proof. The relation

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) =
1

pr

∑
ρp1=···=ρpr=1

ρ−α1
1 · · · ρ−αr

r ℓ(p)n1,...,nr
(ρ1ξ1, . . . , ρr−1ξr−1, ρrz)

(4.14)

holds on ]0̄[. Since ℓ
(p)
n1,...,nr(ρ1ξ1, . . . , ρr−1ξr−1, ρrz)’s are all rigid analytic on the above space

by Proposition 4.7, the function ℓ
≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, z) can be extended there as a rigid

analytic function to keep the equation. □

From now on we will employ the same symbol ℓ
≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, z) to denote its

analytic continuation.

The following formulas are necessary to prove our Theorem 4.21.

Lemma 4.19. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r − 1) and

α1, . . . , αr ∈ N with 0 < αj < p (1 ⩽ j ⩽ r).

(i) For nr > 1,

d

dz
ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) =
1

z
ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr−1(ξ1, . . . , ξr−1, z).

(ii) For nr = 1 and r ̸= 1,

d

dz
ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) =


zαr−αr−1−1

1−zp ℓ
≡(α1,...,αr−1),(p)
n1,...,nr−1 (ξ1, . . . , ξr−2, ξr−1z)

if αr > αr−1,
zαr−αr−1+p−1

1−zp ℓ
≡(α1,...,αr−1),(p)
n1,...,nr−1 (ξ1, . . . , ξr−2, ξr−1z)

if αr ⩽ αr−1.
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(iii) For nr = 1 and r = 1 with αr = α,

d

dz
ℓ
≡α,(p)
1 (z) =

zα−1

1− zp
.

Proof. They can be proved by a direct computation. □

By Lemma 4.8 and (4.14),

Remark 4.20. For n1, . . . , nr ∈ N, ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r − 1) and

α1, . . . , αr ∈ N with 0 < αj < p (1 ⩽ j ⩽ r), the following hold:

(i) ℓ
≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, 0) = ℓ

≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1,∞) = 0.

(ii) ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) =

∑
0<α1,...,αr<p ℓ

≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, z).

Next we discuss a new property of our functions.

Theorem 4.21. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r − 1)

and α1, . . . , αr ∈ N with 0 < αj < p (1 ⩽ j ⩽ r). Set S as in (4.3). The function

ℓ
≡(α1,...,αr),(p)
n1,...,nr (ξ1, . . . , ξr−1, z) is an overconvergent function of P1 \ S. Namely,

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S).

Proof. It is achieved by induction on weight n1 + · · ·+ nr.

(i). Assume that the weight is equal to 1, i.e. r = 1 and n1 = 1. By changing variable

w(z) = 1
z−1 , we see that P1 \ {1̄} is identified with P1 \ {∞̄}. By a direct calculation, it

can be checked that zα−1

1−zp · dz
dw as a function on w belongs to A†(P1 \ {∞̄}). (We note that it

also follows from the fact that that it is a rational function on w whose poles are all of the

form w = 1
ζp−1 with ζp ∈ µp.) So by Lemma 4.15 with d = 0, there exists a unique (modulo

constant) function F (w) in A†(P1 \ {∞̄}) such that

dF

dw
=

zα−1

1− zp
· dz
dw

.

Therefore, there exists a unique function F (z) in A†(P1 \ {1̄}) such that

F (0) = 0 and
dF (z)

dz
=

zα−1

1− zp
.

By Proposition 4.18 and Lemma 4.19 (iii), ℓ
≡α,(p)
1 (z) is also a unique function in Arig(P1 \

{1̄}) satisfying the above properties and F (z)|P1(Cp)−]1̄[ belongs to Arig(P1 \ {1̄}). Thus we

have

F (z)|P1(Cp)−]1̄[ ≡ ℓ
≡α,(p)
1 (z).

So by the coincidence principle of rigid analytic functions we can say that ℓ
≡α,(p)
1 (z) can be

uniquely extended into a rigid analytic space bigger than P1(Cp)−]1̄[ by F (z) ∈ A†(P1\{1̄}).
(ii). Assume that nr > 1. We put

S∞ = S ∪ {∞̄} and S∞,0 = S ∪ {∞̄} ∪ {0̄}

and take a lift {ŝ0, ŝ1, . . . , ŝd} of S∞,0 with

ŝ0 = ∞ and ŝ1 = 0.
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By our assumption

ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr−1(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S)

and by dz
z ∈ Ω†,1(P1 \ {∞, 0}), we have

ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr−1(ξ1, . . . , ξr−1, z)

dz

z
∈ Ω†,1(P1 \ S∞,0).

Here Ω†,1(P1 \ S̃) (S̃: a finite subset of P1(Fp)) denotes the space of rigid differential 1-forms

there, i.e. Ω†,1(P1 \ S̃) = A†,1(P1 \ S̃)dz.
Put

f(z) :=
1

z
ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr−1(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S∞,0). (4.15)

Since ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr (ξ1, . . . , ξr−1, z) belongs to Arig(P1 \ S)

(
⊂ Arig(P1 \ S∞,0)

)
by Propo-

sition 4.18 and it satisfies the differential equation in Lemma 4.19.(i), i.e. its differential is

equal to f(z), we have particularly

am(ŝ1; f) = 0 (m > 0) (4.16)

(recall ŝ1 = 0) and

a1(ŝl; f) = 0 (2 ⩽ l ⩽ d) (4.17)

by (4.10) and (4.11).

By (4.15) and (4.16),

f(z) ∈ A†(P1 \ S∞).

By (4.17) and Lemma 4.15, there exists a unique function F (z) in A†(P1 \ S∞), i.e. a

function F (z) which is rigid analytic on an affinoid V of

P1(Cp)−]S∞[ = P1(Cp)−]∞̄, S[

such that

F (0) = 0 and dF (z) = f(z)dz. (4.18)

Since ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr (ξ1, . . . , ξr−1, z) is also a unique function in Arig(P1\S) satisfying (4.18),

the restrictions of both F (z) and ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr (ξ1, . . . , ξr−1, z) into the subspaceP

1(Cp)−]S∞[

must coincide, i.e.

F (z)
∣∣∣
P1(Cp)−]S∞[

≡ ℓ≡(α1,...,αr),(p)
n1,...,nr−1,nr

(ξ1, . . . , ξr−1, z)
∣∣∣
P1(Cp)−]S∞[

.

Hence by the coincidence principle of rigid analytic functions, there is a rigid analytic

function G(z) on the union of V and P1(Cp)−]S[ whose restriction to V is equal to F (z) and

whose restriction to P1(Cp)−]S[ is equal to ℓ
≡(α1,...,αr),(p)
n1,...,nr−1,nr (ξ1, . . . , ξr−1, z). So we can say that

ℓ≡(α1,...,αr),(p)
n1,...,nr−1,nr

(ξ1, . . . , ξr−1, z) ∈ Arig(P1 \ S)

can be rigid analytically extended into a bigger rigid analytic space by G(z). Namely,

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S).

(iii). Assume that nr = 1 (r ⩾ 2). Put

β(z) :=

{
zαr−αr−1−1

1−zp if αr > αr−1,
zαr−αr−1+p−1

1−zp if αr ⩽ αr−1.
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By our assumption

ℓ≡(α1,...,αr−1),(p)
n1,...,nr−1

(ξ1, . . . , ξr−2, ξr−1z) ∈ A†(P1 \ {ξ−1r−1, . . . , (ξ1 · · · ξr−1)−1})

and by β(z)dz ∈ Ω†,1(P1 \ {∞, 1}), we have

ℓ≡(α1,...,αr−1),(p)
n1,...,nr−1

(ξ1, . . . , ξr−2, ξr−1z) · β(z)dz ∈ Ω†,1(P1 \ S∞).

Put

f(z) := ℓ≡(α1,...,αr−1),(p)
n1,...,nr−1

(ξ1, . . . , ξr−2, ξr−1z) · β(z) ∈ A†(P1 \ S∞).

Then it follows from the same arguments as the ones in (ii) that

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S).

□

We saw in Proposition 4.7 that ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) is a rigid analytic function, namely

ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) ∈ Arig(P1 \ S). But actually we can say more:

Theorem 4.22. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr−1 ∈ Cp with |ξj |p = 1 (1 ⩽ j ⩽ r − 1). Set

S as in (4.3). The function ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) is an overconvergent function of P1 \ S.

Namely,

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S).

Proof. By our previous proposition, we have

ℓ≡(α1,...,αr),(p)
n1,...,nr

(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S).

Then by Remark 4.20 (ii), we have ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) ∈ A†(P1 \ S) because A†(P1 \ S)

forms an algebra. □

Example 4.23. Especially when r = 1 we have

ℓ(p)n (z) ∈ A†(P1 \ {1̄}).

Actually in [15, Proposition 6.2], Coleman showed that

ℓ(p)n (z) ∈ Arig(X̃)

with X̃ =
{
z ∈ P1(Cp)

∣∣ |z − 1|p > p
−1
p−1

}
.

Remark 4.24. In [23, Definition 2.13], the first named author introduced the overconver-

gent p-adic MPL Li†n1,...,nr(z). Asking a relationship between this Li†n1,...,nr(z) and our

ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, z) would be one of the questions which we are interested in.

4.3. p-adic twisted multiple polylogarithms. In [22, 47] p-adic TMPL’s (see Definition

4.29) were introduced as a multiple generalization of Coleman’s p-adic polylogarithm [15] and

p-adic multiple L-value is introduced as its special value at 1. The aim of this subsection is

to clarify a relationship between p-adic rigid TMPL’s (see Definition 4.4) and p-adic TMPL’s

in Theorem 4.35 and to establish a relationship between special values at positive integers of

our p-adic multiple L-functions (see Definition 2.9) and the p-adic twisted multiple L-values,

the special values of p-adic TMPL’s at 1, in Theorem 4.40. The theorem extends the previous

result (4.30) of Coleman in depth 1 case shown in [15].
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First we recall Coleman’s p-adic iterated integration theory [15] in our particular case.

For other nice expositions of his theory, see [8, Section 5], [11, Subsection 2.2.1] and [22,

Subsection 2.1]. The integration here is different from the integration using a certain p-adic

measure which is explained in Subsection 2.1.

Notation 4.25. Fix ϖ ∈ Cp. The p-adic logarithm logϖ associated to the branch ϖ means

the locally rigid analytic group homomorphism C×p → Cp with the usual Taylor expansion

for log on ]1̄[= 1 + MCp . It is uniquely characterized by logϖ(p) = ϖ because C×p ≃ pQ ×
µ∞ × (1 +MCp). We call this ϖ ∈ Cp the branch parameter of the p-adic logarithm.

Let S = {s0, . . . , sd} (all si’s are distinct) be a finite subset of P1(Fp). Define

Aϖ
loc(P

1 \ S) :=
∏

x∈P1(Fp)

Aϖ
log(Ux), Ωϖ

loc(P
1 \ S) :=

∏
x∈P1(Fp)

Ωϖ
log(Ux)

where

Aϖ
log(Ux) :=

Arig(]x[) x ̸∈ S,

lim
λ→1−

Arig
(
]x[ ∩Uλ

)[
logϖ(zi)

]
x = si (0 ⩽ i ⩽ d),

Ωϖ
log(Ux) :=

{
Ωrig,1(]x[) x ̸∈ S,

Aϖ
log(Ux)dzi x = si (0 ⩽ i ⩽ d).

Here Uλ is the affinoid in (4.8) and zi is a local parameter (4.9). We note that logϖ(zi) is a lo-

cally analytic function defined on ]si[−z−1i (0) whose differential is dzi
zi

and it is transcendental

over Arig
(
]si[ ∩Uλ

)
and

lim
λ→1−

Arig
(
]si[ ∩Uλ

)
∼=
{
f(zi) =

∞∑
n=−∞

anz
n
i (an ∈ Cp) converging on λ < |zi|p < 1 for some 0 ⩽ λ < 1

}
(see [7]). We remark that these definitions of Aϖ

log(Ux) and Ωϖ
log(Ux) are independent of

any choice of local parameters zi modulo standard isomorphisms. By taking a component-

wise derivative, we obtain a Cp-linear map d : Aϖ
loc(P

1 \ S) → Ωϖ
loc(P

1 \ S). We may regard

A†(P1 \S) and Ω†,1(P1 \S) in Notation 4.13 to be a subspace of Aϖ
loc(P

1 \S) and Ωϖ
loc(P

1 \S)
respectively.

By the work of Coleman [15], we have an A†(P1 \ S)-subalgebra

Aϖ
Col(P

1 \ S)

of Aϖ
loc(P

1 \S), which we call the ring of Coleman functions attached to a branch parameter

ϖ ∈ Cp, and a Cp-linear map∫
(ϖ)

: Aϖ
Col(P

1 \ S) ⊗
A†(P1\S)

Ω†,1(P1 \ S) → Aϖ
Col(P

1 \ S)
/

Cp · 1

satisfying d
∣∣
Aϖ

Col(P
1\S) ◦

∫
(ϖ) = idAϖ

Col(P
1\S)⊗Ω†,1(P1\S), which we call the p-adic (Coleman)

integration attached to a branch parameter ϖ ∈ Cp. We often drop the subscript (ϖ).
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Since Aϖ
Col(P

1 \ S) is a subspace of Aϖ
loc(P

1 \ S), each element f of Aϖ
Col(P

1 \ S) can be

seen as a map f : U → Cp by f |U∩]x[ ∈ Aϖ
log(Ux) for each residue ]x[, where U is an affinoid

bigger than P1(Cp)−]S[. This is how we regard f as a function.

Here we recall two important properties of Coleman functions below.

Proposition 4.26 (Branch Independency Principle [22, Proposition 2.3]). For ϖ1, ϖ2 ∈ Cp

define the isomorphisms

ιϖ1,ϖ2 : Aϖ1
loc(P

1 \ S) ∼→ Aϖ2
loc(P

1 \ S) and τϖ1,ϖ2 : Ωϖ1
loc(P

1 \ S) ∼→ Ωϖ2
loc(P

1 \ S)

which is obtained by replacing each logϖ1(zsi) by logϖ2(zsi) for 1 ⩽ i ⩽ d. Then

ιϖ1,ϖ2(A
ϖ1
Col(P

1 \ S)) = Aϖ2
Col(P

1 \ S),

τϖ1,ϖ2(A
ϖ1
Col(P

1 \ S)⊗ Ω†,1(P1 \ S)) = Aϖ2
Col(P

1 \ S)⊗ Ω†,1(P1 \ S)
and

ιϖ1,ϖ2 ◦
∫
(ϖ1)

=

∫
(ϖ2)

◦τϖ1,ϖ2 mod Cp · 1.

Namely the following diagram is commutative:

Aϖ1
Col(P

1 \ S) ⊗
A†(P1\S)

Ω†,1(P1 \ S)
τϖ1,ϖ2−−−−→ Aϖ2

Col(P
1 \ S) ⊗

A†(P1\S)
Ω†,1(P1 \ S)

∫
(ϖ1)

y y∫
(ϖ2)

Aϖ1
Col(P

1 \ S)
/

Cp · 1
ιϖ1,ϖ2−−−−→ Aϖ2

Col(P
1 \ S)

/
Cp · 1.

Proposition 4.27 (Coincidence Principle [15, Chapter IV]). Put ϖ ∈ Cp. Let f ∈ Aϖ
Col(P

1 \
S). Suppose that f |U ≡ 0 for an admissible open subset U (cf.[8, 15]) of P1(Cp), (that is, U is

of the form
{
z ∈ P1(Cp)

∣∣ |z − αi|p > δi (i = 1, . . . , n), |z|p < 1/δ0
}
for some α1, . . . , αn ∈ Cp

and δ1, . . . , δn ∈ Q>0 and δ0 ∈ Q⩾0). Then f = 0.

It follows from this proposition that a locally constant Coleman function is globally con-

stant.

Notation 4.28. Fix a branch ϖ ∈ Cp and let ω ∈ Aϖ
Col(P

1\S) ⊗
A†(P1\S)

Ω†,1(P1\S). Then by

Coleman’s integration theory, there exists (uniquely modulo constant) a Coleman function

Fω ∈ Aϖ
Col(P

1 \ S) such that
∫
ω ≡ Fω (modulo constant). For x, y ∈]P1 \ S[, we define∫ y

x
ω := Fω(y)− Fω(x).

It is clear that
∫ y
x ω does not depend on any choice of Fω (although it may depend on the

choice of a branch ϖ ∈ Cp). If both Fω(x) and Fω(y) make sense when x or y belongs to

]S0[, we also denote Fω(y)−Fω(x) by
∫ y
x ω. By letting x fixed and y vary, we regard

∫ y
x ω as

the Coleman function which is characterized by dFω = ω and Fω(x) = 0. We note that

ιϖ1,ϖ2

(∫ y

(ϖ1),x
ω

)
=

∫ y

(ϖ2),x
τϖ1,ϖ2(ω). (4.19)

We will apply Coleman’s theory to the function defined below, which is a main object in

this subsection.
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Definition 4.29. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr ∈ Cp with |ξj |p ⩽ 1 (1 ⩽ j ⩽ r). The p-adic

TMPL Li
(p)
n1,...,nr(ξ1, . . . , ξr; z) is defined by the following p-adic power series:

Li(p)n1,...,nr
(ξ1, . . . , ξr; z) :=

∑
0<k1<···<kr

ξk11 · · · ξkrr zkr

kn1
1 · · · knr

r
(4.20)

which converges for z ∈]0̄[ by |ξj |p ⩽ 1 for 1 ⩽ j ⩽ r.

Remark 4.30.

(i) We note that when r = 1 and ξ = 1, Li
(p)
n (1; z) is equal to Coleman’s p-adic poly-

logarithm ℓn(z) in [15, p. 195].

(ii) The special case when ξ1 = · · · = ξr = 1 is investigated by the first-named author in

[23] where Li
(p)
n1,...,nr(1, . . . , 1; z) is introduced as p-adic multiple polylogarithm.

(iii) Yamashita [47] treats the case when all ξj are roots of unity whose orders are prime

to p.

The following can be proved by a direct computation.

Lemma 4.31. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr ∈ Cp with |ξj |p ⩽ 1 (1 ⩽ j ⩽ r).

(i)
d

dz
Li

(p)
1 (ξ1; z) =

ξ1
1− ξ1z

.

(ii)
d

dz
Li(p)n1,...,nr

(ξ1, . . . , ξr; z) =

{
1
zLi

(p)
n1,...,nr−1,nr−1(ξ1, . . . , ξr; z) if nr > 1,

ξr
1−ξrzLi

(p)
n1,...,nr−1(ξ1, . . . , ξr−2, ξr−1ξr; z) if nr = 1.

The definition below is suggested by the differential equations above.

Theorem-Definition 4.32. Fix a branch of the p-adic logarithm by ϖ ∈ Cp. Let n1, . . . , nr ∈
N, ξ1, . . . , ξr ∈ Cp with |ξj |p ⩽ 1 (1 ⩽ j ⩽ r). Put

Sr := {0̄, ∞̄, (ξr)−1, (ξr−1ξr)−1, . . . , (ξ1 · · · ξr)−1} ⊂ P1(Fp).

Then we have the Coleman function attached to ϖ ∈ Cp

Li(p),ϖn1,...,nr
(ξ1, . . . , ξr; z) ∈ Aϖ

Col(P
1 \ Sr)

which is constructed by the following iterated integrals:

Li
(p),ϖ
1 (ξ1; z) = − logϖ(1− ξ1z) =

∫ z

0

ξ1
1− ξ1t

dt, (4.21)

Li(p),ϖn1,...,nr
(ξ1, . . . , ξr; z) =

{∫ z
0 Li

(p),ϖ
n1,...,nr−1,nr−1(ξ1, . . . , ξr; t)

dt
t if nr > 1,∫ z

0 Li
(p),ϖ
n1,...,nr−1(ξ1, . . . , ξr−2, ξr−1ξr; t)

ξrdt
1−ξrt if nr = 1.

(4.22)

Proof. It is achieved by the induction on weight w := n1 + · · ·+ nr.

When w = 1, the integration starting from 0 makes sense because the differential form
ξ1

1−ξ1tdt has no pole at t = 0. Hence we have (4.21).

When w > 1 and nr > 1, by our induction assumption, Li
(p),ϖ
n1,...,nr−1(ξ1, . . . , ξr; 0) is equal to

0 because it is an integration from 0 to 0. So Li
(p),ϖ
n1,...,nr−1(ξ1, . . . , ξr; t) has a zero of order at

least 1. So the integrand of the right-hand side of (4.22) has no pole at t = 0. The integration

(4.22) starting from 0 makes sense. The case when nr = 1 can be proved in a same (or an

easier) way. □
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Remark 4.33. It is easy to see that Li
(p),ϖ
n1,...,nr(ξ1, . . . , ξr; z) = Li

(p)
n1,...,nr(ξ1, . . . , ξr; z) when

|z|p < 1 for all branchϖ ∈ Cp. Thus the Coleman function Li
(p),ϖ
n1,...,nr(ξ1, . . . , ξr; z) ∈ Aϖ

Col(P
1\

Sr) is defined on an affinoid bigger than P1(Cp)−]Sr \ {0}[.

Proposition 4.34. Fix a branch ϖ ∈ Cp. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr ∈ Cp with |ξj |p ⩽ 1

(1 ⩽ j ⩽ r). Then the restriction of the p-adic TMPL Li
(p),ϖ
n1,...,nr(ξ1, . . . , ξr−1, ξr; z) into

P1(Cp)−]Sr \ {0}[ does not depend on any choice of the branch ϖ ∈ Cp.

Proof. It is achieved by the induction on weight w := n1+· · ·+nr. Take z ∈ P1(Cp)−]Sr\{0}[.
When w = 1, it is easy to see that Li

(p),ϖ
1 (ξ1; z) = − logϖ(1− ξ1z) is free from any choice

of the branch ϖ ∈ Cp.

Consider the case when w > 1 and nr > 1. Due to the existence of a pole of dt
t at t = 0,

the integration (4.22) might have a ‘log-term’ on its restriction into ]0̄[. However it is easy to

see that the restriction of Li
(p),ϖ
n1,...,nr(ξ1, . . . , ξr; t) into ]0̄[ has no log-term because it is given

by the series expansion (4.20) by Remark 4.33. By our induction assumption, the restriction

of Li
(p),ϖ
n1,...,nr−1(ξ1, . . . , ξr; t) into P1(Cp)−]Sr \ {0}[ is independent of any choice of the branch

ϖ ∈ Cp. Therefore Li
(p),ϖ
n1,...,nr(ξ1, . . . , ξr; t) has no log-term and does not depend on any choice

of the branch.

The above proof also works for the case when w > 1 and nr = 1. It is noted that the branch

independency follows since two poles of ξrdt
1−ξrt are outside of the region P1(Cp)−]Sr \{0}[. □

The p-adic rigid TMPL ℓ
(p)
n1,...,nr(ξ1, . . . , ξr−1, ξrz) in Subsection 4.1 is described by our

p-adic TMPL Li
(p),ϖ
n1,...,nr(ξ1, . . . , ξr−1, ξr; z) as follows:

Theorem 4.35. Fix a branch ϖ ∈ Cp. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr ∈ Cp with |ξj |p = 1

(1 ⩽ j ⩽ r). The equality

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1, ξrz)

=
1

pr

∑
0<α1,...,αr<p

∑
ρp1=···=ρpr=1

ρ−α1
1 · · · ρ−αr

r Li(p),ϖn1,...,nr
(ρ1ξ1, . . . , ρrξr; z) (4.23)

holds for z ∈ P1(Cp)−]Sr \ {0}[.

Proof. By the power series expansion (4.12) and (4.20) and Remark 4.20.(ii), it is easy to see

that the equality holds on ]0̄[. By Theorem 4.22, the left-hand side belongs to A†(P1 \ Sr)

(⊂ Aϖ
Col(P

1 \Sr)) and by Theorem-Definition 4.32, the right-hand side belongs Aϖ
Col(P

1 \Sr).

Therefore by the coincidence principle (Proposition 4.27), the equality actually holds on the

whole space of P1(Cp)−]Sr \ {0}[, actually on an affinoid bigger than the space. □

The following is a reformulation of the equation in Theorem 4.35.

Theorem 4.36. Fix a branch ϖ ∈ Cp. Let n1, . . . , nr ∈ N, ξ1, . . . , ξr ∈ Cp with |ξj |p = 1

(1 ⩽ j ⩽ r). The equality

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1, ξrz)
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= Li(p),ϖn1,...,nr
(ξ1, . . . , ξr; z) +

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

Li(p),ϖn1,...,nr

((
(

d∏
l=1

ρ
δilj
il

)ξj
)
; z
)

(4.24)

holds for z ∈ P1(Cp)−]Sr \ {0}[, where δij is the Kronecker delta.

Proof. It is a consequence of the following direct computation:

ℓ(p)n1,...,nr
(ξ1, . . . , ξr−1, ξrz) =

∑
0<k1<···<kr

(k1,p)=···=(kr,p)=1

ξk11 · · · ξkrr zkr

kn1
1 · · · knr

r
=

∑
0<k1<···<kr


r∏

i=1

1− 1

p

∑
ρpi=1

ρkii

 ξkii
kni
i

 zkr

=Li(p)n1,...,nr
(ξ1, . . . , ξr; z) +

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

Li(p)n1,...,nr

((
(

d∏
l=1

ρ
δilj
il

)ξj
)
; z
)
.

□

Example 4.37. In the case when r = 1, (4.24) gives

ℓ(p)n (z) = Li(p)n (1; z)− 1

p

∑
ρp=1

Li(p)n (ρ; z).

But by the distribution relation (cf.[15])

1

r

∑
η∈µr

Li(p)n (η; z) =
1

rn
Li(p)n (1; zr) (4.25)

for r ⩾ 1, we recover Coleman’s formula

ℓ(p)n (z) = Li(p)n (1; z)− 1

pn
Li(p)n (1; zp)

shown in [15, Section VI].

We define the p-adic twisted multiple L-values by the special values of the p-adic TMPL’s

at unity under a certain condition below.

Theorem-Definition 4.38. Fix a branch ϖ ∈ Cp. Let n1, . . . , nr ∈ N, ρ1, . . . , ρr ∈ µp and

ξ1, . . . , ξr ∈ µc with (c, p) = 1. Assume that

ξ1 · · · ξr ̸= 1, ξ2 · · · ξr ̸= 1, . . . , ξr−1ξr ̸= 1, ξr ̸= 1. (4.26)

Then the special value of

Li(p),ϖn1,...,nr
(ρ1ξ1, . . . , ρrξr; z) (4.27)

at z = 1 is well-defined. Furthermore it is free from any choice of the branch ϖ ∈ Cp and it

belongs to Qp(µcp). We call the value by p-adic twisted multiple L-value and denote it

by

Li(p)n1,...,nr
(ρ1ξ1, . . . , ρrξr). (4.28)

Proof. By our assumption (4.26),

1 ∈ P1(Cp)−]Sr \ {0}[.

Hence the special value of (4.27) at z = 1 makes sense by Remark 4.33.
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The branch independency of the special value follows from Proposition 4.34.

The points 0 and 1 and all the differential 1-forms ξrdt
1−ξrt ,

(ξr−1ξr)dt
1−(ξr−1ξr)t

, . . . , (ξ1···ξr)dt
1−(ξ1···ξr)t are

defined over Qp(µcp). Then by the Galois equivalency stated in [9] Remark 2.3, the special

value of (4.27) for z ∈ Qp(µcp) is invariant under the action of the absolute Galois group

Gal(Qp/Qp(µcp)) if we take ϖ ∈ Qp(µcp). Since we have shown that the special values at

z = 1 is free from the choice of ϖ, the value (4.28) must belong to Qp(µcp). □

Remark 4.39.

(i) The p-adic multiple zeta values are introduced as the special values at z = 1 of p-adic

MPL Li
(p),ϖ
n1,...,nr(1, . . . , 1; z), the function (4.27) with all ρi = 1 and ξi = 1, and their

basic properties are investigated by the first-named author in [22].

(ii) The p-adic multiple L-values introduced by Yamashita [47] are special values at z = 1

of the function (4.27) with all ρi = 1 and (ξr, nr) ̸= (1, 1). Unver’s [45] cyclotomic

p-adic multi-zeta values might be closely related to his values.

By Theorems 4.9 and Theorem 4.35, we have the following. A very nice point here is that

our assumption (4.26) appeared as the condition of the summation in equation (4.6).

Theorem 4.40. For n1, . . . , nr ∈ N and c ∈ N>1 with (c, p) = 1,

Lp,r(n1, . . . , nr;ω
−n1 , . . . , ω−nr ; 1, . . . , 1; c) =

1

pr

∑
0<α1,...,αr<p

∑
ρp1=···=ρpr=1

∑
ξc1=···=ξcr=1

ξ1···ξr ̸=1,...,ξr−1ξr ̸=1,ξr ̸=1

ρ−α1
1 · · · ρ−αr

r · Li(p)n1,...,nr
(ρ1ξ1, . . . , ρrξr).

The above theorem is reformulated to the following, which is comparable to Theorem 3.1.

Theorem 4.41. For n1, . . . , nr ∈ N and c ∈ N>1 with (c, p) = 1,

Lp,r(n1, . . . , nr;ω
−n1 , . . . , ω−nr ; 1, . . . , 1; c)

=
∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1

ξr ̸=1

Li(p)n1,...,nr

(
ξ1
ξ2
,
ξ2
ξ3
, . . . ,

ξr
ξr+1

)

+

r∑
d=1

(
−1

p

)d ∑
1⩽i1<···<id⩽r

∑
ρpi1

=1

· · ·
∑
ρpid

=1

∑
ξc1=1

ξ1 ̸=1

· · ·
∑
ξcr=1

ξr ̸=1

Li(p)n1,...,nr

((∏d
l=1 ρ

δilj
il

ξj

ξj+1

))
, (4.29)

where we put ξr+1 = 1.

Proof. It follows from Theorem 4.9 and Theorem 4.36. □

Thus the positive integer values of the p-adic multiple L-function are described as linear

combinations of the special values of the p-adic TMPL (4.27) at roots of unity. This might

be regarded as a p-adic analogue of the equality (1.3).

As a special case of Theorem 4.40 we have the following. When r = 1, we have
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Example 4.42. For n ∈ N and c ∈ N>1 with (c, p) = 1, we have

(c1−n − 1) · Lp(n;ω
1−n) =

1

p

∑
0<α<p

∑
ρp=1

∑
ξc=1

ξ ̸=1

ρ−αLi(p)n (ρξ)

by Example 2.12. This formula and (4.25) recover Coleman’s equation [15, (4)]

Lp(n;ω
1−n) = (1− 1

pn
)Li(p)n (1). (4.30)

When r = 2, we have

Example 4.43. For a, b ∈ N and c ∈ N>1 with (c, p) = 1,

Lp,2(a, b;ω
−a, ω−b; 1, 1; c)

=
1

p2

∑
0<α,β<p

∑
ρ1,ρ2∈µp

∑
ξ1,ξ2∈µc

ξ1ξ2 ̸=1,ξ2 ̸=1

ρ−α1 ρ−β2 Lia,b(ρ1ξ1, ρ2ξ2)

=
∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

Li
(p)
a,b

(
ξ1
ξ2
, ξ2

)
− 1

p

∑
ρp=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

{
Li

(p)
a,b

(
ρξ1
ξ2

, ξ2

)
+ Li

(p)
a,b

(
ξ1
ξ2
, ρξ2

)}

+
1

p2

∑
ρp1=1

∑
ρp2=1

∑
ξc1=1

ξ1 ̸=1

∑
ξc2=1

ξ2 ̸=1

Li
(p)
a,b

(
ρ1ξ1
ξ2

, ρ2ξ2

)
.
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Math. 51 (1979), 29–59.

13. J. Coates, P -adic L-functions and Iwasawa’s theory, Proceedings of the 1975 Durham Symposium, pp.
269–353, Academic Press, London-New York, 1977.

14. J. Coates, T. Fukaya, K. Kato, R. Sujatha, and O. Venjakob, The GL2 main conjecture for elliptic curves

without complex multiplication, Publ. Math. Inst. Hautes Études Sci. 101 (2005), 163–208.
15. R. Coleman, Dilogarithms, regulators and p-adic L-functions, Invent. Math. 69 (1982), 171–208.
16. M. de Crisenoy, Values at T -tuples of negative integers of twisted multivariable zeta series associated to

polynomials of several variables, Compositio Math. 142 (2006), 1373–1402.
17. P. Deligne and K. A. Ribet, Values of abelian L-functions at negative integers over totally real fields,

Invent. Math. 59 (1980), 227–286.
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21. G. Frobenius, Über die Bernoullischen Zahlen und die Eulerschen Polynome, Preuss. Akad. Wiss.
Sitzungsber (1910), no. 2, 809–847.

22. H. Furusho, p-adic multiple zeta values. I. p-adic multiple polylogarithms and the p-adic KZ equation,
Invent. Math. 155 (2004), 253–286.

23. , p-adic multiple zeta values. II. Tannakian interpretations, Amer. J. Math. 129 (2007), 1105–
1144.

24. H. Furusho, Y. Komori, K. Matsumoto, and H. Tsumura, Desingularization of multiple zeta-functions of
generalized Hurwitz-Lerch type, in preparation.

25. L. Guo and B. Zhang, Renormalization of multiple zeta values, J. Algebra 319 (2008), no. 9, 3770–3809.
26. H. Hida, Elementary theory of L-functions and Eisenstein series, London Mathematical Society Student

Texts, 26, Cambridge University Press, Cambridge, 1993.
27. H. Imai, On the construction of p-adic L-functions, Hokkaido Math. J. 10 (1981), 249–253.
28. K. Iwasawa, On p-adic L-functions, Ann. of Math. (2) 89 (1969), 198–205.
29. , Lectures on p-adic L-functions, Princeton University Press, Princeton, N.J., 1972. Annals of

Mathematics Studies, No. 74.
30. M. Kaneko, Poly-Bernoulli numbers, J. Theor. Nombr. Bordeaux 9 (1997), 221–228.
31. N. Koblitz, A new proof of certain formulas for p-adic L-functions, Duke Math. J. 46 (1979), 455–468.
32. , p-adic Analysis: A Short Course on Recent Work, London Mathematical Society Lecture Note

Series, 46, Cambridge University Press, Cambridge-New York, 1980.
33. Y. Komori, An integral representation of multiple Hurwitz-Lerch zeta functions and generalized multiple

Bernoulli numbers, Q. J. Math. 61 (2010), 437–496.
34. Y. Komori, K. Matsumoto, and H. Tsumura, Functional equations for double L-functions and values at

non-positive integers, Intern. J. Number Theory 7 (2011), 1441–1461.
35. T. Kubota and H. W. Leopoldt, Eine p-adische Theorie der Zetawerte I. Einführung der p-adischen
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