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by Tohsuke Urabe

§o. Introduction

In trus Part III we would like to study the hypersurface quadrilateral singularity W I,O ' In
addition to two kinds of transformations of Dynkin graphs - an elementary transforma­
tion and a tie transformation- (Urabe [2]' [3], [4]), the notion of obstruction components
(Urabe [4]) plays an essential role. We give a proof of following Main Theorem, which
have been announced in Part I (Urabe [4]). Every algebraic variety is assumed to be
defined over the complex number field C. As for the exact definition of Dynkin graphs,
see Part 1.

We study a set of Dynkin graphs PC = PC(WI,o) in this article. Recall that a
Dynkin graph G with components of type A, D, or E only belongs to PC if and only if
there exists a fiber Y in the semi-universal deformation family of a singularity of type
WI,o satisfying the following two conditions depending on G.
(1) The fiber Y has only rational double points as singularities.
(2) The combination of rational double points on Y just corresponds to the graph G.

Main Theorem. A Dynkin grapb G belangs to PC(WI,O ) ifand only ifG can be made
from one of the following essential basic Dynkin graphs with distinguished obstruction
components by elementary or tie transformations applied 2 times (We can apply 2
different kinds of transformationt! once for each, or can apply 2 transformations of the
same kind.), and G contains no vertex corresponding to a short root and no obstruction
component.

The essential basic Dynlcin graphs:
Es + BI + G2 , Er + B 3 + Gl, B g + G2 , Au
(The component Au is the obstruction component.)

Recall that by results in Part I that the "if" part under the condition (2) is true.
Thus in this Part III we show the "only if" part.

Let A3 denote the even unimodular lattice of signature (19, 3), and P be the lattice
associated with WI,o. (See Part 1.) P has rank 7. Let Q(G) be the root lattice associated
with a Dynkin graph G with components of type A, D or E only. By the results in Part
I, the proof of the "only if" part can be reduced to showing only the following.

Proposition 0.1. Assume that G E PC(W1,o). Then, with respect to some full em­
bedding Q(G) '-----t A3 / P without an obstruetion component Au, there exists a primitive
isotropie element u in A3 / P in a nice position, i.e., such that either u is ortboganal to
Q(G), or there is a root basis ~ c Q(G) and a long root Q E ~ such that ß .u = 0 for
every ß E ~ witb ß =f Q and Q. U = l.

Ta show this proposition we use the theories developed in Part 11 (Urabe [5]).
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Now, if G E PC, then we have an embedding S = P EB Q(G) <........t A3 come from an
actual deformation fiber Y. The embedding satisfies Looijenga's conditions (a) and (b)
and the induced embedding Q( G) t.-+ A3 / P is full.

Also we have an elliptic !{3 surface cI- : Z -+ C corresponding to the embedding.
By ~ = {Cl, ... , Ct} we denote the set of critieal values of tI>. By Fi with 1 ~ i ~ t we
denote the singular fiber cI>-1(Ci). The elliptie surface Z -+ C has a singular fiber Fl
of type I; in our situation by definition. Moreover it has two sections So, SI : C --J. Z
whose images Cs = so( C) and C6 = SI (C) are disjoint. The union I F = F1 U Cf> U C6 is
called the eurve at infinity. The lattiee P has signature (6,1) and it is defined associated
with the dual graph of components of IF. The union & of smooth rational eurves on
Z not intersecting IF coineides with the tmion of components not intersecting IF of
singular fibers of Z -+ C. The dual graph of & is G by definition.

We use the same division of the case into three subcases as in Part 11.
((1)) The surface Z -+ C has another singular fiber of type 1* apart from F1 .

((2)) Z -+ C has a singular fiber of type 11*,111* or IV"'.
((3)) Z -+ C has no singular fiber of type 1*, I I·, 111* or IV'" apart from F1 .

For each ease we apply the theory in Part H. However, in the case W1,0 IF contains
2 of images of sections, and the theories in Part 11 are not suffieient to treat WI,o. Thus
in the first step of the proof we write down the list of possible Dynkin graphs, and then
we check each item G in the list case by ease. We show either G ean be made from one
of the basic graphs by two transformations, or G rt PC. To show G rt pe we apply the
theory of symmetrie bilinear fonns, the theory of elliptie surfaees, and the theory of 1<3
surfaces, etc.

The ease ((i)) is diseussed in seetion i.
Assume that a Dynkin graph G with components of type A, D or E only can be

made from one of the essential basic graphs by elementary or tie transformations applied
twice and G has no obstruetion component. Then we can construct a fuil embedding
Q(G) t.-+ A3 /P without an obstruetion eomponent of type Au whieh has a primitive
isotropie element in a niee position. This is a eonsequence of the theories in [2], [3], [4].
(See Theorem 1.1 in [3], Theorem 4.4 etc. in [4].) Gf course, the eonstrueted embedding
may not be equivalent to the given embedding. However, we ean use this to show
Proposition 0.1 without any problem. Note moreover that under the assumption we
have G E PC(X) by the "if" part of Main Theorem.

§1. Two singular flbers of type 1*

By G we denote a Dynkin graph belonging to PC(W1,0) with the number of vertices r.
By cI> : Z -i' C we denote the corresponding elliptie: T

!(3 surtace. We assume that apart from the singular
fiber F I of type Iö, F2 is of type I'" in trus section. \ e1

We have an embedding S = P EB Q(G) l....+ A3

satisfying (a) and (b). Recall that the lattiee P has a
basis eo, e}, ... ,e6 whose mutual interseetion num-l
bers are deseribed by the dual graph in the figure I
assoeiated with the eurve at infinity IF. ' e2

L~.
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The bilinear form is denoted by a dot '. We set

U6 = v~ = 0, Uo . Vo = 1, P = P' EB (Zuo + ZVo), and pI has a basis eo, el, e2, e3, f.
By Proposition 1.2 in Part 11 there exists an element u E A3 satisfying the following

eondi tions.
(1) u is isotropie.
(2) u is orthogonal to Q(G). .
(3) u is orthogonal to eo, el, e2, e3, e4, and es.
(4) u· e6 ~ O.

Set m = u . e6 = u . /. H m = 0, then the lattice S has an isotropie element in
the orthogonal eomplement in A3 , and it is in a niee position. Thus in the following we
consider the case m =f O. The element u is orthogonal to Zuo + Zvo. Set M = P' + Zu.
M has signature (5,1).

Lemma 1.1. Assume that M is not primitive in A3 and u· e6 =f O. Then, the primitive
hull M oE M in A3 contains an element u' also satisfying tbe above conditions (1)-(4)
and such that u . e6 > u ' . e6 > O.

Proof. By Wo, . .. , W3, Z we denote the dual basis of eo, ... , e3, f. In particular z =
(2eo + el + e2 + 2e3 + 2/)/6. Set e= m(2eo + el + e2 + 2e3 + 2/) - 6u. One knows
that eE M, ~. ei = 0 (0 ~ i ~ 3), e· / = 0, (. u = 2m2 and (2 = -12m2 . The
element Yo = (112m2 satisfies Yo . ~ -!-and u = mz - 2m2yo = m(z - 2myo). Set

N = P' EB Z~. We have N C M C M c M* C M* C N*. (Recall that by * we denote
the dual module.) Consider t he diseriminant group N* IN = P '* I P' EB ZYo I Ze. On t his
group we can de:fine the discriminant bilinear form b and the discriminant quadratie
form q. For x E N* we denote x = x mod N* E N- IN. Set [ = MIN. [1. = M- IN is
the orthogonal complement of [ with respeet to b. [is generated by a unique element
ü = mz - 2m2 yo. On the other hand pI- I pI is a eyclic group of order 12 generated by
WI, and z = 2WI. (Recall wi = 13/12 and thus wi =13/12 mod 2Z). Since

1 1
b(2mwI - 2m

2
yo, aWI +byo) ='6 ma + ßb mod Z,

aWI + byo E [1. {:} ma + b=0 (mod 6). Choose an element Xo E M IN with Xo ~ [=

MIN. Since it is eontained in [1., we can write Xo = a(wl - myo) + 6cyo' Moreover,

_ _ _ 2 acm - 3c2

O=q(xo)=a + 2 mod2Z.
m

In particular c2 =am(am + c) (mod 2), and c is ~en. We set c = 2d.
First we would like to show that there is Xl EMIN with Xl ~ I in the form either

Xl = 2A(WI - myo) (In this case no restrietion on m.), or Xl = 2A(WI + myo) and
m _ 0 (mod 3).

o Case 1. am -12d ~ 0 (mod 2m).

Set Xl = mxo. Sinee 12myo = -12(WI - myo), we have Xl = am(wl - myo) +
d(12myo) = a'(wl - myo) for a' = am - 12d. The assumption a' ~ 0 (mod 2m)
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implies Xl r/:. I. Since 0 = q(Xl) = a,2 mod 2Z, we can write a' = 2A. This Xl satisfies
the condition.

<> Case 2. am -12d =0 (mod 2m).

Set 12d = am+2me. Xo = aWl +2meyo' Then q(xo) =0 mod 2Z {::> 13a2-4e2 _ 0
(mod 24). We can write a = 2A' and we have (A' +e)(A' - e) - 0 (mod 6).

HA' +e = 0 (mod 3), set 3C = A' +e. We have C2 =C(2A' -3G) _ 0 (mod 2).
C is even. Thus Xl = Xo = 2A'(U!1 - myo) + 6mGyo = 2A(WI - myo) for A = A' - 3C.

H A' - e _ 0 (mod 3), set 3C = -A' +" e. We have C 2 =0 (mod 2). C is even.
Thus Xl = Xo = 2A'(WI +miio) +6mGyo = 2A(WI +myo) for A = A' +3C. If m =0
(mod 3) we are done. Thus we can assume m ~ 0 (mod 3). Since Xl E 1.1, Am _ 0
(mod 3), and thus A =0 (mod 3). Then Xl = 2A(-wl + myo) = 2(-A)(WI - myo),
since 6WI = -6WI .

Next, we consider the case Xl = 2A(WI - myo)' H we write A = Gm +B (0 ::; B <
m), then B =f~ since Xl r/:. I. The element X2 = Xl - 2Cm(wl - myo) = 2B(WI - rnyo)
satisfies X2 E M /N and X2 r/:. I.

On the other hand we can check that u' = Bu/m is an element in N*, «'2 = 0, u' =j:-

0, u' . ei = 0 for 0 ::; i :::; 5 and m = u· e6 > B = u' · e6' Moreover u' E M since 11' = X2'
We have the desired element.

The case Xl = 2A(WI +myo), m =0 (mod 3) is remaining. In this case 2mwl =
-2mwI since WI has order 12. HAis a multiple of m, then Xl = 2A(WI +myo) = (-A)·
2(WI -mi70) E I, which is a contradiction. Thus we can write A = Cm+B (0 < B < m).
Setting X2 = 2B(Wl +myo) = Xl - 2Gm(WI + 7nYa) = Xl + 2Cm(WI - myo), we have

X2 E M / N, X2 r/:. I.
On the other hand setting u" = B(z + 2mYa) = B(2z - (u/m)), we can check

U,,2 = 0, u" =j:- 0, u" . ei = 0 (0 ::; i ::; 5), u"· uo = u"· Va = 0, and u"· f = u"· e6 = B.
Since u" E N* and since 11" = Xl, one knows u" E M. This u" is the desired element.

Q.E.D.

By induction on u . e6 we can assume that u satisfies the following (5) in addition
to (1)-(4).

(5) M = pi + Zu is primitive in A3 •

Then, of course, M ffi (Zua + Zvo) = p + Zu is also primitive in A3 .

Proposition 1.2. Assume that we have an element u E A3 satisfying above (1)-(4)
and (5).
1. H u . ea = 0, then the orthogonal complement of P ffi Q( G) eOlltains an isotropie

element.
2. H u . e6 = 1, then G is a subgraph of tbe Coxeter-Vin berg grapb r of the lat tice

Q(D12 ) ffi H (H denotes a hyperbolie plane.).
3. H u . e6 2: 2, then G can be obtained [rom a subgraph of tbe above r by one

elementa.ry transfonnation.

Proof. 1 is obvious.
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2. Setting v = f - 2u, one has

M = (Zeo + Zel + Ze2 +Z(e3 - u)) EB (Zu + Zv),

and u2 = v2 = 0, U • v = 1. Thus P + Zu ~ Q(D4 ) EB H EB H. For their diseriminant
quadratie forms we know qp+zu = qQ(D 4 )'

Let L be the orthogonal eomplement of P + Zu in Aa. L has signature (13, 1). The
diseriminant quadratie form of L is -qp+zu = -qQ(D4 ) = QQ(D4 )' Sinee Q(D I2 ) EB H
and L have the same signature and the same diseriminant quadratie form, they are
isomorphie by Nikulin [1] Theorem 1.14.2 and Corollary 1.9.4. In partieular the Coxeter­
Vinberg graph of L eoincides with r. Sinee Q(G) is full in L, G is a subgraph of r.
3. Assume that m = u • e6 ~ 2.

By L we denote the orthogonal eomplement of R = P + Zu in Aa. We have a
natural isomorphism R"" IR rv L"" IL which preserves diseriminant quadratie forms up to
Slgn.

Set UI = ulm and R I = R+ ZUI. R I is an even overlattiee of R with index m, and
is isomorphie to P + Zu in the ease of m = u . e6 = 1. In partieular the diseriminant
quadratie form of RI is the same as that of Q(D4 ).

By the above isomorphism one knows that L has an overlattiee LI with index
m whose diseriminant quadratic form is qQ(D4 ) = -qQ(D4 )' By reasoning in 2 LI c:x

Q(D I2 ) EB H.
Let QI (resp. Q) be the primitive hull of Q (G) in LI (resp. L). The Dynkin graph

of Q1 is a subgraph of the Coxeter-Vinberg graph r of LI. Sinee Q1IQ C LI IL rv

Z/m is eyelie, the Dynkin graph o~ Q is obtained from that -?f Q1 by one elementry
transformation. Besides, by the fullness the Dynkin graph of Q is G. Q.E.D.

Now, we would like to draw the Coxeter-Vinberg graph r of Q(D12 ) EB H.
Set K = I:~:o ZVi where Vo, .. . ,VI3 is a free basis with v5 = -1, vr = 1 (1 ~

l :::; 13), Vi . Vj = 0 (i t- j). The sublattiee L = {L::~o XiVi E ]( I 2::::0 Xi E 2Z} 1S
isomorphie to Q(D12 ) EB H. We use Vo as the controlling veetor. We can take

'i = -Vi + vi+1 (1 ~ i ~ 12)

,13 = -(V12 + VI3).
as a root basis for the orthogonal eomplement of Vo in L. By Vinberg's algorithm we
get sueeeedinglYi

114 = Vo +VI + V2 + V3

115 = 3vo + vI + V2 +... + Vll .

Drawing the graph for these 15 veetors, we get the following graph. This has no dotted
edges, no Lanner subgraph and any extended Dynkin subgraph is a component of an
extended Dynkin subgraph of rank 12. Thus this is r.
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The Coxeter-Vinberg graph r for Q(D!2) EB H

Lelnma 1.3. Tl1ere are 26 kinds of mrodmal Dynkin subgraphs of r with 13 vertices.
Tbe following is the list.

(1) Dl3

(4) D g + A 4

(7) E 7 + D6

(10) D IO + 3AI

(13) A 6 + A 4 + 3A!
(16) E 7 + A 3 + 3AI

(19) Dg + D4

(22) As + A4 + D 4

(25) E 7 + D4 + A2

(2) Dl2 + Al

(5) Ds+Ds
(8) Es + Ds
(11) Ag + 4A I

(14) D s + A s +3A I

(17) Es + A2 +3A!
(20) As + D4 + Al
(23) Ds + D4 + A4

(26) Es + D4 +Al

(3) DIO + A 2 + Al
(6) D7 +E6

(9) AlO + 3A I

(12) A 7 + A 2 + 4A I

(15) E6 + A 4 + 3AI

(18) Ag +D4

(21) A 6 + D 4 + A 2 + Al
(24) E 6 + D 4 + A3

We consider the following two eonditions here.
(1) The Picard number p = 7 + r.
(2) The orthogonal eomplement of Pie(Z) in H 2 (Z, Z) does not eontain an isotropie

element.
Note that 7 + r = rank (P EB Q(G» and it is also equal to the rank of the subgroup

S of Pic( Z) generated by classes of eomponents of IFand all eomponents of singular
fi bers not interseeting I F. In particular, if r = 13, then the above (1) and (2) are
automatically satisfied. Moreover, by Theorem 1.2 in Part I (Urabe [4)) we can always
assurne the condition (1). It implies that Pie(Z) is the primitive hull of S. On the
other hand, under the eondition (1), the eondition (2) is not satisfied if and only if the
arithmetie condition in Part I Theorem 0.5 [II](A) holds. By Part I Theorem 0.5 we
have nothing to verify, if (~) is not satisfied. ,

Thus we assurne the above (1) and (2) in the following.

Leuulla 1.4. Under tbe above assumptions, G has a component of type D, has 11, 12,
or 13 vertices, and can be obtained from one of the 26 Dynkin graphs in Lemma 1.3 by
one elementaJY transformation. Besides, the group E of sections of<I> has rank 1 and
only one component of the singular fiber Fi intersects I F for every 2 ::; i ::; t.

Proof. For 2 ::; i ::; t by n(Fd we denote the number of components of Fi not intersect­
ing the curve IF at infinity. The equality E~=2 n(Fd = r holds. Thus by the equality
(2) in Part 11 section 1 and by assumption we have

t t

1 + L n(Fi) = a + L(m(Fi ) - 1),
i=2 i=2
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since m(FI ) = 5.
Assume a = O. Then all elements in E have finite order. In partieular the element

u in Part II Proposition 1.2 is orthogonal also to t he dass of C6 = SI ( C). Thus u
is orthogonal to the subgroup S generated by the classes in the union of the set of
components of [F and the set of components not interseeting I F of singular fibers. On
the other hand by (1) rank S = rank Pie, and Pie is the primitive huH of S. Consequently
u is orthogonal to Pie. This contradiets the assumption (2). Thus a > O.

Since n(Fi) ~ m(Fi)-l, by the above equality we have a = 1 and n(Fi) = m(Fi)-l
for 2 :::; i :::; t. In partieular only one component of F2 intersects [F. Note that the
intersecting eomponent has multiplicity 1. The dual draph of components of F2 without
interseetion with I F is of type D and it is a component of G. By Proposition 1.2 and
Lemma 1.3 we have the characterization of G in terms of elementary transformations.

Since p :::; 20, r ~ 13. If r ~ 10, then the orthogonal complement of Pie in H 2 is an
indefinite lattice with rank2:: 5. In this case by Meyer's theorem it contains an isotripie
element. Q.E.D.

For every singular fiber Fi with 2 ~ i ~ t, let Gi be the Dynkin graph defined
as the dual graph of components of Fi not intersecting Cs . Note that by Lemma 1.4
G = L:G i .

Lemnla 1.5. (1) v(A) + 2v(D) +2v(E) ~ 18 - r, where v(T) denotes the number oE
components of G oE type T.
(2) H r = 13, then G has no component of type D4 •

Proof. (1) In aur situation we can substitute p = 7 + r, and a = 1 into the equality
(3) in the begiIUling of section 1 in Part 11. Moreover, by the note just above one has
t - tl = 1 + v(D) + v(E) + v(II) + v(III) +v(IV), t] = v(A) - v(III) - v(IV) + v(I]).
The inequality (1) follows from these ones.
(2) First assume that the functional invariant J is constant. Then t] = 0 in the
equality (3) section 1 Part II, since J has never poles. Since p = 20, and a = 1 under
our assumptions, we have 2t = 7, which is a contradiction. Thus J is not constant. We
can apply the inequality (4) in the beginning of Part 11 section 1. We have the claim,
since FI is of type I; and v(I;) 2:: 1. Q.E.D.

Lemnla.....l.6. (1) Q(G) is primitive in A3 .

(2) Let S be the primitive hull of S = P EB Q(G) in A3 . Tllen, tbe restrietion to SIS oi
the p!ojection S· / S = p. / P EB Q(G)· IQ(G) -+ p. I P is injective.
(3) (SIS)p = 0 for any prime P 2:: 5, where M p denotes tbe p-Sylow subgroup of a finite
abelian group M.
(4) leeSIS)p) ~ 1 for p = 2, 3, wbere l(M) denotes the minimum number of generators
of an abelian group M.

Proof. (1) Let Q(G) be t~ primitive hull of Q(G) in A3 . We will deduce a contradic­

tion, assuming that IQ == Q(G)/Q(G) f:: O.
~et P be the sublattice of rank 6 in P generated by e2.' eI, ... ,e5. Set S = PtBQ(G)

and S be the primitive hull of S in A3 . Note that J = SIS CM be identified wi th the
group of sections of finite order. Since I Q C J, we have an image C' of a seetion

corresponding to a non-zero element a in IQ. In J == p. / P EB Q (G)· / Q(G), Ci is
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contained in the direct summand Q(G)* /Q( G). It implies that C' an~Cs intersect F1

on the same component. Thus C' = Cs since the homomorphism from SIS to the group
F1# of the singular fiber F1 is injective, and every component of F1 contains at most
one point of finite order. We have a = 0, a contradiction.
(2) If it is not injeetive, then (SIS) n (Q(G)* IQ(G)) = Q(G)IQ(G) is not zero, which
contradiets (1). ....,
(3), (4) By (2) 1= SIS is isomorphie to a subgroup of P*IP '""'-! Z/12. Since l(lp) ~

l((P* / P)p), l(lp) :::; 1 if p = 2 or 3, and it is zero if p ~ 5. Q.E.D.

From here for a while we consider the case where G has 13 vertiees. We ean easily
list up all the Dynkin graphs which can be made from each one of the above 26 graphs
by one elementary transformation.
(1) D 13

(1.1) D 13 (1.2) Du + 2A1 (1.3) D 10 + A 3 (1.4) D g + D4

(1.5) Ds + D s (1.6) D 7 + D6

Among these 6 graphs (1.1) and (1.5) can be made from an essential basic Dynkin
graph All by tie transformations repeated twice. (By the first transformation we can
make D 12 .) Thus these graphs belong to. PC = PC(W1,o).

On the other hand (1.4) can never be realized by Lemma 1.5. We ean show that
the remaining three graphs (1.2), (1.3), and (1.6) do not belong to PC by considering
discriminant quaclratie fonns.

Consider the case (1.2). Let G = D n + 2A1 . Assurne that we have an embedding
S = P EI' Q(G) L.-+ A3 satisfying Looijenga's condition (a) and (b). By S we denote
the primitive huH of S in A3 , and by T the orthogonal complement of 8 in A3 • The
discriminant group of S ean be written S* / S '""'-! Z/4 EI' Z/4 EI' Z/2 €B Z/2 EI' Z/3, since
P* /P '""'-! Z/4 EI' Z/3, Q(Dllt IQ(Dn ) '""'-! ZJ4, and Q(A1 )* /Q(A1 ) '""'-! ZJ2. The discrim­
inant quaclratie fonn ean be written

(
1 2 3 2 1 22 2 2q a b Cl c2 x) - --a + -b + -(c + c ) - -x mod 2Z

"" 4 4 2 1 2 3

for an element (a,b,cl,C2,X) E (Z/4)2 EI' (Z/2)2 EI' (Z/3) of the discriminant group.

l((S* /8)2) = 4. Since 8* /8 '""'-! T* /T, 2 = rank T ~ l(T* /T) = 1(8* /8) >
1((8*18)2)' Thus we have an element Ci' = (a,b,c],C2,0) E (8/8)2 with Q' =f 0. It
satisfies q(Q') =°mod 2Z.

By solving the eongruence equation, one knows that 0' = (2,2,0,0,0), (2,0, 1, 1,0)
or (0,2, 1, 1,0). '""

If CF = (2,2,0,0,0), 8 contains an element in the form 0' = e+w with eE P*,
w E Q(D 11 )* and w2 = 1. The image of 0' by the quotient morphism A3 -+ A31P has
self-interseetion number 1 (= w 2

), and it i8 a short root. This 8hort root is contained_
in the primitive huH of Q(G) in A3 / P. It contradiets the fullness of Q(G).

In the ease a = (2,0,1,1,0), we ean also conclude that the primitive hull of Q(G)
contains a short root, which is a contradietion.

When Q' = (0,2, 1, 1,0), we have an element Q' E Swith 0'2 = 2 such that Q' rt S,
whieh also contradicts the fullness.

Thus we ean conclude Du +2A1 ~ pe.



(5.3) 2Ds + A3

(5.6) D6 + Aa + 4AI
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For the eases (1.3) and (1.6) we ean deduee a eontradietion by the same argument
as in (1.2).

(2) Dl2 + Al
(2.1) Dl2 + Al (2.2) DIO + 3A I (2.3) Dg + A3 + Al (2.4) Da + D4 + Al
(2.5) D7 + Ds + Al (2.6) 2D6 + Al
For the ease (2.1) G = D l2 + Al we ean make it from a basic graph All. Thus it

belongs to PC = PC(WI,o).
For the other 5 eases the Dynkin graph G is not an element of PC. For the ease

(2.4) it follows from Lemma 1.5. For the eases (2.3) and (2.5) by essentially same
arguments as in the ease (1.2) we ean show it. (In these eases that we ean ehoose an
element of order 2 as the eorresponging element to a in the above. Under this note the
argument beeomes simpler.)

We ean apply Lemma 1.6 to the eases (2.2) and (2.6).
We eonsider ease (2.2). Set G = D IO +3A I . By S, S, T we denote the same lattiee

as above. Now, we have (S"" /S)2 rv Z/4 EB Z/2 EB Z/2 EB Z/2 EB Z/2 EB Z/2. Note that
2 ~ l((S* /S)2) ~ 1(( S"" / 5)2) - 21((S/ S)2) = 6 - 21((S/ S)2)' We have leeS/ S)2) ~ 2,
which eontradiets Lemma 1.6.

The ease (2.6) is similar.

(3) D IO + A2 + Al
(3.1) DIO + A 2 + Al (3.2) Da + A 2 + 3A I (3.3) D 7 + A 3 + A2 + Al
(3.4) D6 + D4 + A 2 + Al (3.5) 2Ds + A 2 + Al
Among these graphs we ean make (3.1) D IO + A 2 +Al from Au. Thus it belongs

to PC. The graphs (3.2), (3.4), (3.5) eannot be elements in PC beeause of Lemma 1.5.
The graph (3.3) does not belong to PC, either. H it is in PC, we ean show an extra
root eontradieting the fullness as in ease (1.2).

(4) D g + A4

(4.1) Dg + At (4.2) D7 + At + 2AI (4.3) D6 + A4 + A3 (4.4) Ds + D4 + A4

The graph (4.1) ean be made from All. Thus it is in PC. The graph (4.4) eannot
be in PC beeause of Lemma 1.5. For the remaining two eRses (4.2) and (4.3), we ean
show an extra root eontradieting the fullness by ealeulation on the diseriminant group
as in ease (1.2), if they are in PC.

(5) Da + Ds
(5.1) Da +Ds (5.2) D6 + Ds + 2A I

(5.4) 2D4 + DfJ (5.5) Da +Aa + 2A I

(5.7) Ds + 2Aa +2A I (5.8) 2D4 +A3 + 2AI

The graph (5.1) is equal to (1.5), and we ean make the first graph (5.1) from All.
It is in PC.

We ean apply Lemma 1.5 to (5.2), (5.4), (5.6), (5.7), (5.8), and they are not in PC.
For the ease (5.5) we ean apply Lemma 1.6 as in (2.2). (5.5) is not in PC, either.
Here we explain the ease (5.3). Set S = P EB Q(2Ds + A a). We ean eonsider only

the 2-Sylow subgroup of the diseriminant group S"" / S C:i Z/4 EB Z/4 EB Z/4 EB Z/4 EB Z/3.
For an element (a, bl , b2 , c) E (Z/4)4 = (S"" / S) 2 the diseriminant quadrat ic form ean be
written
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A solution of q _ 0 is one of the following; (O~ 0, 0,0), QI = (2,0,0,2), Q2 = (0,2, 2, 0),
aa = (2,2,2,2), 04 = (2, {2, O}, 0), alS = (0, {2, O}, 2), 06 = (±1, {2, ±1}, 0), Ci7 =
(2, {2, ±1}, ±1), OB = (0, {±1, O}, ±1), 09 = (±1, {±1, O}, 2). Here {Xl, x2,' .. , Xk}

stands for Xu(l)' X u (2)," . ,Xu(k) for some pennutation a. Among these, Q6, 0'7, aB, and

09 have order four. The group I = S/S contains one ofai,i = 1,2,3,4,5. We can see
that if the contained element is Cii, i = 1,2,4,5, the induced embedding QCG) C-...+ Aa / P
is not full. Thus I contains Cia = (2,2,2,2). On the other hand since 20i =I 0'3 for
i = 6,7,8,9, one knows that I is generated by C2, 2, 2,2). Let I.1.. be the orthogonal
complement of I with respect to the discriminant bilinear form b on S* / S. By easy
calculation one knows 1(1.1..) 2:: 4. Thus 3 ::; 1(1.1.. /1) = I(S* /S) = I(T* /T), where T
is the orthogonal complement of S in Aa. However, I(T* /T) ::; rank T = 2, which is a
contradiction. Thus 2D :s + Aa V:. pe.

(6) D7 + E6

By Lemma 1.5 we can omit graphs with a D 4-component.
(6.1) D7 + E 6 (6.2) D7 + As + Al (6.3) D7 + 3A2

(6.4) D:s + E 6 + 2AI (6.5) D:s + A:s + 3A I (6.6) D s + 3A2 + 2A I

We can make (6.1) from All. Thus the graph (6.1) is in pe.
The others are not in pe. For (6.4), (6.5), and (6.6) it follows froln Lemma 1.5.

For (6.3) we can show an extra root in the primitive hull. In this case an extra short
root with length J273 appears.

To treat (6.2) we have to use a p-adic method. (Nikulin [1] Theorem 1.12.2 etc.)
Set S = P EI1 Q(D7 + A 5 + Al)' Assurne that we have an embedding S '--+ ~3 satisfying
Looijenga's conditions (a) and (b). We will deduce a contradiction. By S we denote
the primitive hull of S in Aa, and by T we denote the orthogonal complement of S.
Consider the discriminant group S* / S ::: Z/4 EB Z/4 EB Z/2 EB Z/2 EB Z/3 ffi Z/3. The
first component Z/4 and the fifth component Z/3 are associated with the lattice P.
The second Z/4 is associated with the component D 7 . The third Z/2 and the last
Z/3 are associated with A s , and the fourth Z/2 with Al' We have a non-zero element
a = (a, b, c, d, x, y) in I = S/S. For the discriminant quadratic form q,

1 22 1 2 1 2 2 2 2
q(Q) =-4(a + b ) -"2 c +"2d - s(X + y ) =0 mod 2Z.

0' is oue of the followingj QI = (0,0,1,1,0,0), a2 = (2,2,0,0,0,0), aa = (2,2,1,1,0,0),
0'4 = (±1, ±1, 0, 1,0,0). H ° = Cil, then S contains a long root orthogonal to P such
that it is not in S. It contradicts the assumption. H 0' = Ci2, then S/P contains a
short root with length 1, which is a contradiction. H Ci = 0'4, then I contains 2n4 = a2
and we can reduce the problem to the second case. Thus we can assume that I is a
cyclic group of order 2 generated by 03. Set ßI = (2,1,0,1,0,0), ß2 = (1,0,0,1,0,0),
:::;\ = (0,0,0,0, 1,0), and 12 = (0,0,0,0,0, 1) E S* / S. We can check that the orthogonal
complernent 1.1.. of 1 with respect to b is a direct surn of I and 4 cyclic groups generated
by these 4 elements. ßi (i = 1,2) generates a cyclic group of order 4, and 7i (i = 1,2)
generates a cyclic group of order 3. We have 5* /5 f'V 1.1.. / I ::: Z/4 ffi Z/4 ffi Z/3 ffi Z/3.
Here note that ßI' ß2' 71' and 12 are mutually orthogonal with respect to b, and
q(ßI ) =-3/4, q(ß2 ) =1/4, qC=ri) =-2/3 rnod 2Z (i = 1,2). Thus we can compute the
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discriminant form of S. Reversing the sign of the discriminant quadratic form on S* / S
we get the discriminant form qT on T* /T. We have

3 2 1 2 2 2 2
qT(a, b,x,y) - 4U - 4b + '3(x + y ) mod 2Z

for (a, b, x, y) E Z/4 ffi Z/4 ffi Z/3 ffi Z/3.
Now we consider the lattice T2 = T ® Z2 over 2-adic integers Z2. Note that

Ti /T2 = (Tot< /T)2. Thus the mscriminant quadratic form of Tz has the form 3a2/4-b2/4.
This implies that T2 is equivalent over Z2 to the lattice whose intersection form is defined

by the matrix (
3

'0
22

_~2)' Therefore we can conclude that the discriminant D of T

satisfies D =-3.24 mod Zi2
• However, on the other hand, IDI = the order of Tot< /T =

the order of 8* /8 = 32 .24, and rnoreover D = IDI since T has signature (0,2). One
knows that there exists an element eE Zi = Z2 - 2Z2 with 3 = -ez. It implies 3 =-1
(mod 8), which is a contradiction ..

(7) &; + D 6

We can omit a graph with a D 4 -component and a graph without a component of
type D.

(7.1) &; + D6 (7.2) 2D6 + Al (7.3) D6 +2A3 + Al
(7.4) D 6 + As + A2 (7.5) Ds + A7

We can make the graph (7.1) from Au. Thus (7.1) belongs to pe.
The others are not in pe. The graph (7.2) is equal to (2.6).
For (7.2), (7.3), we can apply Lemma 1.6 as in (2.2). For (7.4) the method in

the case (1.2) cau be applied and we can show extra foots by considering the 3-Sylow
subgroup. To (7.5) we cau apply a 2-adie method and we cau deduee a contradietion
similarly as in the ease (6.2).

(8) Es +Ds
We ean omit graphs without a component of type D.
(8.1) Es + Ds (8.2) E7 + Ds + Al (8.3) Es + Ds + Az
(8.4) 2Ds + A 3 (8.5) Ds + 2A4 (8.6) Ds + As + A z + Al
(8.7) A 7 + Ds + Al (8.8) Ds + Ds (8.9) D s + As
(8.10) Ds + 2A3 + 2Al (8.11) Ds + A 3 + 2Al

Note that (8.4) is equal to (5.3), (8.8) is equal to (1.5)=(5.1), and (8.11) is equal
to (5.5), whieh have been previously discussed above.

Among them we can make the graph (8.1) from the graph Au, (8.2) from Es +
B l + Gz, and (8.8)=(1.5)=(5.1) from Au. (8.1), (8.2) and (8.8) belong to pe.

On the other hand, the others do not belang to pe. For (8.4)=(5.3) and (8.11)=
(5.5), we have shown it in the above. Fqr (8.10) it follows from Lemma 1.5. For (8.3)
and (8.6) we ean apply similar arguments to those in (1.2). By a similar argument as
in (5.3) we ean conclude it for the ease (8.7).

For the remaining (8.5) and (8.9) we apply a p-adie method.
Here we discuss (8.9) Ds+As. Assurne that there is an embedding S = PffiQ(G) C-..+

A3 satisfying Looijenga's (a) and (b) for G = D s + As. We will dedice a eontradietion.
The induced embedcling Q(G) ~ A3 / P is full. By S we denote the primitive hull of S
in A3 , and by T we denote the orthogonal complement of S. rank T = 2.
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First assume that m = [S : S] is prime to 3. Then (T* /T)3 "J (S* /S)3 "J (S* / S)3.
Here note that (S* / Sh "J Z/ 3 ffi Z/9. The first Z/ 3-component of (S* / S)3 corresponds
to the lattice P and the second component Z/9 corresponds to the AB-component of G
respectively. The discriminant quadratic form on (S* / S)a can be written

2 2 8 2
q3 -3X + gY mod 2Z.

The discriminant quadratic form on (T* /T)3 is -q3.
We consider the lattice Ta = T 0 Z3 over 3-adic integers Z3. Since Ta* /T3 "J

(T* /T)a, the discriminant quadratic form of T3 coincides with -Q3. This implies that
T3 is equivalent over Z3 to the lattice defined by the diagonal matrix whose diagonal
entries are 6, -72. Thus the discriminant D of T satisfies D =_24

• 33 mod Z;2. On

the other hand, IDI = #(T* /T) = #(8*;"5) = #(S* / S)/m2 = 24 .33 /m 2 (Ey #M we
denote the order of an abelian group M.), and D > 0 since T has signature (0,2). In
conclusion we have _24 .33 =24 .33 /m2 mod Z;2. It implies that x2 - -1 (mod 3)
has an integral solution, which is a contradiction.

Now, we can assurne that there is a non-zero element Q E (8/S)3 C (S* /S)3. Since
Q(0:) = 0 mod 2Z, one knows 0: = (0, ±3). Then, S contains an element Q' with Q'2 = 2
which is not in S. Trus contradicts Looijenga's condition (a) and the fullness.

Thus we can conclude D s +AB tt PO.
The case (8.5) is similar. We consider p = 5 in this case.
All the graphs in the remaining cases (9)-(26) turn out that they do not belong to

PC.

(9) A10 + 3A l

From this graph we can make no graph with a D-component by elementary trans­
formations.

(10) D IO + 3AI

(10.1) D IO + 3AI (10.2) Ds +5A I (10.3) D7 + A 3 + 3AI

(10.4) D 6 + D4 + 3Al (10.5) 2Ds + 3A1

We have already treated the case (10.1)=(2.2). It is not in PC. For (10.2)-(10.5)
by Lemma 1.5 one knows that they are not in PC.

(11) Ag + 4AI (12) A 7 + A 2 + 4A1 (13) A 6 + A 4 + 3A]
Obviously we cannot make a graph with a component of type D from any one of

these three graphs (11 )-(13).

(14) D s + As + 3A1 (15) E 6 + A4 + 3Al (16) E7 + Aa + 3AI

(17) Es +A 2 + 3A1

Let G be a graph with 13 vertices and with a component of type D made by an
elementary transformation from one of the above 4 graphs (14)-(17). G has the form
G = G' + Ak + 3A1 with k ;::: 2. Ey Lemma 1.5 one knows G f/:. PO.

(18) Ag + D 4 (19) D g + D 4 (20) A s + D 4 + Al
(21) A 6 + D4 + A 2 + Al (22) As + A4 + D4 (23) Ds + D4 + A4
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(24) E 6 + D 4 + A3 (25) Er + D 4 + A2 (26) Es + D 4 + Al
Omitting graphs without a D-component or with a D4 -component, only the fol-

lowing items remain for these cases (18)-(26).
(19.1) D g +4A I (19.2) D 7 +6A I (19.3) D 6 +A3 +4A I

(23.1) Ds + A4 +4A I

(25.1) D 6 +A2 +5A I

(26.1) D~ + A3 + 5A I (26.2) Ds +5A I

Ey Lemma 1.5 one knows that all of them cannot belong to pe.
Ey the above we complete the case of the number of vertices 13.
We would like to proceed to the case of 12 vertices.
Let G be a Dynkin graph with components of type A, D, or E only. For simplicity

by €p (G) and by d(G) we denote the Hasse invariant €p (Q (G» and the discriminant
d(Q( G» of the root lattice Q(G) of type G respectively.

In the following we assume further that G has 12 vertices and has a component
of type D. Here recall our assumption (1) and (2). Ey assumption (1) p = 19. By
assumption (2) €p(G) ~ (3, d(G»p for some prime number p.

Let G' be the sum of components of G of type A or E. The number of vertices of
G' is less than or equal to 8. Then we have

€p(G') ~ (3,d(G' »p for p = 3,5,or 7.

In what follows we explain this assertion.
Here recall that d(G 1 + Gz) = d(G1 )d(G2 ) and fp(G I + Gz) = €p(GI)€p(GZ) .

(d(G I ), d(Gz»p for Dynkin graphs GI, Gz, and that for p ~ 2,00 (a, b)p = 1 if integers
a, b satisfy p Ya and p Yb. Eesides, (a, bZ)p = 1 for every a, b, p.

Let G" = G - G' be the sum of components of type D. Note that d(G") = 4m

for some m, and fp(G") = 1 for every prime p. We have €p(G) = €p(G')€p(G") .
(d(G'),4m )p = €p(G' ), and (3,d(G»p = (3,4m )p(3,d(G/»p = (3,d(G'»p.

Thus €p(G' ) # (3,d(G' »p for some prime p.

If p 2:: 3 and p yd(G'), then €p(G') = 1, since €p(Ak) = (-1, d(Ak»p and €p(D1) =
€p(Em ) = 1. Moreover, if p 2:: 5 and p Yd(G' ), then we have (3, d(G'»p = 1. Therefore
if p 2:: 5 and p Yd(G' ), then €p(G' ) = (3, d(G'»p. Thus we can consider only the case
where p = 2,3 or p I d(G'). Here note that d(Ak ) = k + 1, d(Em) = 9 - m and C'
has at most 8 vertices. Thus p = 2,3,5 or 7, if p Id(G'). Consequently we cau assurne
p = 2,3,5 or 7. '

Finally we can omit p = 2 further, because of the product formula:

TI €p(G' ) = 1, TI (3, d(G'»p = 1.
p,incl.oo p,incl.oo

(€oo(G') = 1 since Q(G') is positive definite. (3, d(G'»oo = 1 since d( G') > 0.)
Assume that €7( G') t= (3, d( G'»7. (We omit the lower index p = 7 in the following.)

We can write C' = A6 +G l since 71 d(G'). Cl = A2 , 2Al, Al or 0. In any case 7 Yd(G l ),

and thus (3, d( G'» = (3, d(A6 »(3, d( GI» = (3, 7) = -1. Calculating €( G') for the four
possible cases, one has G' = A6 + Az.

Assume that €~ ( G') t= (3, d(G'))5. (We omit the lower index p = 5 in the following. )
We cau write G' = At +GI. Gl has at most 4 vertices.
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Gase 1. 5 I d( G1 )

GI = 2A4 • However in trus case f(G') = 1 = (3,d(G' )).

Gase 2. 5 Yd(G I )

(3,d(GI)) = -1. We have only to check whether E(A4 + GI) = (5,d(G l )) is equal
to 1. This is equivalent to d(GI) =±1 (mod 5). Among the 11 possibilities only the
following 6 graphs satisfy f(GI) = 1.

A 4 +2A2 , A4 +4AIl A 4 +A3 , A4 +A2 +Al , A 4 +2All A4 •

Assume that f3(GI
) i:- (3, d(G'))3. (We orillt the lower index p = 3 in the following.)

Note that in this case we cannot conclude 3 I d(G').

Gase 1. 3 Yd( GI)
In this case f(G') = 1. Thus the assumption {:::=> (3, d(G')) = -1 '$==} d(GI) _

-1 (mod 3). G' has at most 8 vertices and its component is either Al, A3 , A4 , A6l
A7 , E 7 , or Es. We can pick up the following 15 graphs satisfying the assumptions from
34 possibilities.

E7 A7 A6 + Al A4 + 4AI A4 + A3 A4 + 2AI A4 2A3 + Al
A3 + 5A} A3 + 3AI A3 + Al 7A l 5AI 3A} Al

Gase 2. G' contains A s.
G' = As. f(Ae) = (-1,9) = 1. (3,d(Ae)) = (3,9) = 1. This does not satisfy the

assumption.

Case 3. G' contains E 6 •

There are only 4 possibilities for G'. Only the following three satisfy the assump­
tion.

Gase 4. G' contains A s.
There are only 7 possibilities for Gf

• Among them only the following six satisfy the
assumption.

As +A3 , As +A2l As +3At, As +2At, As+AI , As·

Gase -5. G' contains just 4 of A 2 •

G' = 4A2 • In this case f = 1 = (3, d). It does not satisfy the assumption.

Gase 6. G contains just 3 of A2 •

We can write G' = 3A2 +GI with 3 yd(G 1 ). Then we have f(G') = (3, d(G I )), and
(3, d(G')) = - (3, d(G1 )). Thus every possibili ty automatically satisfies t he asSlunption.
There are three possibilities.

Case 7. G contains just 2 of A2 •

Writing G' = 2A2 +G1, one knows f i:- (3, d) {::=:} d(GI) - 1 (mod 3). Only the
following four among possibilities satisfy the assumption.
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Case 8. G contains just one of A2 and it does not contain As and E6 •

We can write G' = A 2 + GI with 3 Yd(G I ). We have €(G') = -(3, d(G I )) and
(3, d(Gf

)) = - (3, d(GI) ). Thus the assumption is never satisfied in this case.
We have the following proposition.

Proposition 1.7. Let G be a Dynkin graph witb components of type A, D, or E
only. We assume that G has 12 vertices and it contams a component of type p. H
f p (G) # (3, d(G))p for same prime p, then G is one of the following 40.

(33) D5 + 7AI

(36) 2D4 + 2A2

(39) D4 + 3A2 + 2AI

(17) D6 + A 4 + 2AI

(20) D s + 3A2 +Al

(3) Da + A 3 + Al
(6) D6 + E a
(9) Dr, + E 7

(12) Ds +As + 2A I

(27) Dr, + A 5 + A 2

(30) D 4 + A4 + 2A2

(32) Ds + D4 + 3A I

(35) 2D4 + A 3 + Al
(38) D4 + A 3 + 5AI

(2) D s + A 4

(5) D6 + Ds + Al
(8) Dr, + A7

(11) D s + Ea + Al
(14) D5 + A4 + A2 + Al
(16) D7 + D4 + Al
(19) Da + 2A2 +2A I

(22) D4 + A s + A 3

(24) D4 + A s + 3AI

(1) Du + Al
(4) D 7 + As
(7) Da + A s + Al
(10) D s + A 6 +Al
(13) Ds + A 4 + A 3

(15) D g + 3A I

(18) D 6 + 3A2

(21) D4 +Ea + 2A1

(23) Da + A 3 + 3AI

(25) Ds + 2A3 + Al
(26) Da + 2A2

(29) D4 + A 6 + A2

(31) D7 + 5A I

(34) 2D4 + A 4

(37) D4 + A 4 + 4AI

(40) D4 + 2A2 + 4AI

Among the above, 14 items (1)-(14) can be made from one of the essential basic
Dynkin graphs by elementary or tie transformations repeated twice. (For example we
can make D l2 from a basic graph All by one tie transformation. From D l2 we can
make the graphs (1 )-(14) by the same t ransfonnation. )

Lelnma 1.8. In addition to our assumptions on the elliptic 1(3 surfaces we assume
that the number r oE vertices oE G E PC(WI,o) is 12. Then G has at most only one
component oE type D4 •

Proof. If G has 2 or more components of type D4, then the functional invariant roust
be constant. (See Lemma 1.5.) One has p = 19, a = 1, t l = 0, and t = 4 by assumption
and by the equality (3) in Part II section 1. Thus the combination of singular fibers
must be 4[; and G = 3D4 • However, theu, f p(3D4 ) = (3, d(3D4 ))p for every p, which
contradicts the assumption. Q.E.D.

The ten items (31)-(40) do not satisfy the condition in Lemma 1.8 or Lemma 1.5
(1). Thus they do not belong to pe.

Hems (15)-(30) are remaining. For (15)-(22) we can apply a similar argument to
that in the case (1.2), r = 13 in the above. Only by solving the congruence equation
q =0, we can conclude that they are not in pe.

For (23) and (24) we can use the method applying Lemma 1.6 explained in the case
(2.2) in the above. To (25) we can apply_ the method in the case (5.3) above.
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To (26)-(30) we can apply the same method as in (8.9). Namely, first by the p­
adic method, we show that S = P EB Q(G) has no primitive emdedding into A3 • Next
assuming S/S =j:. 0 by solving q := 0 we can deduce a contradiction from the fullness.

Anyway we can show that any one of the items (15)-(40) does not belong to PC.
We cornplete the case of 12 vertices.
Now, the last remaining case is the case of 11 vertices. Also in this case we use the

abbriviations d(G) and f p ( G).

Proposition 1.9. Let G be a Dynkin graph with 11 vertices with components of type
A, D, ar E only. Assume that G has a component of type D and satisfies tbe following
condition O.

For same prime number p, 3d(G) E Q;2 and fp(G) f. (-1, 3)p.

Then, G = D s + E 6 , D5 + A 5 + Al or Ds + 3A2 •

Praof. Let G' be the surn of components of Goftype A or E. "G' has at most 7
vertices. One knows easily that V' is equivalent to the following 0'.

For p = 2,3,5 or 7, 3d(G' ) E Q;2 and fp(G') =j:. (-1, 3)p. 0 '

In the first step we detennine all the pairs (G/,p) such that fp(G 1
) f. (-1,3)p,

where G' is a Dynkin graph with at most 7 vertices with components of type A or E
only, and p = 2,3,5 or 7. We can omit the calculation in the case p = 2 thanks to the
product formula.

We do not present the result here. However, the list of such pairs contains 33 kinds
of Dynkin graphs, and each graph corresponds to just 2 prime numbers. The two graphs
A6 + Al and A 6 correspond p = 3 and 7. The three graphs A4 + 3AI , ~ + A2 and
A4 + Al correspond to p = 3 and 5. The others correspond to p = 2 and 3.

Next, we check whether each item satisfies 3d(G') E Q;2 or not. (Note that an

integer pma with p Ya belongs to Q;2 if and only if m is even and (~) = +1 (when p

is an odd prime number. ~) is Legendre's quadratic residue symbol.), m is even and

a =1 (mod 8) (when p = 2).) Then, one knows that only three graphs satisfy the
conditioll, and we have the above three graphs. Each of the three satisfies the condition
for p = 2 and 3. Q.E.D.

Ir 0 is not satisfied, then there exists an isotropie element in a nice position by
Theorem 0.5 [lI) in Part I (Urabe [4]). Thus we can assurne O. Consequently we can
consider only the above three graphs.

For D 6 + E6 and D 6 + As + Al we can make them from the basic graph All by tie
transformations repeated twice. Thus they belong to PC = PC(WI,o). Indeed we can
make D 12 from An easily. From D 12 we can make them.

On the contrary, the third graph D5 + 3A2 does not belong to PC. To see this we
can apply the same method as in (8.9) above.
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We cau complete this section. We have shown Proposition 0.1 under the assumption
((1)) in the introduction.

§2. A singular fiber of type II·, III·, IV·

Let G be a Dynkin graph belonging to PC(Wl,o) with r vertices. Throughout trus
section we assume that the corresponding elliptic !(3 surface q. : Z --+ C has a singular
fiber of type II·, III·, or IV·, which is denoted by F2 •

Proposition 2.1. (1) G is a subgraph ofthe Coxeter-Vinberg graph ofthe unimodular
lattice of signature (14, 1).
(2) G has a component of type E.

Proof. (1) We have the associated embedding P ffi Q( G) f--+ A3 satisfying Looijenga's
conditions (a), (b). Let P denote the sublattice in P of rank 6 which has a basis
eo, ... , e5 corresponding to C5 and 5 components of Pl . This P is isomorphie to P
de:fined in the case J3,0. It is easy to check that the induced embedding P ffi Q(G) '"--+ A3

also satisfies the condi tions (a), (b). Thus the embedding Q(G) f--+ A3 / P is full. By
Proposition 2.1 in Part 11 the orthogonal complement of Q (G) in A3 / P contains an
element ~ with ~2 = -4. (Though we cau write ~ = 2Tf in A3 / P, we do not use this
fact.) The orthogonal complement L of Z~ in A3 / P is a unimodular laUice of signature
(14,1), and Q(G) is fuH in L. The claim follows from these facts.
(2) Consider the dual graph Gl associated with the set of components of F2 not inter­
secting [F. The dual graph of all components of F2 minus 1 or 2 vertices corresponding
to components with multiplicity 1 is G l .

Assume that GI is not of type E. We will deduce a contradiction. One knows
immediately that F2 is of type IV· and GI is of type Ds.

For 2 ~ i ~ t, let n(Fi) denote the number of components not intersecting IF of the
singular fiber Fi. n(F2 ) = 5 and r = 2:~=2 n(Fd. Recall that we can asswne p = 7 + r
without loss of generality. Then, by the equality (2) in the beginning of section 1 in
Part 11, we have E~=3(m(Fi)- n(Fi) -1) +a = 0, since m(F1 ) = 5 and m(F2 ) = 7. We
have a = 0 aud m(Fi) - 1 = n(Fi ) for 3 ~ i ~ t. In particular the group E of sections
is finite.

Here we recall that we denoted by Tor M the subgroup of an abelian group M
consisting of all elements of fini te order.

In our case the section 81 corresponding to C6 belongs to Tor E = E. VI/e consider
F i# = Fi n Z# for i = 1,2. Recall that they carry the group structure. Since F] is of
type I;, Tor F1# rv Z/2 + Z/2. One knows that 81 has order 2 in E since E --+ Tor F1#

is injective. Thus Tor F2# has an element of order 2, since E --+ Tor F2# is injective.
However, Tor Fr rv Z/3, since F2 is of type IV·. It is a contradiction. Q.E.D.

Here recall Proposition 3.5 in Part Ir, which claims that if a Dynkin graph G
can be obtained from abasie Dynkin graph Go by elementary or tie transformations
applied twice, then any subgraph G' of G cau be obtained from Go by elementary or
tie transformations applied twice.

By the concrete form of the Coxeter-Vinberg graph in Part Ir section 2, one knows
that a Dynkin graph G satisfying the conditions (1) and (2) in Proposition 2.1 is a
subgraph of Es + E 6 Of 2E-,.



(10) E6 +D~ + A2

(13) E 7 +A 3 +A 2 +Al
(16) E 6 + A 7

18

By Theorem 0.5 in Part I [4] we can treat only the case r = 13,12 or 11.
The first case is r = 13. Then G is one of the following 18 graphs.
(1) Es +A4 +AI (2) Es+Ds (3) E7 +A6

(4) E 7 +D6 (5) E7 +Ds +AI (6) 2E6 +AI

(7) E6 + D7

(8) Es + 2A2 +Al (9) E 6 + At + A2 +Al
(11) Es + A 5 (12) E7 +As +Al
(14) E7 +A4 + A2 (15) E7 +E6

(17) E6 + A6 + Al (18) E 6 + A4 + A 3

The 7 graphs (1)-(7) ean be made from one of the essential basic Dynkin graphs
by tie transformations repeated twiee. The following shows an example of the initial
basic graph.

(1) +- Es +BI + G2 (2) +- Bg + G2 (3) +- Er + B 3 + GI
(4) +- Er + B 3 +GI (5) +- Es +BI +G2 (6) +- Es + BI + G2

(7) +- B g + G2

The other 11 graphs do not belong to PC = PC(WI,o).
For (8), (9), and (10) we can use the method explained in (1.2) in section 1 to show

it. We can construct an extra root for each non-zero solution of q = o.
For 7 graphs (11)-(18) we apply the p-adic method for p = 3, and argue as in the

case (8.9) D~ + As.
Let us proceed to the case of r = 12. Thanks to Proposition 3.5 in Part II, we

cau assume that G is not isomorphie to a subgraph of the above (1 )-(7) of case r = 13
in addition to the conditions in Proposition 2.1. It is not difficult to see that a graph
satisfying the conditions is oue in the following list.

010 Es + 2A2 020 E7 + 2A2 + Al
030 E6 + A3 + A 2 + Al <>40 E6 + A4 + A 2

It turns out that all of these 4 graphs do not belong to Pc.
For these graphs we ean apply the p-adie method for p = 3. By arguments similar

to the case (8.9) D 5 + As , we can show that any one of them is not in PC.
Lastly we consider the case r = 11. However, in this ease every graph satisfying

the conditions in Proposition 2.1 is isomorphie to a subgraph of the above (1)-(7) in
the case r = 13. By Proposition 3.5 in Part II we can complete the proof.

We have shown Proposition 0.1 under the assumption ((2» in the introduction in
this section.

§3. COlllbillations of graphs of type A

In this seetion we eonsider under the assumption «(3» in the introduction. As in
the previous seetions G denotes a Dynkin graph in PC(vVI,o) with r vertices. The
corresponding elliptic I{3 surfaee <P : Z -t C has t singular fibers F I , ... ,Ft and one
of them, say FI , is of type I~ and the others are of type I, I I, I I I or IV. The union
IF = FI U C~ U C6 is the curve at infinity. By Co, . .. , C4 we denote the components of
IF. We assume that Co has multiplicity 2, C5 intersects C4 , and C6 intersects 0 3 • Let
Ani be the dual graph of the set of components not intersecting e5 of a singular fiber
Fi for 2 ~ i ~ t.· (Ao stands for an empty graph 0.)
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Lemma 3.1.(1) H p = r + 7, then a = 0 ar 1. H p = r + 7 and a = 1, then every
singular fiber F i with 2 ~ i ~ t has only one component intersecting I F. H p = r + 7
and a = 0, then G = 2As + GI for same Dynkin graph GI.
(2) r ~ 13. H r = 13, then a = 1.
(3) v(G) :::; 18 - r.

Proof. (1) For 2 ~ i ~ t by n(Fi ) we denote the number of components of Fi not
intersecting IF. By definition r = I::=2 n(Fi ). By the equaliy (2) in Part 11 section 1,

we have 1 - a = L:~=2(m(Fd - n(Fd - 1). Obviously m(Fd ~ n(Fd + 1 by definition,
and a ~ 1.

H a = 1, then m(Fd = n(Fi) + 1 for all i with 2 :::; i :s; t.
Assurne a = O. There is a unique singular fiber, say F2 , different from F I such

that Cs and C6 hit different components of F2 • Let Si be the subgroup of Pic( Z)
generated by the classes of components of Fi not intersecting Cs . We can write [C6 ] =
[F] + m{F + Cs] +W3 + X, where W3 E Si, X E Si and mEZ. We have m = 1, since
[C6 ] • (Cs] = O.

Under the isomorphism S; f'V Q(D4 )* W3 corresponds to the fundamental weight
associated with the vertex of the Dynkin graph D 4 with one edge corresponding to the
component C3 of F I . In particular wi = -l.

On the other hand, under S; ~ Q(An2 )'" X corresponds to the fundamental weight
associated with the vertex of A n2 corresponding to the component of F2 hit by C6 •

However, by injectivity of E = Tor E -t F2#, the image of X in the quotient
Q(A n2 )'" / Q(An2 ) has order 2. Thus n2 is add, and X corresponds to the central vertex
of A n2 • In particular X2 = -(n2 + 1)/4. We have -2 = {C6F = 2 - 1 - (n2 + 1)/4.
Thus n2 = 11. G contains the graph All minus the central vertex, i.e., 2As .
(2) Since 20 ~ p 2:: 7 + r, the first claim is obvious.

Assume r = 13. Then p = 20 = 7 + r. We have a 2:: v(Iü) ~ 1 by the inequality
(4) in Part 11 section 1 when J is not constant.

Thus we can assume moreover that J is constant. Then tl = 0 in the equality (3)
in Part 11 section 1, and we have 2(t - 1) = 4 + a :s; 5.

On the other hand, every component of Gis of type Al ar A2 under our assumption,
since every singular fiber except FI is of type I I, I I I or IV. Therefore we have 7 :s;
v(G) :s; t - \ :s; 2, which is a contradiction.
(3) We can assurne without 10ss of generality that p = r+ 7. Ha = 0, then the inequality
obviously holds by (1). Thus we assurne moreover a = 1. We apply the equality (3)
in Part 11 section 1. First obviously t - t l - 1 = v(I I) + v( I I I) + v( IV) under our
assumption. Secondly tt = v(G) + v(II ) by (1) above. The claim follows from the
equality (3) in Part 11. Q.E.D.

Note that by Lemma 3.1 (1) G = L: A ni if p = r + 7 and a = 1.
Let P be the lattice associated with the singularity WI,o. rankP = 7. Recall that

eo, ... ,e6 denote the basis of P which has a one-to-one correspondence with the compo­
nents Ci'S of I F. The surface Z defines an embedding P $ Q(G) ~ A3 satisfying Looi­
jenga's conditions (a) and (b). The induced embedding Q(G) ~ A3 /P is full and has
no obstruction component of type Au, i.e., if G has a component G l of type Au, then
(P(Q(GI), A3 / P) : Q(GI)] < 12. Here recall that we have denoted the primitive hull of
a submodule M in L by P(M, L) = {x E L I For some non-zero integer m~ mx E M}.
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We regard P EI? Q(G) as a submodule of A3 via the indueed embedding.

Proposition 3.2. PC(W1,0) C PC(J3 ,o).

Proof. Let P be the sublattiee of rank 6 in P generated by eo, el, ... , es. This P is
isomorphie to P defined in the case of J3 ,0.

If G E PC(W1,0), then we have an embedding P EB Q(G) '-+ A3 satisfying the
condi t ions (a), (b). It is easy to check that the indueed embedding P EB Q(G) '-+ A3

also satisfies (a) and (b). It implies G E PC( J3,0). Q.E.D.

Proposition 3.3. Assume that p = r + 7 and a = 1.
(1) Q(G) is primitive in A3 .

(2) For every element Cl: E P(P EI? Q(G), A3 )/(P EB Q(G)) with order 2, there is a subset
T C N(2) = {i 12 :s; i :s; t, ni + 1 =0 (mod 2)} satisfying 2:iET(ni + 1) = 12 and Q

can be written a = w+ I:iETXi, where w E P* /P, and Xi E Q(An;}*/Q(An;} (i E T)
have order 2.

Proof. (1) The praof is same as in Lemma 1.6 (1).
(2) We can write a = W + 2::=2 Xi' where w E P* / P "J Z/12,
and Xi E Q(AnJ* /Q(AnJ "J Z/(ni + 1) for 2 :s; i :s; t.

Set T = {i I 2 :s; i ::; t, Xi f: O}. If Xi f: 0 it has order 2 by asswnption, and ni is
odd.

If W = 0, we have a contradiction by above (1). Thus w t=- o. By assumption w
has order 2. It can be checked that the element of order 2 in P'" / P is Wo mod P where
Wo = (el +e2) /2+eo +e3 E P* and thus it is contained in (P* np* )+P/ P ::: (P* np*)/P.
Namely, we can regard a as an element in (P EB Q(G))* /(P EB Q(G)). Thus we have a
section s' : C -4 Z whose image C~ = s' (C) represents the dass Cl:. Since for every point

a E C the homomorphism from S/8 to ,the group F! of the fiber over a is injective,
C' . Cs = O. Let Si be the same group as in the proof of Lemma 3.1 (1). vVe can write

[C'] = [F] + [F + es] + W + LXi,
iET

where F denotes a general fiber, Xi E S; i8 the fundamental weight associated with
the central vertex of the Dynkin graph Anj • In particular XI = -(ni + 1)/4. The
element wES: corresponds to Wo E p~* "J Q(D4) under Si ..::+. P~*. We have -2 =
[C']2 = ([F] + [F + Cs])2 + w 2 + 2:iET(ni + 1)/4. Therefore I:iET(ni + 1) = 12, since
([F] + [F + C5 ])2 = 2 and w 2 = -1. Q.E.D.

Corollary 3.4. We consider a Dynkin grapb G = I:iEI Aki E pe = PC(W1,O) under
the condition ((3)). Assume moreover that p = r + 7 and a = 1. Set S = P ffi Q(G) and

S= P(S, A3 ).

(1) For any prime p with p ~ 5 (S /S)p = O. (Mp denotes the p-Sylow subgroup oE M).
(2) For p = 2, 3, /((5/S)p) :s; 1. (I(M) denotes tlle minimum number oE generators of
M).

Proof. The praof is same as that of Lemma 1.6 (3), (4).
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First we consider the case r = 13. Then, we have p = r + 7 = 20 and by Lemma
3.1 (2) we have a = l.

By Lenuna 3.1 (3) items to be checked are graphs corresponding to the division of
13 into 5 pieces. By Proposition 3.2 we can assurne moreover that the graph belongs to
PC(J3 ,o). Reeall that there are 25 kinds of such graphs. 24 graphs of 25 was explained
in paragraph A in Part 11 seetion 3 and we can make them from Es + F4 by two tie
transformations. The last one is (57) 3+3+3+2+2, 3A3 + 2A2 . The following is the list
of 25 graphs. We use the numbering in Part 11 seetion 3.

(1) Al3 (2) A l2 + Al (3) All + A 2

(5) Ag + A 4 (6) Ag + As (8) All + 2A I

(9) A IO + A 2 + Al (10) Ag + A 3 + Al (11) Ag + 2A2

(12) Ag + A 4 + Al (17) 2A6 + Al (18) A 6 + A~ + A 2

(20) 2As + A 3 (21) As + 2At (23) Ag + A 2 + 2A I

(26) A 7 + A 4 + 2AI (27) A 7 + A 3 + A2 + Al (30) A6 + At + A 2 + Al
(32) A 6 + A 3 + 2A2 (34) AlS + A 4 + A 3 + Al (43) A 7 + 2A2 + 2AI

(47) 2As + 3AI (49) A s + 2A3 + 2A I (53) 2A4 + 2A2 + Al
(57) 3A3 + 2A2

(a). For (1) and (2) we ean make the eorresponding graph G from the essential basic
Dynkin graph All by two tie transformations. Thus G E PC.

In the other 23 eases the corresponding graph G is not a member of PC.

(b). Consider the ease (3) G = All + A2 • Note the obstruction component All.
Set S = P ffi Q(G). We assurne that there is an embedding 8 C-.....t A3 satisfying

Looijenga's (a) and (b). By Swe denote the primitive huH of S in A3. We set 1= B/S.
T denotes the orthogonal complement of 8 in A3. D is the diseriminant of T.

We have S·/ S ~ (Z/4)2 ffi (Z/3)3. The first Z/4-component and the third com­
ponent isomorphie to Z/3 correspond to P, the second and the fourth correspond to
All, and the last fifth Z/3-component corresponds to A 2 • We have D = 24 .33 /m2 for
m = [8: S].

Assume that m = [B : S] is odd. (T· /T)2 ~ (S· /8)2. Since the discriminant
quadratic fonn on (S· /8)2 r'V (Z/4)2 can be written -a2 /4 + b2 /4, D =_24 mod Zi2

•

Thus we have -33 _ m 2 (mod 8), which is a contradiction. Oue knows that m is even.
Assume that m is not a multiple of 4. Then, by Proposition 3.3 (2) 12 is generated

by (2,2) E (S· /8)2, One can check that the finite quadratic form on (S /8)2 r'V 1:}- /12 r'V

Z/2 + Z/2 can be written ab for (a, b) E Z/2 + Z/2. Thus one has D __22 mod Z22

and -33 =m '2 (mod 8) for m' = m/2, which is a contradiction. Thus m is a multiple
of 4.

Next, we consider p = 3. 3-21(13 ) = l((S· / 8h)-21([3) ~ 1((S· /5)3) ~ rank T = 2
and we have /(13) ~ 1. Let 0' E 13 be non-zero element. The discriminant quadratic
form on (S· / S)3 can be written q3 =-2x2 /3 +2(yr +y~)/3. Thus a is equal to either
QI = (±1, ±l,O), or 0'2 = (±l,O,±l). H 0' = 0'2, Scontains an element Q = X+w where
X E p., w E Q(A2 )· and w 2 = 2/3. The image of 0' under A3 ---7 A3 / P defines a short
root in the primitive huH of Q(G). It contradicts fullness. Thus 0' = 0'1' Note that the
third eomponent of al = (±1, ±l, 0) is O. It implies that ((P(P ffi Q(All ), A3 )/(P EB
Q(A II »)3 ~ 0.
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In eonclusion one has [PcP EB Q(Au ), A3 ): P EB Q(Au )] 2:: 12. It implies that An
is an obsrtuction eomponent with respect to Q(G) ~ A3 / P. Thus Au + A2 ft PC.

(e). Consider (8) G = Au + 2A l . We clefine 5 = P EB Q(G), S, T, D, and I as above.
In this ease we have S* /S f"V (Z/4)2 EB (Z/2)2 EB (Z/3)2 The first Z/4-component

and the fifth Z/3-eomponent eorrespond to P, the second and the sixth to Au, and the
middle third, fourth Z/2-component eorrespond to 2 of Al.

Sinee 1« S* / S)2) = 4 > 2, 12 t O. Assume that 12 has order 2. Then (2,2,0,0) E
(S* / S)2 is the generator of 12 and I(It) 2:: 4. One has 3 :::; I(L]- /12) = 1« S· / Sh) =
I(T* /T)2) :::; rank T = 2, a eontradiction. Thus 12 is eyclic of order 4. Let a =
(at, b, Cl, C2) E (S· / Sh be the generator. Note that 20:' = (2,2,0,0). Sinee the discrim­
inant quadratic form q2 on (S* / S)2 ean be written -a2/4 +b2/4 + (ci + c~)/2, solving
q2(a) = 0, one has 0:' = (±1,±1,O,O).

On the other hand, by considering T ® Z3 one knows 13 t O.
In conclusion [PcP EB Q(All ), A3 ) : P EB Q(All)] ~ 12, and Au is an obstruetion

eomponent. Thus An + 2A l ~ PC.

(cl). For (47) and (49) the division of 13 consists of 5 odd numbers. Thus the eorre­
sponding graph is not a member of PC. Indeed, I«S* / S)2) = 6. By Corollary 3.4(2)
I(S / S) ~ 1. Thus 4 :::; I(S/S)2) = I«T* /Th) :::; rank T = 2, whieh is a contradiction.

(e). For the foHowing 7 cases we have I«S· / S)J) 2:: 3. Thus (S/5)3 t O. For every
element in the 3-Sylow subgroup (S* / S)3 at which the discriminant quadratic form
takes 0, one eau construct an extra root with length ..j2f3 or v'2 in the primitive huH
of Q(G) in A3 / P. Thus the corresponding graph G rt pc.

(6), (11), (18), (32), (43), (53), (57).

(f). In the foHowing 6 cases, by computing D by the 3-adic method, one ean show
(S/ S)3 t o. However, for each non-zero solution of q _ 0 in the 3-Sylow subgroup, we
cau construct an extra root in the primitive huH.

(9), (12), (23), (27), (30), (34).

(g). If we cau conclude (S/ 5)p # 0 for p = 5 or 7 by calculating the diseriminant of
T ® Zp, then it contradicts Corollary 3.4 (1). Thus the corresponding graph G rt pc.
We eau apply this method to the following 3 cases.

(5), (1 7), (21).

(h). The re~aining eases are the following 3. For each one of them I((S* / Sh) 2:: 3.
Thus 12 = (S / S)2 t O. By Proposition 3.3 (2) we ean easily find an element 0:' E 12 of
order 2. However, for every element ß E (S· / Sh 2ß t 0:', aud thus 12 is generated by
a. Computing the discriminant quaclratic form of Sand computing the discriminant D
in two different ways, one cau deduce a contradiction. Thus the corresponding graph
G~PC.

(10), (20), (26).

Let us proceed to the case r = 12. We cau assume p = r + 7 = 19. By Lemma 3.1
(1) a = 0 or 1.

If a = 0, then G is either 2A~ + A2 or 2A~ + 2Al by Lemma 3.1 (1). Now, we ean
make 2As +Al from a basic graph Au by a tie transformation. From 2As +Al we can
II1;ake both of them by a tie transformation. In partieular, 2A5 + A 2 , 2A~ + 2A1 E pc.
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In the following we assume a = 1 and p = r + 7 = 19. By Lemma 3.1 (3) it is
enough to examine the divisions of 12 into 6 pieces. Recall that there are 57 kinds of
them. We use the numbering [lJ-[57] in Part II seetion 3.

[1] 12
[5] 8+4
[9] 9+2+1

[13] 7+3+2
[17] 5+5+2
[21] 8+2+1+1
[25] 6+3+2+1
{29] 5+3+3+1
[33J 3+3+3+3
[37J 6+2+2+1+1
[41] 4+4+2+1+1
[45J 3+3+3+2+1
[49] 5+3+1+1+1+1
[53] 4+2+2+2+1+1
[57] 2+2+2+2+2+2

[2] 11+1
[6] 7+5

[10] 8+3+1
[14] 6+5+1
[18J5+4+3
[22] 7+3+1+1
[26] 6+2+2+2
(30] 5+3+2+2
[34] 8+1+1+1+1
[38] 5+4+1+1+1
[42] 4+3+3+1+1
[46] 3+3+2+2+2
[50] 5+2+2+1+1+1
[54J 3+3+3+1+1+1

[3] 10+2
[7J 6+6

[11J 8+2+2
[15J 6+4+2
[19] 4+4+4
[23J 7+2+2+1
[27J 5+5+1+1
(31] 4+4+3+1
[35] 7+2+1+1+1
[39] 5+3+2+1+1
[43] 4+3+2+2+1
[47] 7+1+1+1+1+1
[51] 4+4+1+1+1+1
[55] 3+3+2+2+1+1

[4] 9+3
[8J 10+1+1

[12J 7+4+1
[16J 6+3+3
[20J 9+1+1+1
[24J 6+4+1+1
[28J 5+4+2+1
[32] 4+3+3+2
[36] 6+3+1+1+1
[40] 5+2+2+2+1
[44] 4+2+2+2+2
[48] 6+2+1+1+1+1
[52] 4+3+2+1+1+1
[56J 3+2+2+2+2+1

Au
Es + BI + G 2

E7 + B3 + GI

Au
Es + BI + G2

E 7 + B 3 + GI

All

E7 + B3 + Cl

E 7 + B 3 + GI

[al. For some of 57 the corresponding graph is a subgraph of a graph which can be
made from one of the essential basic Dynkin graph by tie transformations repeated
twice. Thus we can apply Proposition 3.5 in Part 11.

t> A subgraph of A l3 [1], [3]-[7]
t> A subgraph of A l2 +Al [8], [9], [10], [12], [14]
t> A subgraph of Er + Aa [15J, [25J
t> A subgraph of D g + At (18]
t> A subgraph of D l2 + Al [20J
t> A subgraph of Es + A4 + Al [24], [31], [41]
t> A subgraph of D IO + A2 +Al [35J

[bJ. Some of them can be constructed from a basic graph by two transformations. Below
every arrow except the left one at the bottom three lines indicates a tie transformation.

[2] All +Al ~ Al2

[11] Aa + 2A2 f-- As + A 2 + Al

[13J A7 + A 3 + A 2 f-- A 7 + A 3 + Al

[17] 2As + A2 f-- 2A,5 + Al

[21J Aa + A 2 + 2A1 +-- As + A 2 + Al

[22J A7 + A 3 + 2AI f-- A7 + A 3 + Al

[27] 2A5 + 2A I +-- 2As +Al

[30J As + A 3 +2A2 ele~ar!l E7 + B3 + G2

[45J 3A3 + A 2 + Al elem~ary Er + B 3 + G2
elementary

[50J As +2A2 +3AI f-- Es +B 2 + G2 f-- Es + BI + G2

Note that in the case [2] Au + Al, the component Au is not an obstruction.
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[cl. The following 13 items do not belong to PC( J3 ,o). (The 13 items treated in para­
graph [A] in Part 11 section 3.) By Proposition 3.2 we can exclude them from our
consideration.

[16J, [32), [33], [34], [36], [40], [44], [47], [48], [51], [52], [56], [57].

In what follows we define S = P EB Q(G), S, I = S/S, T and D corresponding to
the graph Gunder consideration similarly a.s in the above paragraph (b).

[d]. For the following two items the division of 12 consists of 6 odd numbers, and thus
the corresponding graph G fJ. PC. .

[49], [54].
Indeed, by Corollary 3.4 (2) 1(12 ) ::; 1. Thus we have 5 = 7 - 2 ::; l((S'" / Sh) ­

21(12) ::; l((S* /S)2) = l((T* /T)2) ::; rank T = 3, a contradiction.

[e]. For the following 3 cases we have l((S* /S)3) ~ 4. Thus we can apply reasoning like
the oue in the above paragraph (e), we can conclude G fJ. PC.

[26], [46], [53].

[~. In the following 6 cases, we can apply the 3-adic method a.s in the above paragraph
(f) and we can concIude G r;. PC.

[23], [28], [37], [39], [43], [55].

[g]. We can conclude (S /S)p f:. 0 for p = 5 in the case [19] by calculating D in 2 ways.
Thus by Corollary 3.4 (1) G r;. PC.

[h]. In the cases [29], [38], [42] we have l((S* / S)2) ~ 4, and by the same argument as
in the above paragraph (h) we can infer G ~ PC.

In the following we proceed to the last case r = 11.

Proposition 3.5. For eve.zy division (k), k2 , . .. , k7 ) of 11 = I:;=1 k i into a SUln of 7
non-negative integers k) ~ k2 ~ ••• ~ k7 ~ 0 consider the Dynkin graph G = I: A kj1

the root lattice Q = Q(G) of type G, tbe discriminant d(G) = d( Q) of Q, and the Hasse
invariant €p(G) = €p(Q) ofQ, where pis a prime number. The arithmetic condition in
Part 1 Theorem 0.5 [lI] (A) (2)

3d(G) r;. Q;2 or €p(G) = (-1, 3)p
is not satisfied if and only if G and p are one in the following list:

p = 3, A s + A 4 + 2A], As + A 3 + 3A], A 4 + 3A2 + A], A 3 + 3A2 + 2A]. (4 items:)
p = 2, As + A3 + 3A), A 3 + 3A2 +2A). (2 items.)

Proof., It is not difficult to make the list of p and the division (k), ... , k7 ) such that
€p(G) =f (-1,3)p. We can omit the calculation for p = 2 by the product formula. We
do not present the list here hut it contains 36 kinds of graphs, and each graph in it
corresponds just 2 prilne numhers. Aß + A 3 + 2A) and Aß + 5A] correspond to p - 7
and 3. A6 +2A2 +A] corresponds to p = 7 and 2. A 7 + A4 , A s +A4 +A2 , ~ +2A3 +A]
and A4 + A 3 + A 2 + 2A) correspond to p = 5 and 3. Ag + A 2 and A 4 + 2A2 + 3A)
correspond to p = 5 and 2. The other 27 graphs correspond to p = 3 and 2.

Checking whether 3d(G) E Q;2 for each item, we get the proposition. Q.E.D.

By Theorem 0.5 [11] in Part I, we can consider only the 4 graphs in the ahove
proposition.
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Obviously At') + At and At') + A3 + Al are subgraphs of An. Thus we can make
As + At + 2A I and As + A3 + 3AI from All by tie transformations repeated twice. In
particular they axe members in PC.

Next, let us consider G = A4 + 3A2 + Al. By using 3-adic integers Z3, we can
show (8/8)3 # 0 for every embedding 8 = P EB Q(G) ~ A3. Any element a E (8/8)3
satisfies q(a) =0 mod 2Z, where q is the discriminant quadratie form of S. However,
for every non-zero element a E (8* / 8)3 with q(Q') =0 we ean eonst ruet an extra root
not in Q(G) hut in the primitive hull of Q(G) in A3 / P. It eontradiets the fullness. Thus
A 4 + 3A2 + Al i pe.

By the same rnethod we can show A3 + 3A2 + 2AI f/:. PC.
In this section we have shown Proposition 0.1 under the assumption «3)) in the

introduetion. We ean eomplete this axticle.
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