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Root Vectors in Quantum Groups

Nanhua Xi

Abstract: In this paper we give a description for the set of all root vectors in a quantum
group (Theorem 4.4). For type An we get a dear formula for the coproduct of a root vector
(Theorem 5.5).

1. Introduction

Recall some basic concepts.

1.1. Let R be an irreducible root system with simple roots ai (1 :$ i :$ n), RV and ar
be the corresponding dual. Then (aii )lSi,iSn is a Carten matrix, where aij =< ar, o.j >.
Assume that we are given integers di E {I, 2, 3} (1 :$ i :$ n) such that diaij = djaji. The
quantum group U over Q(v) (v is an indeterminate) associated to (aij) is an as80ciative
algebra over Q(v), generated by Ei, Fi, Ki,Ki-

1 (1 :$ i :$ n) which satisfy the q-analog
of Serre relations (see for exemple, [L2]). The algebra U is in fact a Hopf algebra, the
coproduct ß , antipode 5, counit f are defined as follows:

S(Ei) = _K;l Ei, S(Fd = -FiKi, S(Ki) = K i-
1

,

€(Ed = €(Fi) = 0, f(Kd = 1.

1.2. The root vectors in U are defined through elements of the Weyl group and some
automorphisms of U (see [L2]). We recall the definition.

Let W be the Weyl group of R generated by simple reßections Si (1 :$ i :$ n) which
are defined by Si(o.) = a- < 0., ar > O'i, 0. E R. Foe each i the automorphism TlJi = Ti is
defined by Lusztig as follows (see [L2]):

TiEi = -FiKi, TiEj = L (_l)r v -d i lJ E: r)EjE: IJ
) , if i f= j,

r+IJ=-4i;

TiFi = _K;lEi, TiFj = L (_l)rvdilJ Fi(lJ) FjFi(r) , if i f= j,
r+IJ=-ai;

T,·K· - K·K- ai
;, )- 'j .
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These automorphisms satisfy the braid relations, thus for each element w E W we can
define the automorphisffi Tw of U as Ti,. ."Ti2Til where Si,. .•.Si2Si1 ia a reduced expression
of w (see [L2, 3.1-2]).

1.3. The following are some simple properties about these automorphisms Tw (see [L2]):
(al). Let 0, '11: U ~ uopp be the Q-algebra homomorphisms defined by

'l!Ei = Ei, 'l1Fi = Fi, 'l!Ki = K i-
1

, '1tv = v.

We have nTi = Tin and Tl = Ti-
1 = 'ltTi'11. So nTw = Twf! and T;;!l = '11Tw '11 for

auy w E W.

(a2)

By (a2) and the definition of Tw we get the following equalities.

(a3)

H aijaji = 3, then we have

We also have

(aB)

(a9)

T 2E· - v 2di K- 2 E·
i • - i"

if aij = -1.

H aij = -2, then

H aij = -3, then

(all)
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1.4. For any positive r<X>t a E R+ (the set ofpositive r<x>ts in R), if w- 1(a) = O:i (w E W)
is a simple root in R, then we set Ea,w = Tw(Ed (reep. E_a,w = Fa,w = nEa,w = Tw(Fd)
and call it a root vector in U of root a (resp. -0:).

The definition of root vectors l<x>ks very simple, however even for some simple ques­
tions, such as how many are there root vectors of a given root, the relations between root
vectors, etc., we know little. Though there are several formulas concerned with the coprod­
ucts of root vectors (see [AJS, KR, LS]), there are no closed fonnula for these coproducts
in general. It seems also no explicit formula for the antipode of a root vector at hand. Of
course, everything becomes simple when a = Ui is a simple root: there is only one root
vector in U of root ° which is Ei by (&2), the coproduct and the antipode of Ei are given
by d~finition in 1.1. Sometimes we write Eai instead of Ei.

In this paper we give a description for the set of all root vectors in U (section 4) and
give a clear fonnula for the coproduct of a root vector in a quantum group of type An
(section 5). We only discuss root vectors of positive roots since through the homomorphism
n all results can be transfered to those concerned with the root vectors of negative roots.

2. Some Facts on Root System and Weyl Group

2.1. In this section we prove some results concerned with roots and Weyl groups, on which
our main results depend heavily.

First we recall some facts about root systems. We number the set 1> = {a 1 , 0:2, .•. , an}
of all simple roots of R as in [B, Planche V - IX] when R is of exceptional type and as in
[B, Planche I - IV] composed with i --+ n +1- i when R is of classical type. Then we have

Type An (n 2: 1): R+ = {Oij = 2: a m 11 :5 i '5 j :5 n}.
i~m~j

j:5 n ,1 ~ k< 1:5 n}.

Type en (n ~ 2): R+ = {aij = 2: 0m, ßkl = al +2 2: 0m + 2: am"k =
i~m~i l<m:5k k<m:51

01 +2 2: 0m 11 :5 i :5 j :5 n ,1 < k < 1 :5 n}.
l<m:5 k

Type D n (n ~ 4): R+ = {oii = 2: 0m, o~kl = 01 + 2: O:m, ßkl = 0:1 + 0:2 +
i:5m:5i 2<m:5 k'

2 2: 0m + 2: 0m 1 1 :5 i :5 j :5 n, and i = 2 when j = 2; 2 < k < 1 :5 n,
2<m~k k<m:51

2 < k' :5 n}.

Type G'J: R+ = {01, 0:2,01 +0'J, 201 + a2, 301 + 02,30'1 + 2o'J}' For details of other
types see [B, Planche V-VIII].
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Realizing R (resp. RY
) as a subset of an Euclidean space as in [B, Planche I-IX], we

tben may define the length of a root in R (resp. RV
), so we have the concept of long roota

and abort roota in R (resp. RV
). For a root ° in R we denote its dual in RV by oV.

Let 0, ß be roota in R+, tbe following facts are either standard or easy to check.

(bl). Ha ia a sbort root, tben I < 0, er~ > I ~ 1 for auy simple root 0k in R.

(b2). < 0, O~ > > 0 for sorne simple root 0k.

(b3). 0 and ß (resp. a V and ßV) have the same length if and only if ß = w(a) (resp.
ßV = wV(aY» for some w E W (resp. WVE W V

, see (b6) for the definition of W V
).

(b4). 0 is a long (resp. short) root if and oo1y if a V ia a abort (resp.long) root in RV
•

(b5). Assume that a, ß have the same length, tben ° ~ ß if and only if a V ~ ßY
, where

~ is the usual partial order in the root lattice ZR (reep. ZRY ).

Convention: the notation a < ß (resp. OV < ßV) means that 0 ~ ß (resp. OV ~ ßV)
but 0 =F ß (resp. OV 'I- ßV). We also use the symbol ~ for the Bruhat order in W or W V

•

We extend <, > to ZRxZRv as usua!.

(b6). Let W V be the Weyl group of RV generated by simple reßections sr (i E [1, n]) which
are defined by sr(aV

) = a V
- < Oi,Ov > ar, 0 E RV

, then the map Si --+ sr defines an
isomorphism between the Weyl groups W and W V

•

For w E W we denote its corresponding element in W Y by w V
, then lew) = l(wV

),

moreover w(o)V = WV(OV), here l is the standard length function on W or W Y •

Lemma 2.2. Given a root 0 E R+. H ska < 0, Sk'O < er, and a, ak, ak' are linearly
independent, tben SkSk' = SkI Sk.

Proof: The set (Zo + ZOk + ZOj;I) n R is an irreducible root system with simple roots
0k, w(a), 0k

'
, where w is the longest element in the group < Sk, Sk' >. The lemma follows

from the fact that its Dynkin diagram ia not a cyde.

2.3. For any root er in R+, let h'(a) =height of a -1 if er ia a short root, height of OV -1
if 0 is a long root. We denote ~a the set {Ok E ~ I 0k and 0 have the same length,
0k ~ a}. Note that the root system Ra generated by ~a ia irreducible. It ia plain to check
the following properties concerned with h'(o) by using 2.1 (bl-6).

(cl). h'(a) = 0 if and oo1y if 0 ia a simple root in R.

(c2). H Oj; E~, W E W such that W(Ok) = 0', then lew) 2: h'(o), moreover lew) > h'(o)
if O'k E 1> - 1>a

(c3). For a simple reßection S in W, if 0 ::; seal < 0, then h'(a) = h'(s(a» + 1.

For an element (W,Ok) E 1( = {(u,a,) E W x ~ I u(a,) E R+}, we call it shortable
if there exist Wt, Ut E W such that w = Wt . UI and UI(Ok) E ~, l(UI) 2: 1, UI E
< S, t > for some simple reflections s, t E Wj we also call 'l(w) its length. Here we use the
convention: for x, Xl, X2, ••• , X m E W, we write X = X) • %2 ••••• X m if x = XtX2'" X m , and
lex) = l(x) + l(X2) +... +l(xm ).
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Let (w,a,t), (u,a,) E 1(, we write (w,a,t) - (u,a,) if there exists Ut E W such that
w = U. Ul and Ut(ak) = (k,. The relation - generates an equivalence relation in 1(, we-denote it also by -. The equivalence dass cont~ning (w, a,t) is denoted by (w, al: ). The
set of all equivalence dasses in 1( is denoted by 1(.

Proposition 2.4. Let a E R,+, we have

(i). For any al: E 1>0' there exists a unique w E W such that w(ak) = a and l(w) = h'(a).
we denote it by Wa,l:.

(ii). Assume that a is not a simple root in R, then for ak E 1>0' W E W, w = Wall: if and
ooIy if for any reduced expression Sj,Sji_l .••sit of w, we have

where i = h'(a).

(iii). Let S be a simple reflection in W, k E 1>a, then SWalk ~ Wall. if and only if
ak ~ s(a) < aj Wa,kS ~ Wa,k if and only if ak < s(al:) ~ a.

(iv). Let s, t be simple reßections in W such that SWalk ~ Wa,k, tWalk ~ Wa,k (resp.
Wa,kS ~ Watl:, Walkt ~ Wo, .. ), then st = tS.

Proof: We assume that a is a short root, thanks to 2.1(b3-6), it is sufficient to prove the
proposition under the assumption.

(i). Now &Ssume that a .. E 1>0' First we prove that there exists W E W such that
w(ak) = a, and lew) = h'(a). Using 2.1(bl-3) we know that there exist some ak' E
1>0' w' E W such that W'(Ok') = a and lew') = h'(a). H k = k', We set W = w'. H
k =j:. k', then we can find a sequence ak' = akl , ak2 , ••• , akt = ak in 1>0 such that
al:mlkm+l = -1 (m E [1,1- 1]).

We show that w' Sk 2 ~ w'. Let Sj:Sj~_l ",Sj~ (i = h'(a)) be a reduced expression of
w'. Since lew') = h'(a) and ak E 'Da, using 2.3(c2) and the definition of h'(a) we know
there is some m E [1, i] such that Sj:n = Sk 2 and Sj" i:- S,t2 if 1 ~ h < m. H w'Sk 2 1: w',
then m ;::: 2. We can assume that m is minimal in a.ll possibilities, then there exists a
subsequence S j:" = tp , t p - 1 , ... , t 1 , to = SI.' (p ;::: 2) of S j:n, S j:n-l' ... , S j~, S j~ = 8k'

such that tqt q- 1 =j:. tq-1t q for any q E [l,p]. Combine this and our assumption on k2 we
know that the Dynkin diagram of R contains a cyde which is impossible. So we have
w'Sk-2 ~ w'.

Let W2 = W'Sk2Sk', then W2(Ok:z) = a, moreover l(W2) = h'(a) since l(W2) ~ h'(a) by
the above argument. Continue this process, finally, we get an element w E W such that
w(ak) = a, lew) = h'(a).

We need to prove the uniqueness of w.

We use induction on h'(a). When h'(a) ~ 2, it is easy to check the uniqueness. Now
suppose that h'(a) ~ 3. Let w" E W be such that w"(al:) = a, l(w") = h'(a). Choose two
simple reflections s, t of W such that sw ~ w, tw" ~ w". By 2.3(c2), the definition of h'(a)
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and our assumption on 0', we have 8(0') < 0', t(O') < 0'. H 8 = t, the induction hypothesis
implies that sw = 8W". H 8 =f t, note that h'(a) ;::: 3, using 2.2, we see that st = t8,
therefore by 2.4(c2-3) and the definition of h'(a) we get O'k :5 8t(0') < 8(0'), t(a) < a and
h'(st(a)) = h'(O') - 2 = h'(8(0')) - 1 = h'(t(O')) - 1. According to induction hypothesis,
there exists a unique element u E W such that U(O'k) = st(O'), i(u) = h'(a) - 2, and
sw = tu, tw" = 8U. SO we get W = w" = stu. This completes the proof of (i).

(ii). It follows from the uniquenss of Wolk and the definition of h'(O').

(iii). Using (ii) we see that the results hold.

(iv). Assume that S = Sk =f Sk' = t, SWo,k :5 Wo,k, tWo,k :5 Wo,k. Let u be the longest
element in < s, t >, then i(w) = i(u) +i(uw), so a, ak, O'k' are linearly independent. By
2.2 we see that st = ts. Another assertion follows from (ii) and the fact that the Dynkin
diagram contains no cydes.

. -
Theorem 2.5. (i). For each equiValence dass (w, 0'k) in 1!, there exists unique shortest-element (u, 0',) in (w, O'k). Furthermore, we have w = u· UI for some ul E W.

(ii). For two elements (w,ak),(u,O',) E~, choose arbitrary (Wl,O'k1),(Ul,0',J E j( such
that wllw = wl

l . W, ullu = u l
l . u and w(ak) = Wl(O'k1), u(a,) = ul(a'l)' then

(W,O'k) - (u,a,) if and oo1y if (Wl,Ok1) - (ut,O'h)' In particular, if Wl is a shonest
element such that wl 1w = wl

l . w, and wl 1w(ok) is a simple root O'kt' then (Wl' O'k1) is- ---the unique shortest element in (wt, O'k1)' We also denote (wt, ak1 ) by (w, ak) .

We need the following result.

Lemma 2.6. H w(ak) = a, and l(w) 2: 1, then (w, O'k) ia shortable (see 2.3 for definition).

One can prove the lemma by uaing the method in [LI, 1.8].

-Proof of 2.5. (i). Let (u,a,) be an element in (w,ak) with minima1length. We shall
prove that w = u . Ul for some Ul E W, this forces that (u, a,) is the unique shortest-- -element in (w,ak). Let (u',a,,),(w',ak') E (w,at) be such that u' = u, u~, u' = w'· w;,
where ui E W and wi is one of the following elements: Si, 0ik' = 0; Sk'Si, O'ik,ak'i = 1;---SiSk'Si, aik,ak/i = 2, SiSk,SiSk,Si, 0ik,ak'i = 3. Because (u,o,) is an element in (w,ak) of
minima1length, we get ui = x . wi for Borne x E W, thus w' = u. x. According to the
definition of - and 2.6 we see that there exists Ul E W such that w = U . Ul.

(ii). Suppose that (W,O'k) - (U,O'I). It is no harm to a.ssume that (u,a,) is the-shortest element in (w,ak). By (i) we know that wllu = wl
l . U, u l

1u = ul
l . U and

Wl(Ok 1 ) = u(al) = ul(a'l)' Let Uo E W be such that UaUS, = Uo' US, = Wo, the longest
element of W. Then Uo = Xl . Wl = X2 . Ul for sorne XI, X2 E W. Since uou(a,) = a m E 'D,
we get (Wl' Gk1) - (uäl ,am) - (Ul' 0"1)' The "oo1y if' part is similar when one notes that

-1 -1 -1 -1
W Wl = W • wt, U ul = U • ul.

The theorem is proved.
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Part (ii) of 2.5 gives a way to compute the shortest elements in 1(.

3. Several Lemmas

3.1. In this section we give severallemmas concemed with the automorphisms Ti, We
refer to [L3].

Let Sk1 sk2ska ... Sk.. _1Sk.. be a reduced expression of the langest element Wo of W. For
any C= (Cl, C2, ... ,C.,) E N", r = (rl, ... , r n) Ezn, we set

E C = Ek~ T1: 1(Ek: )T1:1T1:2(Ek:) .. · T1:1Tk2 ... Tk.. _1(Et), F C = n(EC
).

GC = E~~ Ek:Tk2 (E~: )Tk2Tka(Ek:) ... Tk2 Tkl ••• Tk.. -1 (Et ), H C = O(GC
),

Kr = Kr1... K~n.

Let U+ is the subalgebra of U generated by all Ei. The following two lemm8B are due to
Lusztig (see [L3, 2.4])

Lemma 3.2. We fix i E [1, n]. Let Oi = {€ E U+ I Fi~ - ~Fi E K i-
l U+}. Let 0i

be the Q(v)-subalgebra of U+ generated by the elements Ti(Ej), TiTj(E.), TiTjTi(Ej),
TiTjTiTj(Ei) for j such that aijaji = 3, the elements Ti(Ej), TiTj(Ei) for j such that
aijaji = 2, the elements Ti(Ej ) for j such that aijaji = 1, and by Ej for j i= i. Choose a
reduced expression Sk1S1:2S1:a' .. Sk .. _1Sk.. ofwo be such that kl = i. Let 0i' be the Q(v)­
subspa.ce of U+ spanned by the elements EC (defined in 3.1) for various C = (CI, ... , c II ) E Nil
such that Cl = O. We have Oi = 0i = 0i' = U+ n Ti(U+),

Proof: It is clear that Oi is a Q(v )-subalgebra of U+. It is easy to check that the generators
of 0i are contained in Oi. It follows that 0i C Oi.

By using the method in the proof [LI, 1.8] we see that 0i' C Oi. As the same way
of the proof of Ri c Ri' in [L3, 2.4] (notations in loc.cit) we get Oi c 0i'. The lemma is
proved.

Lemma 3.3. We fix i E [1, n]. Let Pi = {€ E U+ I Fi€ - €Fi E K;IU+}. Let PI
be the Q(v)-subalgebra of u+ generated by the elements TI(Ej ), TITj(Ei), TITjTI(Ej),
TITjTITj(Ei) for j such that aijaji = 3, the elements TI(Ej), TITj(E.) for j such that
aijaji = 2, the elements TI(Ej) for j such that aijaji = I, and by Ej for j i= i. Choose a
reduced expression 81: 1 8k28ka .•. 8k.. -1 81: .. of Wo be such that kl = i. Let PI' be the Q(v)­
subspace of U+ spanned by the elements GC (defined in 3.1) for various c = (Cl, ••• , C.,) E N"
such that Cl = O. We have Pi = PI = PI' = U+ n Tf(U+).

The proof is similar.

3.4. For"x E N R+, we denote U>. the set of all elements e E U such that KieKi-1 =
vdi<ai' '>.>e. Let ut = U+ n U>..

Lemma 3.5. Let Qi = Oi n Pi = {€ E U+ I Fi€ = €Fi}. We have Si("x) ~ "X if
Qi nut =F {O}.
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Proof: Let UA be the A = Q[vJ-subaigebra of U generated by a1l Ej, Fj, Kj, Kjl. Regard
Q as a Q[vJ-algebra by specializing v to 1. Thus we can get the Q-algebra

which is just the universal enveloping algebra of the simple Lie algebra corresponding
to the Cartan matrix (aij). Let li,u:,ui)" be the images of Fi,U+,Ut, respectively.
According to the co=utation relations be'tween root vectors in Ul and PBW Theorem
one can check easily that the subalgebra Ql,i = {x E ui I lix = xli} is generated by
ea (a E R+) such that a - ai rt R, where ea is a root veetor in U: of root a. Note that
a - ai rt R implies that 8i(a) ~ a, we see that Ql,i nUr), -# {O} implies that 8i('x) ~ 'x.,
Dur assertion follows from this and that Ql,i n U~), -# {O} if Qi n ut -# {O}. The le=a
is proved.

3.6. Remark: By 3.2 and 3.3 we know that Qi = Oi n Pi = U+ n Ti(U+) n T:eu+). It
is likely that Qi is the Q(v)-subalgebra of U+ generated by the elements TkTi(Ej) for j, k
with aijaji > 0, aikaki = 1, and by E j for j -# i.

4. Root Vectors

4.1. In this seetion we describe the set of a1l root veetors of a given root. The main result
is Theorem 4.4.

Given a positive root a in R+. Let Ya be the set of a1l root veetors of root a.
~ -

lia = ((w,ak) E 1i I w(ak) = a}. Fix a reduced expression 8j,8j,_, ...8;' of Wa,jo,
ajo E 1>a, Let Y~ = {Ta,k,.(Ejo) I a E Ia}, where i = h'(a), Ta,jo,. = T;"Tj~~-,' ...Tj~"

a = (ai, ai-I, ... , al) E {1, _l}h'(a) = Ia. When h'(a) = 0, we set Ia = {e} and Tw,e =idu,
where e is the neutral element of W.

Set Y = U Ya , Y' = U Y~.
aER+ aER+

Lemma 4.2. Keep the notations in 4.1.

(i). Y~ is independent of the choice of the reduced expression and the choice of jo, so only
depends on a.

(ii). The elements Ta,jo,.(Ejo), a E I a are linearly independent over Q(v). In particular,
the set Y~ contains 2h'(a) elements.

Proof: (i). Using 2.4(iii) and induction on h'(a) we see that Y~ is independent of the
choice of the reduced expression. According to the proof of 2.4(i) and 1.3(a4) we know
that Y~ doesnot depends on the choice of k.

(ii). Ir each j E [1, nJ appears in the sequence ji, ji-}, ... , j},jo at most two times, then
we can choose the reduced expression such that ji,ji-}, ... ,jp+l is a subsequence (disregard
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order) of jp,jp-b ... ,jI, jo for sorne p. Thus for auy a E Ia , Tj:' Tj:P_-11...Tj~l (Ejo) E U+,
T O 'Tai - 1 Ta,(F. ) U- l"\(U+) r > 2' ,. . ..

J.' J', ... J' q-l E =,l' lor auy q p+, Slnce }i,Ji-b ···,Jp+l or Ji,}i-l, ... ,
i .-1 , -

jp+l are pairwise different. Combine these aud using induction on i we see that in the
expression

TjiTj:~-11 ...Tj~1(Ejo) = L Pc',r,cFc'KrEc,
c',cEN"

rEZ"

(resp.

T -1Tai - 1 T01(E) L ' Hc'KrGc
J'. J'. •.. J' J'o = Pe' r c ,• .-1 1 , ,

c',cEN"
rEZ"

if pc',r,c #- 0 (resp. P~"r,c #- 0), then EC E Oji (reep. GC E PjJ, where FC' ,Ec,Gc' ,Hc,Kr
are defined as in 3.1, we choose the reduced expression of Wo such that k1 = ji. According
to 2.4(ii) we see that

(*) SjiSji_1 •..Sj,.(ajr_l) ~ Sii_l ...Sj,.(aj,._l) for auy 1 ~ r ~ i-1.

Therefore if Pc' ,r,c #- 0 (resp. p~, ,r,C #- 0), then EC E ut (resp. GC E ut) for BOrne
A E NR+ such that Sii(A) < A. Using 3.5 we see that if

L poTo,jo,a(Ejo) = 0, pa E Q(v),
aEID

then
L PoTo,jo,o(Ejo) = 0,

aEID
oi=l

L PoTo,jo,o(Ejo) = 0.
GElD

ai=-l

Using induction we know that pa = 0 for all a E I o • Thus we have proved (ii) for type
An, B n, Cn, Dn, G2 .

In general we argue as follows.

Let
T BiToi-l T01(E') - C + C'

ji ji-1'" it Jo - ~o ~4'

where

ea = L Pc',r,cFc'KrE C,
c',cEN"

rEZ"
EeEOji

€a = L pc' ,r,cBc' KrGc,
c',cEN"

rEZn

GeEPji

" p~, r cFc' KrE C
,L...J , ,

c',cEN"
rEZ"
Ee~Oji

Ca' = " ' Hc'KrGc'" L.-J Pc' ,r,C ,
c',cEN"

rEZ"
Ge~Pji

9
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Pe' ,r,c E Q(v), p~, ,r,c E Q(v).

Note that

(**) The image of Tj~jTj:~-11...Tj:" (Fj"_1) (1 ~ r 5 i) in U1 (see the proof of 3.5) ia
not zero,

and 0 jn S ii S jj-1 ...s j" ( 0 j" -1 ), 1 ~ r ~ i are pairwise different. Uging induction on i and
the fact (*) it ia not diflicult to check that if pe' ,r,c 'f: 0, E C E 0h n U>. (resp. P~, ,r,c 'f: 0,
GC E Pj j n U>.), then Sjj(A) < A, and that the set {ea lai = I} (reap. {ea lai = -I}) is
Q(V )-linearly independent. By these and 3.5 we see that (ii) ia true.

4.3. Remark: By (*) and (**) in the proof of 4.2 we know that if Tja,,"Tj:"_-11 ...Tj~1(Ejo) ~

U+ for some r ::; i, then Ta,jo,a(Ejo) ~ U+.

Theorem 4.4. Keep the notations in 4.1. Let 0 E R+, then

(i). 'l1(Ya ) = Ya . In particular, \I1(Y) = Y.

(ii). Ya C y~ n U+. In particular, the set Y ia linearly independent over Q(v).

- -(iii). The map W (W,Ok) --+ TwE" defines a. bijection between 1{ and Y, moreover
~(5{Q) = Ya .

-* -(iv). ~((w,o,,) ) = \11. ~((w,oA:».

Proof: Let E = Tw(E,) E Ya .

(i). Choose u E W be such that u-1w = u-1
. w and u-1w(al) = a" for some 1',

according to 1.3(a1-2) we get \l1(E) = Tu (Eil ) E Ya .

(ii). We have h'(sjw(o,) < h'(o). Uae induction hypothesis we see that there exist
ai-l, ... ,al E {1,-1}, such that TuEI = Tj.~-11 ...Tj~1(Ejo), where u = siiw, Terefore

Tw(E,) = TjiTj:~-11 ...Tj~l(Ejo), if lew) = l(sjw) + 1; Tw(Ed = Tj~lTj:~-11 ...Tj~1(Ejo), if
lew) = l(sjw) -1. Thus E E Y~ n u+.

(iii). By 1.3(a2) we know that ~ ia weil defined and is surjective. We use induction- -on h'(o) to prove that ~ is injective. H ~((W,Ok» = ~((u,a,), Let w' = siiw, u' = siiu,
Using (i),(ii), 1.3(a1) and 2.5(ii) we mayassume that w' ::; W, u' ::; u. By induction- - --hypothesis we have (w', 01:) = (u', 0J), using 2.5(i) we get (w, 01:) = (u, (/).

(iv). It follows from the proof of (i).

The theorem is proved.

Remark: (i). It ia likely that Y = Y' n U+.

(ii). For any Va E C*, we regard Q(va) as a A = Q(v]-algebra by specializing v to Va.
Let Uvo = UA ®A Q(va). If v2d f; 1 for any 1 ~ d ~max{di}, the same argument show
that 4.2-4 are true for Uvo ' H v~ = 1, then for each 0 E R, there ia a unique (up to ±1)
root vector of root o.
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Corollary 4.5. Notations are aB in 4.1. Let E = Tado,o(Ejo) E Y~, a = (ai,ai-1, ... ,a1)'

i = h'(a), then

(i). E E Ya if and only if lIt(E) E Ya; if ai = 1, then E E Ya if and only Th~-ll ...Thl(Ejo ) =
Tu(E,) E Y for sorne u E W, 1E [1, n] and siiu ;::: u.

(ii). For any 1 :5 m :5 i, Tjo;:Tjo:_-/ ...Tj~l(Ejo) is a root vector if E E Ya (i.e. E is a root
vector).

(iii). If Tj:PTip_-ll ...Tj~1 (Ejo) is not a root vector for sorne 1 :5 p < i, then E is not a root
veetor, i.e., E ft Ya . .

Proof: (i). The first assertion follows from 4.4(i). The second follows from the proof of
4.4(ii).

(ii). Suppose that E = Tw(E,), w E W, as in tbe proof of 4.3(ii) we see Tw,(EI} =
T°fnT°fn-l T 0 1(E) h Ijm jm-l'" jl jo, W ere W = Sjm+1 S jfn+2 ",sii w,

(iii). It follows from (ii).

For any E E Y, we shall denote the shortest elements in cI»-l(E), cI»-l(q,(E)) by
(wE, QI:E)' (wE;' akE) respeetively.

Corollary 4.6. Let fi,ji be 8B in 4.1 and let E E Ya , then

(i). SjjWE :5 WE if and only if SjiWE ;::: wE'

(ii). WE, wE; E Wo, fil:B, O'l:i E 1)a, where Wa is the subgroup of W generated by these
simple reflections Sm such that Um :5 fi.

("') W h -]. -] • d -] • ( ) ( )111. e ave WE WE = WE . WE an WE WE O'ki = UI:B .

Proof: (i). Let a E I a be such that E = Ta,jo,o(Ejo) (notations as in 4.1). By 4.4(ii) and
its proof we see that SiiWE :5 wE if and only if ai = 1. Sinee q,(E) = Tj~Oi ••• Tj:

O l(Ejo),
we know that our assertion ia true.

(ii). From the proof of 2.5(ii) we see that WE E Wa if and only if wE E Wa. Thus we
may asswne that aj = 1 to prove (ii). In this case, aceording to 4.5(i), 4.4(iii) and 2.5(i),
it is obvious that we have WE = SiiWE' , where E' = Tj~~-11 .. . Tj~l(Ejo)' Thus we can use

induction on h'(a) to prove the result since h'(sjj (a)) = h'(a) - 1.

(iii). It follows from the proof of 2.5(ii).

By means of lIt we ean deseribe the antipode S(E) for a root veetor E E Ya .

Theorem 4.7. For any E E Ya,O' = m10'1 + m20'2 + ... + mnan E R,+, we have S(E) =
PaK;] q,(E), where

n n-1

pa = (_1)m1+m2+...+m n II vm .(m.-l)d. II vm•d.(m.+1o.. ,.+1+...+mno.,n),

k=l 1:=1

K - Kml K m 2 Kmna- 1 2 ... n .
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Note that we have '11(E) E Ya .

Proof· It follows from K-:-1EiK~1EJ' = vd,O"j K-:-1K~1EiEJ' = u dj °i,i K-:-1K-:-1EiEJ' and• • J • J I J

the definitions of 5, '11.

Proposition 4.8. We have #Ya ~ 2"'(a). The equality holds if and only if ii, ji-b ... ,il, jo
(notations as in 4.1) are pairwise different.

Proof: The first part ia obvioUB.

Thanks to 4.5(i) and 4.6{ii) we see the "ir' part of the second assertion is true.

Assume that im = im' for some different m, m'. Using 4.5{iii) we can suppose that 0', R
is one of the following cases: 01 +O':z +20'3 +0'4, D 4 i 20'1 +20':z +0'3, B 3 ; 01 + 202+03, C3 ;

30'1 + 20'2, G2 ; 20'1 +0'2, G2 • Then it is easy to check that the following elements are not
in U+ by using 1.3(a8-11): T3-1TIT2T4{E3), D4; T:zTä1Tl-1{E2), B3; T2T3-1Tl-l{E2), C3;
T:zT1-

1{E:z), G:z; T1T2-
1{E1), G:z. In particular, they are not vector roots. Tbe proposition

is proved.

4.9. Remark: Let 0' = mlO'I + m:zo2 +... + mnO'n E R+ , using PBW Theorem and 4.8
we see that U: is spanned by Ya if all mj; ~ 1. It Brems that U: is not spanned by Ya if
mj; ~ 2 for some k E [1, n].

5. An Example, Type An

5.1. It is easy to say a little more for type An. In this section we shall assume that R is
of type An and fix 0' = O'i + O'i+l + ... + O'j (i ~ j). We choose all dk to be 1. We have

(i). h'(o) = j - i.

(ii). 1>a = {ai,ai+b ,aj}.

(iii). Wa,k = SjSj-l Sk+lSiSi+l ... Sk-l, i ~ k ~ i.

(iv). W a =< Si, Si+l, , Sj >.

(v). We have #Ya = #y~ = 2j - i. So #Y = 2n+1 - n - 2.

(vi). Let E = TjOiTjO!"11 .. . Ti~tl(Ed,(aj, ... ,ai+l) E I a , then we have

if ai+l = 1 ,

if ai+l = -1.

Moreover, EjE -

{

V -1 E"E' - E'E" if aJ' = 1 ,(ii) E = J J ,
v-I EjE" - E"Ej, if aj = -1,

h E' TOjTOi-l T O'+2{E ) E" - TOi- 1... TO'+l{E')w ere = j j-l' .. i+2 i+l, - j-l i+l' .
v±Oj EEj, EiE = v=fO, EEi.

Proof: (i-v) is obvioUB by results in seetions 2 and 4. Now we prove (vi).
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(i) is obvious. Note that E = Ti-ai+lTi+~i+2 ... Tj__at (Ej), we get (ii). The remain
part of (vi) ean be easily dedueed !rom the definition relations of U.

Let Oij be the set of monomials Ei, Ei+t, ... ,Ej such that in any of which Ei'
(i ~ k ~ j) appears exactly onee. It is obvioUB that Oij = {EjE, EEj lEE Oi,j-l}

(we define Oid-t similarly), 80 there are at most 2j - i elements in Oij. But each element
E E Yo is a Q(v)-linear eombination of elements in Oij, thus (v) implies that Oij has
exaetly 2;-i elements which are linearly independent over Q(v) (one also can get this from
PBW Theorem).

Using (vi) and induetion on j - i it is easy to see that the determinate of the trans­
formation matrix !rom the set Yo to the set Oij is ±(v-~ _1)U- i)2

J
-

i
-

l
.

We give some properties for (WE, Oks), E E Yo • We need the following lemma.

Lemma 5.2. Given (w, 0'1') E :J( and let t 9t q-l ••• t 2t 1 be a reduced expression of w. H

for some 1 < p ~ q, then (w, Q k) is shortable.

Proof: (w, Ok) is obvious shortable when there exists some simple reßection S in ~(w) =
{Si I WSi ~ w, i E [i, n]} such that S(Qk) = ak. Suppose that there exists no S in
~(w) such that s(ak) = O'k, then #':R(w) =1 or 2. When #~(w) =1, it is easy to see that
W = U'SkSk-l or W = U'SkSk+l for some U E W, so (W'O'k) is shortable. When #~(w) =2,
we have ~(w) = {Sk-}, Sk+l}, and W = WlSk • sml Sml-l ... Sk+2 S k+l snl Snl-l •.. Sk-2Sk-l

for some ffil > k, nl < k, where WlSk is the shortest element in the eoset wW"" Wi is the
subgroup of W generated by those Si such that i 'I k. Dur assumption on ~(w) implies that
Wl = W2 S k' Sm2 Sm2-) ••• S1'+2Sk+1Sn2Sn2-1 ..• Sk-2 S k-) or W2 S k' Sm2 Sm2-1 .•• Sk+2 S k+l or
Sn2Sn2-1 ..• S1'-2Sk-l for some ffi2 > k, n:z < k, where W2Sk is tbe shortest element in the
eoset Wl Wk. H m2 2: ml or n2 ~ n), we have W = U • S1'S1'-l or W = U . SkSk+l for some
U E W, so the assertion is true. H m2 < fil and n2 > nl, we eontinue this proeess, finally
we see that W = U • S1'S1'-l or W = u· SkSk+1 for some u E W, whieh is what we need.

Proposition 5.3. Let E= Tja;Tja!-il .. .Tt.:.t 1 (Ed E Yo, (aj,aj-I, ... ,ai+l) E 10 , Then

(i). WE = 8iWE' if ai+l = -1, and wE = SjWE" if aj = 1, where

(ii). WE = SkSk+l ...SjWG if aj = aj-l = ... = ak+l = -1, ak = 1, j > k > i, where
G - T- 1 T-tTa.. - l Tai+l(Eo)- j -I . .. k k -I ... i+1 •.

(iii). WE = UE • WO,kE for some UE E Wa-ai-a; (if °' - O'i - O'j f/. R+ we set Wa-ai-a; =
{e}). We have WE = Wa,kE when kE = i or j.

(iv). #{E E Ya I kE = k} = Cf:ii. Note that Cf:ii is also tbe number of different reduced
expressions of wa,lE'
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(v). Set Yo,k = {E E Yo IlE = k} (i ~ k ~ j), then '1t(Yo,k) = Yo,j-k+i.

Proof: (i). Note that we also have E = Ti-ai+1Ti~;i+:3 ... Tj__at (Ej), we see that (i) was
already proved in the argument of 4.6(ii).

(ii). Let W = SkSk+l."SjWG and let WE = ShSh+l ...SjWt, i < h < j. Then Tw(Ek) = E
for sorne k E [i,j - 1] (in fact k = ko). Since w, WE E Wa , hy 2.5(i) we can find some
x E Wo such that W = WE . x. Hut W(O'k) = 0', we necessarily have x E WO-Oi' This
forces that k = h. We then have T W1 (EkE) = Twa(Ek)' Therefore Wl = wo since WE is
the shortest element in cI'-I(E). (ii) is proved.

(iii). H kE = i or j, by 5.2 we see that WE = Wa,kE' H kE i= j, by the proof of (ii)
we see that WE = ShSh+l ... SjWa, kE = ko for sorne h E [i + 1,j], G E Y.j(a)' Using
induction hypothesis we know that WG =UG' w.j(a),ka for sorne 110 E W"J(a)-ai- aj_l' So
we have SjuG = 11GSj. Note that Sjw.j(a),l:o = Wa,k.lp we see (iii) is true in this case.

From the proof of (ii) it is easy to see that kE = k if and only if #{m E [i+1, j] Iam =
-I} = k - i. Thus we get (v), and (iv) foilows from 5.1(v).

The proposition is proved.

Remark: In general 5.2 is not true. For type D 4 , let w = S3S1S2S4S3S1S2Sot, then (w, 0'3)-is the shortest element in (W,0'3), hut W(0'3) < S3W(0'3), so 5.2 is false for type Dot •

5.4. We shall give a clear formula for the coproouct of a root vector. We need some
preparation.

Let 0' be 8B in 5.1. For any ß EN.n+, let c(ß) he the numher of connected components
of ß. When ß ~ u, c(ß) is just the minimal numher of roots in R,+ whose sum is ß.

Let E T aj Taj -1 T Oi+1 (E ) T-Oi+1 T-Oi+.. T-Oj (E ) h t t . v= j j -1 ... i+1 i = i i+1 . .. j -1 j e a roo vec or In So er'

Let ß ENR+ be such that ß ~ 0'. H ß = 0 we set Ep = 1, Kp = 1, if ß = ak + Q'k+l +
... + 0', (i ~ k ~ I ~ j) we set Ep = T,a'Tt':'i l ... T:~tlEk, Kp = K,Kl- 1 ••• K1c+1Kk,
if 131, ... , 13c(fJ) are connected components of ß and ß = 131 + ... + 13c(P)' we set Ep =
Epl ...Epc(~)' Kp = Kpl ...Kpc(~)' Ep, Kp are weil defined since for different connected
components ßh, 13m we have Epla Epm = EpmEPl' K pl K pm = KpmKfJII'

We define XE inductively a.s follows: H j - i ~ 2, we set

XE = {; E NR+ I ; ~ a, wE/(,) ~ O}.

Assume that XE' is weIl defined for E' = TjojTja~il ... Tt-:.t 2 (Ei+l) E Ya" a' = a - O'i,

when ai+l = 1, we set

when ai+l = -1, we set
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Now we eRD state our second main result.

Theorem 5.5. (i). Let a, E be as in 5.4, then

a(E) = L (v-1 - v)c(a-1')+c(1')-lK1'Ea-1' ® E1"
1'EXs

(ii). S(E) = (_1)i-i+1v,-iK;1 '11(E).

Proof: When j = i, it follows from the definition of the eoproduet. Now 88sume that
j > i. Let E' = Tjo,J Tjd!..i 1

••• Ti~~2(Ei+l)E Y a" 0' = 0 - 0i. We use induetion on j - i.

H ai+l = 1, then (see 5.1(vi» E = v-I EiE' - E'Ei, By induetion hypotheais we get

(1) ß(E) = v-1(Ei ® 1 + K i ® Ei )( L (v-1 - v)c(P')+C(1")-1 K"'Y'Ep' ® E1")
1"EXE ,

p'=a'-1"

-( L (v-1 - v)c(ßI)+C{1")-l K"'Y'EfJ' ® E1" )(E, ® 1 +Ki ® Ei).
1"exE ,

p'=a'-1"

H ""(' ~ 0i+l, then we have

(2). EiK1" = VK-yIEi, EfJ,Ei = EiEp'.

v-I EiE-r - E-yIE, =·E-Y'+etiJ EpiK, = KiEp', c(')" + ai) = c(""f').

H ß' ~ 0.+1, then we have

(3). V-I EiEfJ' - EfJ,Ei = Ep'+ap K-rEi = EiK-r, c(ß' + Oi) = c(ß').

EiE-y' = E1',E, = E"'('+ai' EfJ'Ki = vKiEfJ" c(,' +eri) = C(""f') +1.

H ai+l = -1, then (see 5.1(vi» E = v-I E'Ei - EiE'. By induction hypothesis we get

(4) ß(E) = v-1( L (v-1 - vy{P')+C(1")-I KyEp' ® E-y' )(Ei ® 1 +Ki ® E;)
1" EXE ,

fJ'=a' -1"

-(Ei ® 1 +Ki ® Ei)( L (v-1 - v)c(P')+c{"'(')-1 K"'(,EßI ® E1")'
-y'exE ,

p'=a' -1"

H,' ~ Oi+I, then we have

(5). EiK"'Y' = vKyEi, Efl'Ei = EiEfJ' = Ep'+an c(ß' +er;) = c(ß') +1.

v-I E"'Y'Ei - EiE"'Y' = E"'Y'+etiJ Ep,Ki = KiEp', c(,' +Oi) = c(,').

H ß' ~ Oi+l, then we have

15



(6). v-I EplEi - EiEp' = Ep'+ap K-y,Ei = E.K-y" C(ß' + O:i) = C(ß').

E.E.." = E-y,Ei, Ep,K. = vK.Ep'.

Combine (1-6) and tbe definition of XE we see (i) is true.

(ii). It follows from 4.7.

Tbe tbeorem is proved.

Remark: For otber types it is not diffieult to get tbe formula ß(E) for E E Ya wben tbe
ji,ii-l, ... ,ihjo are pairwise different (see 4.1 for notations).

5.6. We sball write Eij far tbe root veetor TjTj-1 ... T'+ 1(E.). In particular we have
Eil = Ei. Tbe set {Eij I 1 ~ i ~ i ~ n} first appears in [J] and corresponds ta the reduced
expression SnSn-lSnSn-2Sn-ISn ... 8182 .•. 8n-28n-18n of the langest element of W (see
[L2]). In this subseetion we list some formulas eaneerned witb E.;, Fij = f2(E'i)' Kii =
TjTj-l ... Ti+l(K.), one can prove tbem by direct eomputations or see [LI, R] far some of
them.

Tbe indiees i,i, k, 1always indieate numbers in [1, n), and M, N always indieate non­
negative positives, we also assume that i ~ j and k ~ 1.

(dO).

EkiEij,

VEHEi;,

EijE", = v-I EkIE'j,

vE., + vEkiEij,

EklE'j + (v- 1
- V)Ei,Ek;'

if j < k - 1 or k < i ~ i < 1,

if k < i < j = 1,

if i = k ~ j < 1or i < k ~ j = 1,

if j = k - 1,

if i < k ~ j < 1.

we set E~N) = Eff /[N]!, F.V") = Fi1/[N]!, where [N]! = .n :::~ii if N ~ 1, [Oll = l.
1=1

Let c be an integer, we set

[K ]
N K.. c-r+l _ K-1 -c+r-l.. c rr 1Jv " VIJ, _ IJ

N - v r - v-r •
r=1

(d1). E~M)Ei~) = El~)Eif) if j < k - 1 or k < i ~ j < 1.

(d2). E~M)Ei~) = vMNEi~) E~jM) if k < i < j = 1.

(d3). E~jM)E~f) = v-MNE~f)E~M) if i = k ~ j < 1, or i < k ~ j = I.

(d4). E (M)E(N) - "'"" vrp+qE(p)E(q)E(r) l'f J' -- k - 1.
ij kl - LJ kl., ij

p~O,q~O

p+q=N
q+r=M
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(d5). E (M)E(N) _ ~ _f{l-l)( -1 _ )t{t]IE(t)E(N-t)E(M-t)E(t)
ij 1:1 - L.,.; V --r- v v . I:j 1:1 ij il

O~t~M,N

if i < k :5 j < 1.

F1:1Eij,

FI:1Eij + v-I K;:i Ei,l:-l'

(eO). Ei;Fl:l = FI:1Eij - Fj+l"Kijl,

FI:IEij + [Ki~' 0],
FI:IEij +V-I (V - V-I )Fj+l ,IKi:jEi,I:-I,

if j < k or k < i ~ j < 1,

if i < k ~ j = 1,

if i = k ~ j < 1,

if i = k, j = 1,

if i < k ~ j < 1.

(eI). if j < k or k < i :5 j < 1.

(e2). E (M)F(N) _ ""' t(N-t-I)F(N-t)K-tE(M-t)E(t)
i; kl - L.,.; V 1:; I:j ij i,k-l

O~t~M,N

if i < k ~ j = 1.

(e3).

(e4).

(e5).

if i < k ~ j < 1.

We have XEii = {O, Qii, Qi,i+l, ... , Qij} (see 2.1 for notations), so we get

(fO). ß(Eij) = Eij @ I + Kij @ Ei; + (v-I
- v) E Kil:Ek+lti ® Eil..

i~l:<j

(fl).
ma,m, ,mi+l ... ,mj ~o

mo+mi+mi+l + .. ·+mj=M

h ( ) K K miKmi+l Kmjw erem= mO,mi,mi+l, .. ·,mj, m= ii i,i+l'" ij'

r=i
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(gO).

(gI).

S(Ei;) = (_I)i-;+lv i-;Ki;w(Ei;).

S(E~!"l») = (_I)M(i-;+l)v M (i-;)+M(M-l)KM \If(E~!t'»)
I) I) I)·

Note that w(Ei;) = TiTi+l ... T;-l (E;) is also a root vector.

Apply none can get more formulas.
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