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Minimal immersions of projective spaces 

into spheres 

Hajime URAKAWA 

Introduction and statement of results. 

The purpose of this paper is to show positivity of the 

dimension of the parameter space of equivalence classes of all 

full isometric minimal immersions of the complex projective space 

n ? 2 ) or the quaternion projective space p2(H) into 

spheres. 

Let (M,g) be a d-dimensional irreducible Riemannian 

symmetric space of compact type. An isometric immersion ~ of 

(M,g) into the unit sphere s~ in J+'is called to be minimal 

if for every normal deformations ~t of q, with <Po = ~ , the 

first variation of the volume (M, ~t*go) is zero at t=O, where 

is the standard Riemannian metric on S R. with constant curvature 
1 

one. For a convenience, we call that a minimal immersion ~ of 

(M,g) into S~C~Q+1 is full if the image ~(M) is not contained 

in a hyperplane of ]Ri,+1 , a~d that two such immersions ~ 1 ' ~ 2 

are equivalent if there exist an isometry .p of 
1. 

S, such that 

The first main problem of minimal immersions would be to 

determine the set ~ of equivalence classes of alJ full isometric 

.t minimal immersions of Minto S1 • This problem was solved by 

do Carmo and Wallach [2] , and Li[13]. 

~~ explain the standard construction of minimal immersions 

of a compact irreducible Riemannian symmetric space (M,g) into 

rCt'f. [2J.fSJ) 
spheres: Let 6 be the usual non-negative Laplace operator -g 
of (M,g) acting on the space C~(M) of all real valued CW 

functions on M. We denote by 

.~;I"" ,." ..... L ';ro .11_ ~_'I""~ i ~.,- M_",_\\11 ,,..~ _, .... c~ ~~I' .. ' 4:~_ h_ .... k ............ -I~ 



o = ~o < ~, < ~2 < ••• < ~k < . .. , 

the set of all mutually distinct eigenvalues of ~g , and by Vk 

the eigenspace of , Put dim(Jt) = I:l with the eigenvalue ~k· -g 

m(k) + 1 • For each k ? 1 , let {fo,···,fm(k)} be an orthonormal 

basis of J< with respect to the inner product (!,'Y) = jM!(X),!(X)~ 
with the canonical measure df- of (M,g) normalized by 

J d~ = m (k) + 1. Then the mapping xk of Minto lRm (k) +' 
M 
defined by 

m(k)+1 
x k : M 3 p 1-1 ---l)o) (f 0 (p) I· •• , f m (k) (p) ) f lR 

gives a minimal isometric immersion of (M,~~ g), d=dim(M), into 

the unit sphere S mCk) 
1 • Then the second main problem would be : 

Problem (A). Is the minimal immersion xk rigid ? 

rrllll 
Here the rigidity means, if ~ is anotherlrninimal isometric 

immersion of Minto S1 m (k) I then ~ is equivalent to Xk" 

Now the results of do Carmo and Wallach, Li are the following : 

Theorem 1 (cf" do Carmo and Wallach [2], Li ['3J, Ohni ta [7) 

1) Assume that there exists a full isometric minimal 

immersion ~ 

sphere 
! 

S1 • 

of (M,Cg) with a positive constant 

Then, for some k~1, t ~ m(k) and 

C, into a unit 

ak 
C = d . 

2) The set ot.. of equivalence classes of all full isometric 

minimal immersions of ~k R.. 
(M'd g) into S, (R. ~ m(k) ) can be 

smoothly parametrized by a convex body L in a vector space W2 

such that the interior points of L correspond to those l!J for 

which l = mCk), and the boundary points of L correspond to those 

l~] for which f < m (k) • 

Theorem 1 answers the first problem and Problem(A) is reduced 



in some sense to the following : 

Problem (A'). Whether or not is dim(W2) positive? 

In fact, do Carma and Wallach showed : 

v 

Theorem 2 (cf. d~carmo and Wallach (2] 

Assume that (M,g) 1s the d-dimensional unit sphere of 

constant curvature. Then 

for d" 3 , and k .,. 4. 
-= 

Therefore the riqidity does not hold in the situation of Theorem 2. 

On the contra:r::y, 

Theorem 3 ( cf. Calabi [,2) , do Carma and Wallach l2J) 
In case of M • 52 J or $ 

d ( d~3 ) and k ~ 3, every full 

isometric minimal immersion ~ of (M,~k g) 
d into S.It 

1 is 

equivalent to xk ' that is, the rigidity holds. 

Theorem" (cf. Wallach [10J , Mashimo l5], [6] 

In case of M. pn(C), pn(H), or p2(cay), the rigidity holds 
. 

in some sense for k ~ , , i.e., dim(W2, • 0 for the immersion Xl' 

In the other cases, the problems (A), (A') have been left 

to be open because of a technical difficulty to estimate the 

dimension of W2 below. In this paper, we 

problems (A), CAl) as follows: 

answer partially 

Theorem B. Assume that M is the complex projective 

space pn(C) • SU(n+1)/S(U(1)XU(n» with the SU(n+l)-invariant 

Riemannian metric q. Then we have 

for n"l 2 , and k? ... 

That is, in this case, the rigidity does not hold and arbitrary 



two full minimal isometric immersions of 
n Ak 

(p (C)'2n 9 ' into 5 m(k) 
1 

can be deformed into each other by a smooth homotopy of minimal 
(n+ k-1) J 2 immersions of the same type. Here m(k)+1 = n(n+2k) ( n! kl) • 

Theorem c. Let p2(H) = Sp(3)/Sp(1)XSp(2) be the 

quaternion projective space of real simension 8 with the Sp(3)-

invariant Riemannian metric g. Then we have 

for k"'l 4. 

That is, in this case, the rigidity does not hold -and arbitrary 

two full minimal isometric immersions of (p2(H)I~~ g) into s,m(k) 

can be deformed into each other by a smooth homotopy of minimal 
_ (k+4)!(k+3)! 

immersions of the same type. Here m(k)+1 - (k+1) !k!5!3! f2k+5). 
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§ 1. The standard minimal immersions. 

In this section, we give the notion of the standard minimal 

immersions after [2], (5). 

Let M = G/K be a d-dimensional irreducible symmetric space of 

compact type, and let 9 be a G-invariant Riemannian metric on M 

= G/R. We denote the set of all mutually distinct eigenvalues of 

the Laplace-Beltrami operator ~9 of (M,g) acting on the space 

of all real valued 
110 

C functions on M by 

o = A < -0 ~1 < 

and the eigenspace of ~g corresponding to the eigenvalue ~ k by 

Put dim(vk) = m(k)+1. We give the L2-inner product (,) on vk 
by (f ,h) = JM f h dJ! ' II f 1\ = (f, f) 1/2, where df- is the canonical 

normalized by S ~ = m(k)+1. measure of (M,g) 
M 

Suppose that k ~ 1. Let {fo,f1,.~.,fm(k)} be an orthonormal 

basis for vk 
;Rm(k)+1 by 

with respect to ( , ) and define a mapping 

X k (p) = (fO (p} ,f1 (p)., ••• ,fm(k) (p», pE-M. 

of 

vk. 

The action of G on M induces a natural one on vk by (~·f) (p) = 
-1 

f ( ~ p) , §: f G, pe- M. The orthonormality of 'f.} m(k) 1 l. i=O and the 

homogene~ity of 

sphere S m(k) 
1 

M imply the image xk(M) is included in the unit 

of the Euclidean space JRm (k) +'. J.loreover by the 

G-invariance of the metric 9 and the assumption of the irreducib-

ility of the linear isotropy action of K, the mapping x k is an 

immersion and the induced metric coincides with the metric 

9 up to a positive constant C, where go is the standard 

Euclidean metric of JRm(k)+1. Since xk : (M'9)~S1m(k) is an 

1 
isometric immersion and the Laplace-Beltrami operator ~ 9 = C ~9 

IV ~ 
of (M,g) satisfies ~qfi·C f i , i=O,1, ••• ,m(k), a theorem of 



Takahashi [9] implies that xk 

into a sphere of radius J~c. 
-k 

isometric minimal immersion ~k 

k-th standard minimal immersion. 

'V 

is a minimal immersion of (Mig) 

~k It follows that C = -a. The 

(M,g)~ S1 m(k) is called the 

Note that another orthonormal 
...., 

basis of vk 

into 5 m(k) 
1 

gives also an isometric minimal immersion of (M,g) 

, which is equivalent in the sense of the introduction 

to the immersion 

Now we choose an element f in ,Jk as f(eK) ~ 0, and put 

fOr = J k·f dk and fO = fo'/lIfO'I\, where dk is -the Haar measure 
K 

on X normalized by J dk = 1. Then k.fO = f O' kf- K, and fO(eK)\C 
K 

That is, the G-module vk is a class one representation of the 

pair (G,K) • We can take an orthonormal basis J f .}. m(k) 
1 J. J.=O of v'k 

in such a way that (fo (eK),f1 (eK), ••• ,fm(k) (eX» = (1,0, ••• ,0), 
m(k)+1 

because there exists an isometry A of the Euclidean space ~ 

such that A(xk(eK» = (1,0, ••• ,0). Then it can be proved that 

(1.1) xk ( ~K) = (fo(~K),f1(~K), ••• ,fm(k) (~X» = ~.fO' 

. m(k)+1 ) 
for every §~G , under the J.dentification JR 3 (ao '··· ,am(k) 

1---..,.) i:m(k) a. fi f' yk. Therefore the standard imrnersion ~ 
i=O l. 

can be obtained as the orbit xk(~K) = ~.fO ' ~E G, in the class 

one repr~sentation vk over m of (G,R). 

The differential x k * of xk can be expressed in terms of the 

Lie algebra q of G as follows : Let k be the Lie subalgebra 

of 9 corresponding to the Lie group K, and let p be the ortho

gonal complement of k in ~ with respect to the Killing form of 

g • We identify p with the tangent space TexM by ~~ X ~XeKfTe"! 

and the tangent space T§..fOvk at §::. fO with ,Jk itself. Then 

the differential xk*§K of xk at §K' G/K is given by 

(1.1') 



where 1&* is the differential of the translation by ~ G/K ~ti'K -
1---..:)) ~ ~I K ~ G/K. Moreover we give an inner product 

from the G-invariant metric 9 = ~k g by 

,) on p 

Then the mapping xk is isometric from 

if 

..., 
(M,g) into vk if and only 

(1. 2) x f p I and ~ f G I 

-by (1.1) and the above identifications. The mapping xk is 

immersion of Minto Jt if and only if the mapping ~ 3 X \--7 X· fO(- vk 
is injective. 

§ 2. Parametrization of minimal immersion. 

In this section, we preserve the notations in §1. 
{Riemannian 

be an irreduciblelsymrnetric space of compact type and let 
IV 

k-th 'standard min~mal isometric immersion of (M,g) into 

Then we have : 

Theorem 2. 1 (cf. [2], r 7], [ 1 3] ) 

Let (M = G/K ,e 

~ be the 

S m(k) 
1 • 

1) Assume that there exists a full isometric minimal immersion 

of CM,Cg) 

Then I for some 

with a positive constant C, into a unit sphere S, . 
~k k>: 1, 1~ mCk) and C = d I where d = dim(M). 

2) The set OV of equivalence classes of all full isometric 
Ak R. 

minimal immersions of (M'd g) into Sl ' t~ m(k), can be smoothly 

parametrized by a convex body L in a vector space W2 such that 

the interior paints of L correspond to those [~) for which .P., = 

m (k), and the boundary pOints of L correspond to those l~] for 

which t < m(k). 

The sets w2 ' L in the above theorem can be constructed as 



follows Let vo' V, be the K-invariant subspaces of vk 

defined by 

, and V, .. { X· f 0 ; X E ~}. 

By the G-invariance of the inner product (,) of vk, the subspaces 

are mutually orthogonal with res~pect to 
v 

, ). Put 

VI the orthogonal complement of the sum VO+V, in the space vk 

with respect to 

K-rnodules : 

(2. ') 

,). Then we get the decomposition of vk as 

Let P, be the projection of vk into V1 under this decomposition. 

Let S be the set of all linear (over ~ mappings of vk into 

itself which are symmetric with respect to I). Define the 

-, G-action on S by Q·A = 6 A ~ I!f G, A E S, and the G-invariant 

inner product (,) on S by (A,B) = trace (AB), A,BE S. 

Let S, be the set of all symmetric lin~ar mappings of V, into 

itself. The set s1 can be considered as a subset of s. 

For every u, v E:- Jt, define a l:inear mapping P u , v by p u, v (t) = 

(u,t) v , t~ v'k. Then the mapping 0u,v = ~ (Pu,v + Pv,u) belongs 

to S and the linear span of Qu,u' u E: vk I coincides with S. 

1-1oreover 0u,v f 51' for u,v (; V, ,and the linear span of Qu,u' u(-V1 ' 

coincides with S1. Note that 

(2.2) 

by definition. 

(B,Q ) = (B (u) ,U) u,u 
, for every B t Sand u c J< 

Now let w, be the linear span of the G-orblt of S, in S 

and W2 = {A E: S 1 (A,W,) • o} its orthogonal complement. 



Define the sub~et L of W2 by 

L = t C f- W2 ; C + I "? 0 } , 

where I is the identity mapping of vk and C + I ? 0 means 

that «C+I) (u) ,u) '2 0 for all u (:- 0. 
Theorem 2.' can be proved by the same manner as Theorems 1.3 

and 1. 5 in [5] ( cf. see Li ['3]). 

§ 3. Estimation of the dimension of W2 . 

We preserve the notations in §2. Consider the natural 

isomorphism Q of the symmetric square S2Jc of J' onto 5 

induced by s2Jt 3 u·v ~Q ~ S. The G-action on Jt is extended 
UiV 

naturally to S2Jt, and the G-invariant inner product , ) on Jc 

can be extended to the G-invariant one on 5 2vk. Since we have 

= () Q ()-, - 0 
- u,v - - ~u,~v 

, and 

(Qu,v,Qu' ,v') = (U.V,U ' .v' ), for ~(-G, u,v,u' ,Vi E- Jc, 

the mapping Q is G-isomorphic and isometric. Moreover the image 

Q(S2V,) of the symmetric square s2v, of V, in (2.') by Q 

COincides with 5,. Therefore the space 

with the linear span of the G-orbits of 

also identified with its orthogonal complement 

is identified by 0 

in s2vk and W2 

in s2vk. 

is 

Furthermore, in order to estimate dimension of w2 ' we consider 

its complexificatlon We denote by W~ the cornplexification of 

a real vector space W. We extend the inner product ( , ) 

to the hermitian inner product on (S2Vk)~ = s2(vk~). Then 

is the linear span of the G-orblt of S2(V It) , in 52 (0a:) 

on 

W cr , 
and 

W a: 
2 is its orthogonal complement in s2(vk~). We have : 

r 
Lemma 3.1. 

Let W3 be the sum of G-submodules of 52 (Vka:) O\'er a: I not 



lcontaining the 

is included in 

Proof. 

K-irreducible components of 
~ W2 • 

Then 

It can be proved by the same manner as Lemma 5.4 

in [2J. We have only to consider unitary representations instead 

of real orthogonal ones of compact Lie groups, making use of the 

Frobe~ius reciprocity theorem as in (lJ, [3]. Proof is omitted. 

By Lemma 3.1, we can give an estimatiqn of dim(W2) by the 

analogous way as in [2]. In order to estimate dim(W3" note that, 
~ 

if the symmetric space M = G/R is of rank ~ , i.e., a maximal 

abelian subalgebra of 9 contained in ~ is one dimensional, then 

every eigenspace of the Laplace-Beltrami operator is an irreducible 

class one representation of the pair (G,R) over m and its 

complexification is also i~reducible. Therefore we can make use 

of a finite dimensional unitary representation theory of a compact 

10 

Lie group to estimate dim(W3), which are carried out in the following 
E 

sections, in case of projective spaces. 



",here 

§ 4. Complex projective spaces (J). 

4.1. In this section, ue use the follouing notations: 

G = SU(n+1). n ~ 2, 

{ [1/detcs 
K = S(U(1)xU(n» =t 0-

g =- ~,:!(n+l) = {XE Mn+1(t) ; tx + X = 0, trace(X) = o} • 

k 
= {[- tr:ce(x) 

: ]; X f Mn (t) t- + X = o}, - , X 

B(X,V) - 2(n+1) trace(XV), X,Vf g , the Killing form of g , 
-

s{(~,_z, ••• -z) z, ..... Zn f [ J · p n E Mn+1 (I[) ; - 0 

Zn 

-{l~' ~~ o )EI'I (I) '. 
1[, '~i I =1 , 

n+1 ~1 } • T • ~i E- rr ~i • . n+1' i=l 
·§.n+1 

~ - {H(x1·x2,···,xn+1 ) • Xi E IR 1:n+1 Xi .. 0 J, • , 
i=l 

H(x,.x2 ••••• Xn+') _ 2!J=1 (X' :2 ••• 0 \. 

xn+1J 
Then we can identify 

pn(C) with the coset space G/K having the G-invariant Riemannian 

metric induced from the inner product (X,V) = - -1-1 S(X,V) , X,Yf p • n+ 

Define an element ~i in the dual space t* of t over ~ by 

~3H(X1'X2' ••• 'Xn+1)J.-~Xi' 1 ~ i ~ n+1. and introduce a lexicographic 

order > on ~. in such a way that 

~1 > ~ 2 > ... > ~n > 0) O-n+1 • 

Put 



Then D(G) (resp. D(K» is the set of all dominant integral forms of 

G (resp. K) with respect to 1. Thus there exist a bijection 

between a complete set ~(G) (resp. ~(K» of nonequivalent irredu-

cible modules of G (resp. K) over [ and the set D(G) (resp. D(K) ) 

assigning ~E- D (G) (resp _ D( K» to an element V = VA E: 2 (G) 

(resp. ~ (K» with the highest weight .h. Under the above situations, 

we have 

Theorem 4.1. ( the branching theorem) 

Let V .. V~ be an irreducible G-module over I with highest 

weight !! -= En mi ~i ' m,~m2~" _~mn~o. 
i=1 

Then V = VA decomposes 

as a K-modules, into irreducible ones : 

v - ~V 
:A '-' k, A,+- - -+k 7\. ' - - n-n 

where the summation runs over all the integers k1 , ••• ,kn for which 

,there exist a non-negative integer k satisfying 

m,~k2+k,m2~k3+~~m3~ ••• ~mn_,~kn+k,mn~k , and 

, E n m i - L n k i + (n+') k • i i-' 1-1 -
Proof. See [3 J • 

Note that the irreducible modules Vk .,. k "l 

~, - ~n+' 
",ith highest 

weight kA, - k~ 1. 2k"-1 + kA.2 + ••• + k).. ,k > 0, exhaust all - - n+ - - -n-
class one ( i.e., including the trivial representation of K) irredu-

cible modules, of the pair (G.K) over I. The modules Vk "!o. k 'II. 

~l - ~n+1 

are represent.d as follo",. ( •• a ror axample [ 5 ])' : 



~ 

Let Sk,k(In+') be the space of all complex valued C functions 

r on ,n+' such that r(~z) .1~12k fez) for every z f' an+', A. ElI. 

Put Hk,k(I n+'). {f € Sk,k(,n+') ~of = o}, IJhere ~o &:: t=~+1'l/'JZid2 

the standard Laplacian of ,n+'. Define an action of U(n+1), also 

SU(n+') on Sk,k(an+') by 

(! .r)(z) - r( ~-'z), z E o:n+', §: E U(n+l). 

with heighest yeight k >.., - k >.. ,. - -n+ 
of all real valued COO functions on and put 

Hk,k(o:n+')" Coo(It~+',~). Then 

over R of the pair (G,K) 

vk is a class one representation 

whose complexification vkt is 

VkA -kA _ Hk,k(ltn+') and it induces the eigenspace of the Laplace-
-1 -n+1 ' 

Beltrami operator of the G-invariant Riemannian metric on G/K 

corresponding to the inner"product yith the eigenvalue 

4.2. Noy by Theorem 4.1, the class one representation 

is decomposed into irreducible K-modules as follolJS : 

(4.1 ) 

IJhere Vp,q' p,q _ 

highest yeight 

- L. 
p=o,1, ••• ,k q=o,', ••• ,k 

v p,q , 

0,1, •••• k. are the irreducible K-modules uith 

. i (2p-q)?>, +(p+q) b 2 

(2p-q)~, +(p+q) ~2 

k(k+n). 

The K-module is decomposed 

into irreducible K-modules 88 follows : 

p' - V1 ® V 1 • • 0 0, 



Then the components of the decomposition 

are given as K-modules by 

(v )It • V 
o 0,0 , (V,)I a V"o ® Vo" • and (V·)I: = L V 

(p,q)E- I p,q 

",here I .. {(p,q) ; p,q - o", ••• ,k} '\ {(o,o),(o")'("O)} • 

Then the K-module S2(V,I) is decomposed as folIous: 

(4.2) 

Therefore ue have : 

Lemma 4.2. 

[very G-module over I 

components (4.2) of S2(V It) 
1 

"'hich contains some of the K-irreducible 

has the highest ueight En mi ~ i ' 
i-1 

",here mi " < i < n , are one of the n-tuples in the follouing table : -= .. 

(i) In case of n > 4 , -= 

m, 2k 2k-1 

m2 k k+1 

m3 k ·k 

• • • 
m n-1 k k 

m n k k 

(ii) in case of' n - 3, 

m1 2k 2k-1 

m2 k k+1 

m3 k k 

(iii) in case of' 
n -

2, 

m, 2k 2k-3 

2k-2 

.1<+2 

k 

k 

k 

2k+:5 

k+' 

k 

2k+3 

2k+3 2k+2 

k+1 k+2 

k+1 k+1 

k+1 k+1 

k k 

2k-2 2k+2 

k+2 k+2 

k k 

2k+6 2k-6 

2k+6 

k+2 

k+2 

k+2 

k 

2k+6 

k+2 

k 



lUhere, in each ca •• , k varies over the •• t of all non-negative integers. 

Proof. For example, we determine the G-modules containing the 

K-module V~, • The remains are proved by the same manner. 
-2- ~n+1 

The weight ~2- ~n+1 coincides ",ith ~1+2 ~2+ ~3+ ••• + 6- n (n~3) 

or :11+2 ~2 ( n-2-)". By Theorem 4.1, the weight ~ n mi ~ i of the 
30=1 

l.-,lIo(j""le should satisfy the following . • 

(i) in case of n ~ 4 , 

(n+1 )(k+1), 

(ii) in case of n. 3, 

(iii) in case of n - 2 , 

for a certain non-negative integer k. Thus we can determine 

(m, •••• ,mn) satisfying the above conditions. .c!.E.O. 

4.3. Ue need the following lemma in order to decompose the 

G-mooule S2(Vk ') into the sum of irreducible G-modules. 

Lemma 4.3. 

r or a G-module (V, l) over a: with a character ~, the 

character ~(2) of the symmetric square S2V is given by 

Proof. Sae [8 J for example. For completeness, we give here 

it II proof. roX' a f iX8d IE G. let e i E V be the eigenvectors of 

l (:) with the eigenvalua a-l' i.e.. ! (-:) e1 = ~1 e1 t 



1=1, ••• ,N-dlm(V). Then the basis m m e, ,. ••• • eN N 

of the k-th symmetric product SkV of V satisfies 

• • • m m 
••• ~N N e, , . 

uhere e mi e i = i· ••• • e i ( mi times ), and 

m •••• eN N , 

is the 

G act ian on SkV induced fram the ane an V. 

~(k)(~) of ,f(k)('E) is given by 

Then the character 

Consider the fallouing generating function of the characters : 

00' k 
p(z) .. L.k z ~k)("£) • 

=0 

Then ue have 

p(z) -

• 2: 00 (z~,)m1.· •• (z~N)mN 
m" ••• ,mN-o 

N . 

.. IT (1-Z"-::i)-' 
i=1 

.. det( I - z f(~) )-1 

.. exp( E oo k trace ( f.( "to ) zk» 
k=, k 

• exp( 
L~ ~{ ~kl zk ) .. 
k=1 k 

In fact, the series pCz) has the convergent radius bigser than or 

equal to (C I~( ~ )1 )-1, ",here the constant C satisfies l~(~, ~ 2 >\ S 
C 1;( :;1 )II~( '.E 2 ) I far every ~ , • l' 2 E G. Then the coeft'icients 

Pn == p(n)(o)/n! of P coincide uith ~(n)(~). ror example, 

PI II: 1, P, .. ~(1:), Po;"" *('X(~)2+X( ~2», ••• • 1(.£.0. 



t I 

§ S. Complex projective spaces (II). 

In this section. we investigate the irreducible decomposition of 

the symmetric square S2(Vkt) due to Lemma 4.3. In order to show 

dim(IJ3 ) > 0. we have only to show the existence of the irreducible 

G-submodules of S2(Vk[) which do not appear in the table in Lemma 4.2. 

5.1. In this section. we use the following notations: 

"-I 

G III U(n+1). 

tx + X=:O}, 

Define an element X -i in the dual space t": of 
N 

t over IR by 
..... 
~ 3 H( x1 •••• , "n+1 ) .----,. xi • 1~i~n+1, and introduce a lexicographic 

order > 

Note that 

tv .. 

on t in such a way that 

"w ~ ~ I'\J 

~1 > ~2 > ••• > ~ n > 0 > ~ n+1 • 

is the restriction of ·r 
-i 

D(G) =- { 1\ • 

to t (1<i<n+1). = = Put 

-Then D(G) coincides with the set of all dominant integral forms of 
'" ,.., 
G with respect to t and there exists a bijection between a complete 

S e t ID ("'J.G) ,.., 
00 of non-equivalent irreducible modules of Gover [ 

and D(a') ,assigning 6E:-o(G) to an element V = V~ E: 93 (G) with 

the highest weight E. Moreover for each If = Vir C S:J (ir) wi th ~ E 

D(C), the module V = vic. considered as a G-module, belongs to $(G), 

its highest weight .(} is the restriction of A t" t and its 

character ~ is the restriction of the one XA" of 
,..,., 
V to G. 



By the character formula of Yeyl [11], 

(5.' ) 

where I ~i lj I 
entrias are 

is the determinant of 
eo 1. 
~i J , 

...., l!:1 0 \ 
for each h.. 0 ••• .t= T, 

!:n+1 

(n+') X (n+') matrix whose (i,j) 

(5.2) lj • fj + n + 1 - j (j-1, •••• n+'). 

'" and D(h) is given as follows: 

DCh') = TT (f.-L). 
1ii(jin+' -i -j - ~ 

Note that the G-module Uk! = Hk,k(!n+') in 4.' is also G = U(n+l) 

irreducible module with highest weight 
'OW ,.., 

k ~ ,-k ~n+' • 

5.2. first let us consider the irreducible decomposition of 
"-I 

as G-modules : 

(5.4) N(f 1,···.fn+,) Uf , • 
, •• • ., n+' 

uhl!re '1' ••• ,f n+, vary over the set t (f" •••• f n+1.) fiE- 1l 

f1~···~'n+'J, Vf f is the G-irreducible module with highest 
, • • • ., n+' 

weight ~ n+' , ~ • and the number N( f ,) is the mul ti-
~, i ~ i , , • • ., n+1 

plicity of V 
" •••• ,fn+, 

is also the G-irreducible module Vh with 
-

Then since U 
f,,····'n+1 

highest waight A = ~n 
- fa1 

ro i = fi - f n+, (ia' ••••• n) • ue obtein the irreducible decomposition 

of S2(Vk!) as G-modules: 



I'V 

if we find an irreducible module V 
f" ••• ,fn+, of G in (5.4) with 

N( f l' • •• ,f n+1 ) > 0, 

mOdule V" n 

then S2(Vk!) includes at least one the irreducible 

L. mi "-i 
i=1 -

of G. Therefore ue have only to consider the 

rv 
decomposition (5.4) of S2(Vk') as G-modules. 

Now by Lemma 4.3, the character 

S2(Vk') is given by 

(5.5) 

k 
~ (2) . of the 

'V 
G-module 

",here 
r. 

(i,j)-entries are Ei J , 

r,=k+n, rj-n+'-j (j.2 •••• ,~), r n+1=-k • 0n+1 • 11 ( L i- E..) 
- -J 

1~i<j~n+1 
0' =-n+1 n The right hand side of (5.5) can be 

",ritten as 
n+1 

n -2lC P ('"- C.) 
~i n+1 ~1'···' ~n+1 • 

1-1 

,..., 
",here Pn+'( ~1' ••• ' ~n+1) is the polynomial in (~1.···t ~n+1) 

given by 

(5.6) 

",here P1=n+2k, Pj-k+n+1-j (j-2, ••• ,n) 

polynomial l~lPj 1 (resp. \§i2Pj \) 

one Dn+, (rasp. 0 I n+' ) • 

and pn+,=o. Note that the 

can be divided formally by the 

and 



£'. 

On the other hand, according to the decomposition (5.4), ~e get 

(5.4') 

Ue arrange the right hand side uhere lj. fj+n+'-j , j.' •••• ,n+' • 

of (5.4') aa the sum or the terms 
a a 

E , ••• f n+' ~ith 8,) ••• )8n+1 -, -n+' 

Bnd the tarms E b, ••• e bn+, 
-1 -n+' where thare eKist two integers 

+ ~( ~, •••• , ~n+')' 

uhere ~( ~1' ••• ' ~n+1) ia the aum of the latter type. 

""J 

No~ we decompose the polynomial Pn+,( ~" ••• , ~n+') in such 

8 ~8y th8t 

-- ~ ( ) E. q, ••• f qn+' 
Pn+' - ~ A q,,···,qn+' -1 -n+1 

q, > ... > qn+'~o 
+ R( t" ••• , ~n+1)' 

uhere is the sum of the ~onomi.ls ••• 

-of Pn+1 where there eKist t~o ihtegera 1~i(j~n+' auch that b i ~ b j • 

Then comparing with (5.4") and (5.6'), their first term auma coincide 

each other, 1n particular, wa have 

uhere 'j-qj-(n+1)-k+j, j-1, ••• ,n+'. Therefore wa have only to 

decompose ~+,( ~,' ••• ' i n+,> e. (5.6') end to .eak the tar •• 

t q, ••• E qn+1 ) ~ith. non-Zaro coefficient 
-1 -n+1 ' q, > ••• > qn+'.o 



Then ye obtain the G-module uith 

5.3. The task of the last step in 5.2 is accomplished as 

follous. 

(1) rlrst, decompose P n+1 85 8 sum of the constant term 

'irn+1 ( ~, , --. , ~n'o) in ~n+' and the higher order term Qn+' 

Qn+'( !, , ...• !-n+' ) in ~n+' - Then the constant term 
,..., 

En' o) Pn+,( !, , ... , is 

n 

a 

Here 
,... 
Il --n 1T 

1.1 
e 2k+' 
-1 and P n is the polynomial in ( E,.···. § n ) 

giuen by 

\E 21jl/Dt } 
-1 n' 

yhere Then ue have 

'" P ,-n+ 6 Pn + ~ 
-n ~n+' • 

In case of n ~ J. ue furthermore decompose p 
n 

into 

the sum of the constant term Pn( ~, •••• , ~n_'to) in ~n and the 

higher order tarm Q ( f" ••• , E) in -En- The former n - -n 
Pn ( ~" •••• §n_1'O) 1s calculated as 

Hare 
n-1 

~n-1 - 11 ~1 
1-1 

giuen by 

and p 
n-1 ia the polynomial In ( ~, •••.• §n-,) 



uhere -l~i llj I is the determinant of (n-1 )x( n-1) matrix uhose entries 

ara !i~j, 1~i~n-1, )1-k+n-2. lj-n-1-j • j.2 ••••• n-1. Then ue have 

(iii) Go on inductively the above process. Lastly, ue have 

1 t ~1 k+2 !, 1 2 E 2(k+2) E 2 1 -1 -1 /0' 3}. P3 - '2 ~k+2 !2 1 1°3 + E 2( k+2) € 2 1 -2 -2 
s.s k+2 

!3 1 E 2( k+2) E. 2 1 -3 -3 
. alf ~k+1 1 2 E 2(k+1) 1 Ie ~1+ ~2) } P2 I(~,- g2} + -1 • 2 k+1 e 2(k+1) 

§2 1 , 
-2 

~2 • ~, ~2 ' end 

p 3 ( g1 • ~2 ' ~3 ) - ~2 P2 + Q3 ( ~1 • ~2' ~3) • 

where Q3 is the sum'of the terms of P3 higher than the constant 

in ~3' Then we have , in case of n l 3 • 

where 

(5.8) ~n~n-1 ••• Q.2 - g,2k+n.1 IT Ej2k+n+,.j , 

j-2 

(5.9) A A 1 ••• Ai-- n -n- - IT E. 2k+n+'-i j., -'j 
fr E 2k+n+1-j 

jei+' -j 

where i = 3 •••• , n. 

In case of n. 2, we have 

, 



(5.7') 

",here 

(5.8') 
,.., 
f\2 -

2 
IT E. 2k+1 

-l. 

i=1 
• 

~ 

Note that the first term ~n ~n-1 ••• ~2 P2 of (5.7) is a 

homogeneous polynomial in (~1t""§n) whose degree is 2k+n+1-1 in 

the variable ~i ,i=3, ••• ,n, and the sum of the degrees in ~ and 

E. -2 is 6K+2n-l. The terms ~n ~n-1 ••• ~i Qi are homogeneous 

polynomials in (~I' "'~n) whose degrees in E.i are greater than 

2k+n+1-i. and the degree of the last term Qn+1 in ~n+1 is greater 

23 

"" than or equal to 1. Therefore all the monomials of ~n ~n-1"'~2P2 

f' ",n ro..I I\. P Q are di f erent from the ones of w ~ n ~n-1 ••• ~ i i + n+1 • 
i=3 

(iv) Nou ue calculate the polynomial P2 in (~, • ~2) : for k ~ 4-, 

• '2 {C_f1k+1 - E k+') ",k ESc k-s _ ~2k+1 s S 2k+1-s 
-2 ~ -, -2 L (-1) £, E2 

saO 5=0 - - ~ 

__ ~2k+1c.0 .,Lc. 2 1<-1e 2 + e2k-3 c. .. ( ) ~ ~,~ ~ + the lower order ter~s in ~1 _1 -2 -1 -2 ... 1 -2. 

T (the lower order terms in 

Therefore the polynomial includes the terms 
Qn+1 

••• gn+1 t 



§ 6. ~u.ternion projective speces pn-1(H). Sp(n)/Sp(1)xSp(n-1). 

6.1. In this section, ye use the following terminologies: 

G • 5 p ( n) • { xf U ( 2 n ) ; t x J n x = J n }. n ~ 3 • 

where I n (0 In end In is the identity matrix of degree n • 
• -1 0) n 0 b 0 a 

K - Sp(l)xSp(n-l) -{f ~ A 0 ~) ; (~ ~) ~ 5 p ( 1 ) ,( ~ g) f 5 P ( n-1) } , 0 d 
C 0 

S(X,v) • (2n+2) Trace( XV ). X.V~g. the Killing farm of Q • .. -
p .f(-~!_; t: ~_) ; Z.IJ~M(1,n-1.1t)1. the orthocomplement of k - l 0 -IJ 0 Z J 

_ tij 0 _ tZtl in g relative to B, 

T -{t"!n !i'. ~ ) I gi E I, I!il - 1 (l~i~n)}, 
\ 0 '. e-' 

-n 
~ ·tH(X1 ••••• xn) J Xi ~IR (1~i~n)} • the Cartan iubalgabra or 

9. and ~, 

• Than we can identify 

pn-'(H) with elK having the G-invlrilnt Riemannien mltric inducld 

from tha innar product (X. V) • - S(x.v). X.V f P • 



Define an element ai in the dual spaCB t* of t over IR 

by ~ ;,H(x, •••• ,xn)·t-I -~, Xi (1<.1<n) =- 101 
and introduce a lexicographic 

order > on till. by 

~1 > ••• > ~n > 0 • 

Let ~+(G) ,(resp. ~+(K» be the set of positive roots of the complex

ification g~ (resp. ~[) of g (resp. ~) relative to t. Then 

ue have 

Put 

D(G) • {~- r:: n 8 i ~i 
i=1 

O(K):;a {-D= En bi ~i ; biE71(1~i~n),b1~0 and b2b···~bn~0} • 

i=' 

Then D(G) (resp. D(K» is the sat of all dominant integral forms 

of G (resp. K) with respect to t. Moreover there exists a 

bijuction between D(G) (rasp. D(K» and a complete set J1(G) 

(re~p. ~(K» of non-equivalent irreducible modules of G (rasp. K). 

over I[ corresponding ~ E D(G) (resp. D( K» to ar. element V ... 

~ € s:J (G) (rasp. S (K» uith tha highest ueight I\. • 

Then \.Ie have : 

Theorem 6.1. (Lepowsky (4- ] ) 

Let ~ • 7. n a i ~i e 0 ( G) , 1:. T-, 
Then the 

multiplicity m(~,~) of the K-module Vf- in the G-modula v~ is 

given as follous : 



Defina 

Then m(~,~). 0 

A, • a, - max(a 2,b2), 

Ai • min(ai.b i ) - max(ai+,.b i +,) , 

An • min(_ ,b ) ) 0 • n n • 

unlees and 

Under these conditiona, 

2 .... S i '5 n-' . 

m(~ .)!) • L 
L 

ILl (n-2-ILI + i~-b,+f.~ Ai )- E Ai) 
(-, ) it L , 

n-2 

where 

ILl 

L ~una over all the 8ubse~ of {" 2, ••• ,n } 

denotes the number of elements in L, and ~X) y 

binomial coefficient, which il defined to be zero if 

It turns out by Theorem 6.' that 

class one modules of the pair (G,K) over C. 

(also the empty sat), 

denotes the 

x(y • 

The complexification e' of e is the irreducible module of K 

with highest weight ~,+ a2. Then the symmetric squarl S2Ce') 
of e' ,which is S2(V,') in §3. is decomposed as a K-module 

into as follows : 

Than by Theorem 6.1, we have: 

Lemma 6.2. 

( I ) Let n - 3. Then every G-module over I which includ •• 

certain of the 

highest wlight 

K-irreducible component. (6.') 

l:3 ai~l • where thl triple i.' 
them. in the following table I 



8, k+4 k+2 k+3 k+2 k+1 k k+4 k+2 k 3 

8 2 k k k k k k k k k 2 

8 3 2 2 1 , 1 1 0 0 a 0 

(k>2) (k)1 ) (k)o ) 
;: = ;: 

(II) In case of n > 4 , 
= if a1~a2~ 000 ,an~o satisfy one of 

the follouing conditions : 

(i) 8 4 ~ 2 , or (iii) a i ~ 1,for some 5<i<n , ... "" 

then the G-module VA uith the highest ueight A = z=n ai~i includes 
i=1 

no the K-irreducible components of S2(~[) • 
'-

Proof. Ue give only e proof of (II). Case (1) can be proved 

by the same manner es case (II). 

By (6.'), ue have only to consider the K-modules VA with highest 

weight ~... ~n, bi~i as follows : 
1.= 

( 1 ) (b"b2,···,bn ) ... (2,2,0, ••• ,0) , 
(2) (b,.b2·····bn ) = (0,1,1,0, •••• 0) • 
(3) (b"b 2,···,bn ) = (0,0, ••• ,0) • 

In u8ch case, the numbers Ai ' 1<1<n-1 , as in Theorem 6.' are given --
eaS follows . for (, ), A, ... 81- maX(8 2·2), A2 "" min(8 2.2) - a 3, • 

Ai = - 81+, , 3~iSn-1 • for (2), A, ;: ai - max(a 2,n, A2 = min(a 2,1) 

- max(a 3·1). A3 -
min(8 3 ,1) - 8 4 , Ai ... - 8i +1 , 4~1~n-' • 

for (3) , A, • 8, - e2 , Ai - - e i +1 , 2<i(n-1 • . ... 

If either the conditions (i), (ii) or (iii) hold, then for avery 

case (')~(3), one of the Ai's, '(1(n-' , is negative. Thus • • 
Theorem 6.1 implies (II). Q.E.D. 



By the character formula (11] • the character ~A of the irred

ucible module VA with highest ueight ~ - I: n ai~i is given by 

(6.2) 

i.' 
-1 ! ~i j • for eech (

f.' ~ _l... a 
~_ in !~I, ' 

o '. -I 1n -ljl - ~i is the determinant of nxn-metrix whose (i,j) where 

entries are h lj - ~i -lj • 

(6.3) 

(6.4) o (E) • I E n+' - j _ E - ( n+ , - j ) I 
n - -i -i 

6.2. In the follouing, ue assume n - 3. 

By Lemma 4.3, the character k 
~ (2) of the symmetric square 

of the class one module (e,K) is given by 

~ k+3 
-1 

e -(k+3) 
- -1 

f k+2 
-1 

e -(k+2) 
- .. 1 

E _ E -1 
-, -1 

f k+:5 1 -(k+3) E. k+2 _ ~ -(k+~) h _~-1 
-2 - 2 -2 • 

e k+3 S -(k+3) E k+2 f -(k+2) -1 
.. 3 -:5 -3 - .3 €3 - ~3 

Assume that 

• 

Then ue have the identity : 



(6.7) 

IJhere ~j a a j + 4 - j , ja1,2,3. And then the right hand side of 

(6.?) can be decomposed of the form 

IJhere is the sum of the monomials 

satisfying one of the follololing conditions : 

(6.B) 

50 let us decompose into the following : 

(6.9) 

where is the sum of the monomials 

s~ti~iying one of the conditions (6.8). Then we have 

Therefore lola have only to seek the monomials 
q, q2 q3 

A(Q"Q2,Q3) E1 f2 ~ 

with A(q"q2. Q3) T 
the module S2{Vkt) 

o , 

includes the one 

of 0:5 ( E. ) ~k ( 2 ) (§ ) • The n 

V-(q3+3)~,-(q2+2)~2-(q1+1)~3 

6.3. Tha task of 6.2 is accomplished as fol10IJs 



F"irst, lola put 

and 

'" tV where P3 and 03 are tha polynomials givan by. 

~k+3 _~ -(k+3) !,k+2 -Pi -(k+2) 

P3( ~,~.~). E2 k+3 - h -(k+3) ~2 k+2 _~-(k+2) 

f 2k+5 -E 
-3 -3 

Then 

Here 

divic~d formally by 

Than jt 

(6." ) 
p~o 

~hara both sums Ira in fact finite sums in p, end both coefficient • 

• P(~"S2) t bp(!1'~2) Ire the auma of the form A(I,,1 2) §11'~2a2 , 

I,. 12 t Ind A(I,.1 2) bllng integlrl. So dicomposl thl conltlnt 

t 



1(ao ( g" ~2)+bo( ~'~2» in §3' into the sum of monomials 

A(a"B2 ) ~1a1 ~2a2 • and seek the monomials - A(p,'P2t-2k-3)E,P'~2P2 

wi th the conditions 0> P1 ,. P2) -2k-3. Then the monomi al 

- A(P1'P2,-2k-3)~1P'E2P2§3-2k-3 does never cancel with every terms of 

t L: (ap(~1'§2)+bp(~1'~2» ~3-2k-3+P. Thus 03 ~k(2) should 
p~1 

include the monomial - A(P1tP2,-2k-3)f1P1!2P2~3-2k-3' in the decompo

sition (6.9). Therefore the module S2(Vk~) should include the one 

V2kk _(p +2)A _(p +,)~ with multiplicity A(p"P2,-2k-3). 
-1 2 -2 1 -3 

Ue have only to compute ~(aO(~1tE2)+bo(E,.f2»' 
and (6.11), ue obtain 

",here € k+3_ ~ -(k+3) g., k+2_ g,-(k+2) 
-1 • 

"-J E k+3_~-(k+3) t k+2_~-(k+2) 
P 3 ( ~ 1 ' ~2 ' 0 ) = -2 - -2 -

-1 0 

By (6.10), 

£,- !, -1 

£ ~-1 -2- -

a 

= (-1) { (~, k+2 _ g, -(k+2»)( ~_ ~ -, ) 

_ (E _ E -1)( E k + 2 _ ~ _ - ( k + 2 ) )}, 
.. 1 .. 1 .. 2 .!'2 

and 

~ 2 ...., ...., 2 2 
Dividing formally P3(~"~2'o) (resp. 03(§1'~2.0)P3(~' '~2 ,0) ) 

I'oJ 'V 2 2 
by 03 ( ~, • ~2' 0) (resp 03 <'~1 • ~ ,0) ) , we hava : 



Lemma 6.3. 

(i) BO (g1 ' g2) • - i+2 [,k+1 L k {g,1 2k+2-s-2t-u §2 1 -s+u 

a-a tao u.o 

_ ~~ k+1 -a-u e.. k+2-s-2t+u _ E 2k+2-s-2t-u € -1 +s-u 
:J -2 -1 .. 2 

+ ~ k+1-s-u F_ k+s-2t-u } 
1 ~ , 

(ii) bo(~,.E2). - Ek (s,2k-2s+2 _~1-2k+2s-2) f+1(_,)U ~22S+1-2u 
s-o u-o 

_ [,k E,·'-2S [ts (.1 )P!22k+2-2s-2 p + t S(., )k+1kp+S !2-2- 2 

s-o pao pao 

Proof. Ue have 

where 

A a ~k+' (Co k+' -2t f k+'-2t) 
L.J ~,. - .2 ' 

tao 

and tha numerator of B ia rearranged a. 

(E k+2£ -E -'E. -(k+2»' +'(e -'e k+2.e -(k+2)f ).(E k+2e -'-f f, -(k+2») .. , .. 2 .. , .. 2 ... , -2 .. , .. 2 .. , .. 2 .. , .. 2 

-(f E. k+2 f -(k+2)£ .,) • 
.. , ... 2 - .. , _2 



Thus we have 

B = { t:: (~k+1-Se 1-5 -E -SE k+2-S) 
- -2 -1-2 

k 
_ E -2- s E k+2-S)} I( E -E ) L (f k+1-s E -1~s 

-1 -2 -1 -2 _1 _2 
8=0 

~+2 " k 
€ k-s-u (f. 1-s+u _~2-1+S-U) = L: • 

8=0 u=o -1 -2 

, Hence we have (i). tor (ii), it follows that 

uhere 

E = { ( ~1 2k+4_ E, -2k~4)( ~2 2. g2 -2)_( ~1 2_ g1-2 )( S22k+4 -.E2 -2k-4)} / ( !, + E2 -, : 

-{(E 2k+4e 2_e -2£ -2k-4)+(€ -2 E 2k+4_£ -2k-4 e 2) 
-1 -2 -1 .2 -1 -2 -1 -2 

_(€ 2k+4E ,-2. E 2£ -2k-4)_( E 2£ 2k+4_ t -2k-4£ -2>}/(€ +£ -1) • 
-1 -2 -1 -2 -1 -2 .1 =.2 _1 _2 

Then Wol have 

Thus we obtain 

2k+5 2k+1 • E [; (-1) t+U{ ~1 2k+3-t-u ~2 2-t+u 
teo u-o 

_~2k+3-t-u E?-2+t-U") • 



We reerrange r as 'ollow. : 

F' • L L.J • (-1)· ~ 2k+5-s-2t E .- ~ 2k+5-s-2t e -. , " 2k+3 ~b t } 
s.-(2k+3) t.a - .. 2 - .. 2 

",here a • o 

s 

a • 2+8, b • 2k+5 ( 8>.2 ). -s -8 

Then ",e have 

2k+1 .l!s.+'-s 2 + ~. (-1)· 2...,; ( E 2k+3-.-2t_ ~ _ 2k-1-s-2t)( E 8+2 .. E -s- ) • 
L...A -1.:"1 - 2 -2 sao tao 

Thus 

Hera I./e rearrange G as 1'0110"'8 • • 

G - H + 1 , 

H - the sum or terms of even order in ~2' and 

I • the sum of term. or odd order in !2 • 

ThEW 



~ '{ 

Thus 

I/(~2+!-2-1) -= _ [, k ~ 2k+1-2s \ L s {_,}P ~22s+2-2P+(_1 }s+'L S (-1)P !;,2-2P] 
s=o Lp=O p=o 

+ L: k S, -1-2S[~S (-1)P ~2 2(k-s )T2-2p+(_1 )k-S+1~S(_1)P~t2~ 
s=o p=o p=a J . 

Therefore ~e obtain (ii). Q.E.D. 

By ~emma 6.3, we obtain the following tables: 

-a, -82 A(a1 ,a2) 

1 ) -2k-2+s+2t+u -1+s-u 1 

2) -k-1+s+u -k-2+s+2t-u -1 

3) -2k-2+s+2t+u 1-s+u -1 

4) -k-1+s+u -k-s+2t+u 1 

ut)ere o<u<k • = = 

-b, -b2 B(b,.b2 ) 

5) -2k+2s-2 -2s-1+2u (_,)u 

(_1)u+1 
0< u< 25+1 

6) 2k-21+2 == = -2s-1+2u 

7) -2k-1+2s -2s-2+2p (_1)p+1 

8) (_1)P+s 
o~p~s 

-2k-1+2s 2+2p 

9) 1+28 -2k-2+2s+2p (-1)P 

10) (_1)k+1+P+s 
a~p~k-5 

1+2s 2+2p 

whare 



Making use of the ebove tabl.s, it turns out that 

~(aO(~1'§2)+bo(§1'~» includas the following monomials: 

(i) _ f -1 
.1 

C -(2k+2) 
-2 ( k~o ) . 

(ii) t -1 
- _1 

~ -(2k-6) 
-2 

( k~4 ) • and 

(iii) _ ~ -4 £ -( 2k-3) 
- -2 ( k~4 ) • 

Therefore S2(Vk') includes the following G-irreducibla modules 

with multiplicity one • • 

(i) ( k)o ) • • 

(ii) ( k~4 ) • and 

(iii) ( k~4 ) • 

The module V2k~1+2k~ appears in the tabla in Lamma 6.2 • but 

both the latter ones V2~~1+(2k-B)~2' V2k~+(2k-5)~2+3~3 ( k~4 ) 

do not 80 • Thus ue obtain ,if k ~ 4 • 

~ \287 + 2~720 • 2~o07 • 

Uy Lenlflla 3.1. we obtain Theorem C. 

Remark. In case of p2(H) and k. 4, it follows that 

m(4)+1 • 1,274. Then we have 

29,007 ~ dim(W2, 'S 1(m(4)+1) (m(4)+2) • 812,175. 
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