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Intersection Theory on the Moduli Space of Curves
and the Matrix Airy Function

MAXIM KONTSEVICH

I.Witten's conjecture

1.1 Two-dimensionaJ gravity(ies).
Quantum gravity, although not well-defined, looks like integration over the (infinite

dimensional) space of riemannian metrics on manifolds modulo diffeomorphisms. There
are at least two mathematically consistent approaches to two-dimensional gravity.

The first one was developed by [BK],[DS],[GM] and can be called "enumeration of trian
gulations." Any triangulation of the surface determines some singular metric obtained from
the arrangement of equilateral triangles. One can imagine tbat when tbe number of tri
angles tends to infinity these singular metrics approximate "random metrics" on surfaces.
Thus we are led to the problem of finding the asymptotics of the number of triangula
tions of surfaces of fixed genus into the given growing number of triangles. It was shown
(using Feynman diagram techniques) that this problem together with some modifications
is equivalent to describing the asymptotic behaviour of the integrals Jexp (tr P(X»dX,
where X runs over the space of hermitean N x N -matrices, N -t 00 and P is a polynomial
depending (in some way) on N. These integrals were evaluated using orthogonal polyno
mials. It turns out that discrete Toda lattice equations hold. In the limit the Korteweg-de
Vries equation arises. The partition function of the two-dimensional gravity for this ap
proach is aseries in an infinite number of variables and coincides with tbe logarithm.of
some r-function for K dV-hierarchy.

Anotber approach is to choose some specific action. Using supersymmetry the integral
over tbe space of al1 metrics reduces to the integral over the finite-dimensional space of
conformal structures. The last integral bas a cohomological description as an intersection
tbeory on tbe compactified moduli space of complex CUIVes (see the next subsection for
precise definitions). Again some series in an infinite number of variables arises. All numbers
related to surfaces of genus less than or equal to 3 were computed using algebraic geometry.

E.Witten conjectured [Wl] tbat tbe partition functions for both approaches coincide.
Tbe reason for trus conjecture is an irrational (for mathematicians) idea, that gravity is
Ullique.

Dur way to compute the partition function for the second approach (and thus to check
Witten's conjecture) uses Feynman diagram techniques and matrix integrals but in another
way. Our matrix integral does not look like the standard matrix integral from the first
variant of gravity. The coincidence of the two integrals is a nontrivial identity and was
proven (in several ways) using the equivalence of both integrals to K dV equations.

1.2 Notations.
Lt::t 9 and n be integers satisfying the conditions

9 2: 0, n > 0, 2 - 29 - n < 0 .



Denote by Mg,n the moduli orbispace (for this notion see App.A) of smooth com
plete complex curves of genus 9 with n distinct marked points XI, ••• , X n , and Mg,n the
Deligne-Mumford smooth compactification (see [M], footnote on page 285). It is the mod
uli orbispace of complete connected curves C with n wstinct marked points Xi satisfying
the following conditions:

(1) all singularities of C are ordinary double points,
(2) the marked points are smooth,
(3) the Euler characteristic of auy connected component of C \ (Sing (C)u{Xl, ••• , X n} )

is negative and the sum of these numbers ia equal to 2 - 29 - n.

Both spaces Mg,n and Mg,n will be endowed with the uaual (Hausdorff) topology of an
analytic space.

Let 12i , i = 1, ... ,n be line bundles on Mg,n. The fiber of Li at (C; Xl, ••• , X n ) is the
cotangent space T:

i
C.

Introduce the infinite sequence of indeterminates TO, Tb.. . Let dI, ... , dn be non-
negative integers satisfying

n

Ldi = dimcMg,n = 39 - 3 + n.
i=l

Denote by {Tdl •.• Tdn } the intersection index

Jii Cl (.Ci)d; .
- .=1
M •• n

For example, {T07070} = 1, (Tl) = 2
1
4 (see [W1]). By Arakelov's theorem all the numbers

(7d 1 ••• 7d n ) are non-negative ([MD.
We set (7d1 ••• 7dn ) equal to zero if the "genus" 9, defined by the fonnula

9 = ~ (tdi + n - 3) ,
.=1

is not an integer or if n = O. In this way we have defined a linear functional

(... ) : Q[70, 71 , ... ] -+ Q.

The generating function proposed by E.Witten is a formal series in another sequence of
indeterminates to, tb . .. :

( (

00 ) ) 00 t
ki

F(to, t l , ... ) = exp L tiTi = L (T;07]l:l ... )TI ~.! .
i=O (I:) i=O •

Witten's conjecture asserts that the series F coincides with the partition function in the
standard matrix model theory and, in particular, obeys the Korteweg-de Vries hierarchy,
the first equation of which is the classical KdV equation

au = U 8U +2- (f1U
3

( ß2F)
Ot] ato 12 Oto U = Ot~ .

Recently E.Witten proposed a generalization of this conjecture (see Sect. 4.3).
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1.3 Statements.
Let A be a positive definite hermitean N x N matrix. Denote by dpA(X) the probability

measure on the vector space of hermitean N x N matrices given by the density

(
t X2A) (1 )1/2

CA exp - r 2 dX, CA = det 1r (A ® 1 + 1 ® A) .

The constant CA is chosen so that the condition I dpA(X) = 1 is satisfied.
Define functions ti, i = 0, 1, ... of the matrix A:

ti(A) = -(2i -1)!!tr A-(2i+l) ,

where (2i - I)!! = 1 ·3· .... (2i - 1).

THEOREM 1.1. The fonnal series F(to(A), tl(A), ... ) is an asymptotic expansion of

when A-1 --+ O.

The proof of this theorem is contained in Sect. 3.3. For any fixed size of matrix A the
functions ti(A), for i = 0, ... , N - 1 are algebraically independent. So, to obtain from
Theorem 1.1 the terms in the series F up to any fixed order, we have to take the integral
over the space of matrices of sufficiently large size.

Using Theorem 1.1 we prove

THEOREM 1.2. The senes exp(F) in variables T2i+1 := ti/(2i + I)!! is a T-function for
tbe K dV -hierarcby.

It follows from Theorem 1.2 that Witten's conjecture is true. At the moment we know
at least 3 different proofs of Theorem 1.2. The shortest proof is contained in Sections 4.1
and 4.2. Other proofs (see [K2],[W2]) are more complicated.

One can easily deduce from Theorem 1.1 that for any n ~ 0 the integral

is a polynomial in variables ti. The following theorem generalizes this fact:

THEOREM 1.3. Tbere exists a linear map

I : Q[Xl, Xa, X5, ••• ] --+ Q[II, 13 , 15 , .•• ]

sucb that for any positive definite hermitean matrix A and for any P E Q[Xl' X3,' .. ] one
has JP(tr X, tr X a, ... )dpA(X) = I(P)(tr A-1

, tr A-a, ... ).

This theorem is proven in Sect. 3.4. Some conjectures concerning I are presented in
Sect. 3.5.
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2. Reduction to the "combinatorial" problem.

2.1 Strebel differentials and ribbon graphs.
A quadratie differential c.p on aRiemann surface C of finite type is a holomorphic section

of the line bundle (T*)@2. A nonzero quadratic differential defines a Hat metric on the
complement of the discrete set of its zeroes according to a formula in a Ioeal coordinate z:

Ic.p(z)l·jdzI 2
, where<.p = <.p(z)dz2

•

A horizontal trajectory of a quadratic differential is a curve along which <.p( Z )dz2 is
real and positive. Jenkin&-Strebel quadratic differential& are those for which the union of
nonc1osed trajectories has mea8ure zero.

Nonclosed trajectories of a J S differential decompose the surface into the maximal ring
domains swept out by closed trajectories. These ring domains can be annuli or punctured
disks. All trajectories from any fixed maximal ring domain have the same length, the
circumference of domain. In late 60's K.Strebel proved the following theorem:

THEOREM 2.1. For any connected Riemann surface C and n distinct points X}, ••• , X n E
C, n > 0, n > x(C) and n positive real numbers PI, ... ,Pn tbere exists a unique J S
quadratic differential on C \ {Xl,'" ,Xn } whose maximal ring domams are n punctured
disks D i surrounding points Xi with circumference Pi.

This theorem is essentially Theorem 23.2 (for n = 1) and Theorem 23.5 (for n ~ 2) in
(8]. The reader ean also see (Z]. In this seetion we consider only compact surfaces.

The union of all nonclosed trajectories and zeroes of a J S differential <.p is a finite graph
(=1-dimensional CW-eomplex) r r.p embedded in the surface. A vertex of r r.p which is a
zero of <.p of k-th order has valency k + 2 ~ 3. The compiement to r r.p eonsists of open
disks, hence we obtain a cell deeomposition of C. The graph r r.p carnes two additional
structures

(1) for e:ach vertex a cyclic order on the set of germs of edges meeting this vertex is
fixed, (we say that r r.p is a ribbon graph),

(2) to each edge is attached a positive real number, its length (a metrie on the graph).

In the reverse direction, for any (connected) finite ribbon graph r with metric whose
valency at each vertex is greater than or equal to 3 we can construct J S differential.

The first step is to replace vertices by sinall disks, replace edges by oriented open ribbons
and glue them at each vertex according to the eyclic order chosen for this vertex (see Fig.
1). In this way we obtain an oriented noncompact surface· on which the graph is drawn.
We can divide this surface into rectangles, where each rectangle is homeomorpruc to the
product of the corresponding edge of the graph by (0, +00). Endow each reetangle by the
standard Hat metries of the semistrip with width equal to the length of the corresponding
edge of r. After isometrically gIlling together all these rectangles we obtain a surface with
a Hat metric defined almost everywhere. The surface is glued from a finite number of
infinite tubes (see Fig. 2). It is easy to see that there exists a unique complex structure
on this surface compatible with the metrie. This surface is a compact Riemann surface C
minus a nonempty subset {Xl,"" X n } C C. There exists a unique quadratic differential
on C whose trajectories restieted to the semistrips are the standard vertical intervals.

Hence we have proved the following result:
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THEOREM-NoTATION 2.2. Let M~~:-b denote the set oE equivalence classes oE connected
ribbon graphs witb metric and with valency oE eacb vertex greater than or equal to 3 such
that the corresponding noncompact surface bas genus 9 and n boles numbered by 1, ... , n
(numbered graphs). The map Mg,n x R+ --. M~~:-b which associates to the surface C
and numbers PI , ... ,Pn the critical graph oE the canonical J S -differential (from Theorem
2.1.) is one-tcrone.•

We can endow the spaces M~~:-b with some natural topology and orbispace structure
(see App.B). The isomorphism from Theorem 2.2 is an isomorphism of orbispaces.

The combinatorial type of the underlying ribbon graphs defines a stratification on M~~:-b

with the dimension of a stratum equal to the number of edges. The open strata corresponds
to the 3-valent graphs and have dimension equal to 6g - 6 +3n.

Remark. Probably D.Mumford was the first who noticed that the stratification of the
moduli space arises from Strebel theorems, see [H]. RPenner [Pl described a stratification
of Mg,n x R.+ using hyperbolic geometry. This stratification was proposed by W.Thurston
and was worked out by RPenner, D.B.A.Epstein and B.Bowditch. Their stratification is
combinatorially equivalent to ours, but geometrically they are different. R.Penner uses the
name "fatgraph" for ribbon graphs.

Example. g = 0, n = 3. Recall that M O,3 is the one point set. There are 7 numbered
graphs (see Fig. 3). Mo~fb consists in 3 copies of R~ and 4 copies of R~. The map
Mo~fb --+ Rt given by the tripie (Pt,P2,llJ) of perimeters of tubes is a homeomorprnsm.
The "central" 3-dimensional stratum corresponds to the tripies satisfying strict triangle
inequalities.

Notations. For a ribbon graph r, denote by X(= Xr) the set of edges of the graph
together with a choice of orientation. Let So and SI be two permutations of X : SI is
the operation of changjng orientation and So permutes cyclically all oriented edges with a
common source. The set X o = X/(so) is canonically equivalent to the set of vertices of r
and the set Xl = X/SI is equivalent to the set of edges. Denote by S2 the permutation
SÖ181' The set X 2 = X/ (82) is equivalent to the set of 2-cells of the cell-decomposition
associated with r (see Fig. 4). Later we will use the following notation: [xli, i = 0,1,2 is
the image of x E X under the projection map X --. Xi. The length of an edge e E Xl is
denoted by l(e).

It is easy to see that there is an equivalence between

(1) ribbon graphs without isolated vertices,
(2) tripies (X, 80,81) where X is a finite set, 80,81 E Aut (X), 81 is a free involution,
(3) cell decompositions of closed oriented surfaces wmch have no components of the

type 8 2 = n° u D 2
•

2.2. Polygon bundles.
For each integer Niet us denote by BU(I)~Nb the set of equivalence classes of all

sequences of positive real numbers I}, ... ,lk, 1-::; k ::; N, modulo cyclic permutations.
This set carries a natural topology: when li --+ 0 for some i then the limit is obtained by
removing the i-th term. Each sequence has as automorpmsm group a finite cyclic group.

5



This provides BU(l)<'°Nb with an orbispace strueture. Define BU(I)comb to be the direct

limit of BU(IY<'Nb o~er all N.
In other words BU(I)comb is the moduli (orbi)space of numbered ribbon graphs with

metrie whose tmderlying graphs are homeomorphie to the circle. There is an Sl-btmdle
over tbis orbispaee whose total space EU(I)comb is an ordinary space. One can check that
the space EU(1 )comb is contractible. This fact explains our notations. The fiber of the
btmdle over the equivalenee class of sequences 11 , ..• ,11: is a union of intervals of lengths
11 , •.. ,1J.~ with pairwise glued ends, i.e. a polygon.

The moduli spaee of ribbon graphs with metrie M~~~b maps in an obvious way to
BU(1 )comb (if .we fix i, 1 ::; i ::; n): the i-th botmdary component of a ribbon graph with
metrie is a polygon.

THEOREM 2.3. Tbe map Mg,n x R.+ -+ (BU(I)comb)n, which is tbe eomposition oE tbe
isomorpbism Mg,n x R+ ~ M~~:b and maps to BU(I)comb deseribed above, extends
eontinuously to Mg, n X R+. Tbe inverse images of Sl-bundles are naturally isomorphie
to tbe eirele bundles associated with tbe eomplex line bundles .ci.

The proof of this theorem is quite technical (see same information in App.B).
Let us now compute the first ehern class of the circle bundle on BU(1 )comb. The points

of EU(lyomb can be identified with pairs (p, S) where pis a positive real number and S is
a nonempty finite subset of the circle R/pZ. Here p ia the perimeter of the polygon, edges
of the polygon are connected components of R/pZ \ S. Denote by 0 :::; 4>1 < ... < 4>k < P
representatives of points of S. The lengths of the edges of the polygon are

li = 4>i+1 - 4>i (i = 1, ... , k - 1), lk = P + 4>1 - 4>1: .

Denote by a the I-form on EU(lyomb equal to

k

L li/p x d(4)i/p),
i=l

It is easy to check that a is well-defined and that the integral of 0 over each fiber of
the universal bundle EU(l )comb ---+ BU(l )comb is equal to -1. The differential da is the
pullback of a 2-form W on the base BU(l )comb,

W=

So, W is obtained by transgression from a and we have proved the following result:

LEMMA 2.1. Tbe pullback Wi oftbe form wunder tbe i-th map Mg,n x R.+ -+ BU(l)comb

represents the elass Cl (.ci)' •

Denote by 1T : M~~:b -+ R+ the projection given by the sequence of perimeters of tubes.
We have the following formula for intersection numbers:

(Td, ... TdJ = J ftwt; ,
'l"l'-l(p.) 1=1
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where p. = (PI, ... ,Pn) is an arbitrary sequence of positive real numbers. The only problem
with this formula is to describe the orientation of open strata in M~~:b arising from the
complex structure.

3. Matrix integrals.

3.1 Main identity.
Denote by n the two-fonn on open strata of M~~::"b equal to the sum l2P~Wi' The

reason for this choice is explained by the obvious

LEMMA 3.1. The restrietion oE the form n to the fibers of 1r has constant coefficients in
the coordinates (l(e», e E Xl .•

One can check that n is nondegenerate along the fibers of 1r and defines some orientation
compatible along the codimension one strata (see Lemma 3.2 in Sect. 3.4 and Lemma C.1
in App.C).

Denote by d the complex dimension of Mg,n, d = 39 - 3 + n. The volume of the fiber
of 1r with respect to n is

val (->r-1(Pl"" ,Pn») = J
1['- 1 (p.)

n p~di

sgn X L rr dT x (Tdl ••. Tdn )·

d.:Edi=d i=l ,.

The symbol §@ equals ±1 and denotes the ratio of the orientation coming from the
complex structure and the orientation coming from the symplectic structure. Recall that
(Tdl ... Td n ) 2: 0, so by the positivity of the volume sgn = +1.

Let Ai, i = 1, ... , n be real positive numbers. The Laplace transform of volumes of
fibers of 1r is

00 .00 nI··Jrr dPi X exp (- LAiPi) x val (1r- 1(P.») =
o 0 ,=1

,,( )rr
n

(2d.)! \ -:-(2di+1)
- .L..J Tdl .•• Tdn d.' "", .

d.:Edä=d i=l ,.

Let us write the left hand side of this equality in the following form:

L.H.S. = J P x exp (- LAiPi) x rrld/(e)l,
Mc::omb eEXl

g,n
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where p is a positive function defined on open cells, p is equal to the ratio of measures:

( " f2d)
P = nIdPil x d! : rr Idl(e)j.

1=1 eEXl

From Lemma 3.1 it follows that pis 10cally constant and depends only on the combinatorial
type of a 3-valent graph. It is shown in App.C that

The integral

is equal to the sum of integrals over all open strata in M~~:b.

For an edge e = [xh E Xl denote by X(e) the sum A([xh) + A([SIXh), where ..\ ia
considered as a function A : X2 ~ ~. For auy ribbon graph

exp ( - L ..\iPi) = exp (- L l([Xh)A([Xh)) = rr exp (-l(e)X(e)) .
:z:EX eEX1

Let us denote by Go," the set of equivalence c1asses of 3-valent graphs with numbering
X 2 ~ {1, ... , n} from M~~:b. Now we can compute the integral:

After multiplication by an appropriate power of 2 we obtain the main identity:

Exarnple:. g = 0, n = 3. GO,3 contains 4 graphs, al1 of which have DO nontrivial auto
morphisms (see Fig. 3). The main identity far this case is

2 2
+ + =2..\3(..\3 + ..\1)(..\3 + A2 ) (Al + A2)(..\2 + A3)(A3 + Al)

1 (TOTQTO)
- -

;\I A2A3 ;\.A2 A3·
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3.3 Matrix model (the proof of Theorem 1.1).
Let A = diag (Al, ... ,AN) be a positive diagonal hermitean matrix. Denote (as in Sect.

1.3) by ti(A) the expression

N

-(2i - I)!! tr A-(2i+l) = -(2i - I)!! L Aj(2i+l) .
j=l

Let us take a formal sum over all g, n of the main identity from the previous section:

F(to(A), tl(A), ... ) =

- L (A/2)#X
o

x II ~.
rEGN #Aut r eEX

1
A(e)

In the last term GN denotes the set of equivalence classes of connected nonempty 3
valent ribbon graphs together with maps c : X 2 -+ {I, ... , N} (coloring~ of X 2 in N
colors), X([xh) = Ac([xh) + AC([61 Xh).

Elements of GN are all connected nonempty graphs obtained by glueing special vertices
(see Fig. 5) in such a way that corresponding indices on glued edges coincide. By Feynman
cliagram techniques (see [BIZ]) the last series is an asymptotic expansion for

log (/ exp ( 7 tr x 3
) djl(A) (X))

where dj.l(A)(X) is a gaussian measure on the vector space of hermitean matrices such that

This is exactly the measure dJ.lA(X) introduced in Sect. 1.3. Thus, Theorem 1.1 is proven.

3.4 The proof of Theorem 1.3.
Fix a positive number n and a sequence of nonnegative integers mo, fit, ... ,mi = 0

for all sufficiently large i. Denote by Mm.,n the moduli orbispace of connected numbered
ribbon graphs r with metric, such that #X2 = n and r have mi vertices of valency 2i + 1
and no vertices of even valencies. If mi = 0 for i =1= 1 then M m. ,n is the union of all open
strata of M~~~b for same g. The form n from Sect. 3.1 defines a symplectic structure on

fibers of the map 1r : Mm.,n ~ R+.. The volume form exp (f!) Ä dPI Ä··· Ä.dPn defines an
orientation on all components of Mm.,n. I willleave without proof the following simple
lemma.
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LEMMA 3.2. The map Mm.,n -40 (BU(I)comb)n {rom tbe orbifold Mm.,n endowed witb
the orientation described above defines a cycle with closed support on (BU(I)comb)n.•

One can integrate over this cycle any cohomology dass with compact support on
(BU(1 )<Nb ) n for sufficiently large N.

Denore by (Tdl ... Tdn)mo,ml, ... the rational number

J
n

IIwt' x [R~.J ,
i=1

where [R+.l E H~omp(R+') is the fundamental dass with compact support.
We can repeat the computations from Sections 3.1 and 3.2 using the fonnula (App.C)

p = 4"21
- 9 , d:= ~< dirn Mm.,n - n), g:= genus of r for any r E Mm.,n.

One can introduce a senes in an infinite number of variables of two types:

(

00 t n , 00 )

Z (to, t b ···; So, Sb"') = exp L (Td 1 ••• Tdn)mo,ml,... II~ II s';i .
. n •. ° 0n.,m. 1=0 J=

The same arguments as in Sect. 3.2 show that Z (t.(A), s.) is an asymptotic expansion
of

Jexp (v'=rf <-1/2)iSi tr
2
~2i:l) dJ.'A(X)

j=O J +
where A-1 -40 0 and s. is a fixed sequence of real numbers, Sj = 0 for almost all j.

Consider Z (t., s.) as a senes in indeterminates s•. Hs coefficients are polynomials in t.
This gives a proof of Theorem 1.3.

3.5 Some conjectures. We start from two "dual" conjectures concerning the senes
Z (t., s.) from the previous section. We are not fully confident in these conjectures.

CONJECTURE 3.1. Z(t.,s.) 18 a T-function for KdV-bierarchy in variables T2i+l .

ti/(2i + I)!! for arbitrary S •.

CONJECTURE 3.2. Z (t ... , s.) 18 a T~function for KdV-hierarchy in variables T2i+1 .

si/(2i + 1) for arbitrary t •.

A new conjecture of E.Witten (see [W2J) can also be f~rmulated using senes Z :

CONJECTURE 3.3. There exists a linear isomorphism i : Q [8~o' 8~1 '... ]~ Q [8:0' 8:
1

' ••• ]

such that VP E Q [ih, ... ] , P(Z) = i(p) (Z) when SI = 1; Sj = 0 for j i= 1.

In other words, for any do, d1 , .•. there exists(?) a nonhomogeneous polynomial
Pd. (X) = Pd.(tr X, tr X 3

, .•. ) of degree l:(2i + 1) di
o

such that

ado a
d1 JOt

o
d

o
Ot

1

d
1

••• exp (F) = Pd. (X) exp (tr X 3 /6) dP.A(X),
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The last conjecture concerns cycles on Mg,n arising in the proof of Theorem 1.3. H
mo = 0 then Mm.,n lies in M~~~b, for some g, in an evident way. One can check that
Mm.,n is a cycle with closed support on Mg,n x R+.. Using the isomorphism

and Poincare duality with rational coefficients we obtain cohomology classes on Mg,n.
They are even-dimensional; for any k we obtain p(k) classes in degreee 2k, where P(k) is
the number of partitions of k.

CONJECTURE 3.4. All these classes can be expressed. through Mumford-Miller classes (see
(M},{H}J.

4. Airy functions.

4.1 The classical and the matrix Airy functions.
The classical Airy function

00

A(y) = Jexp (yCI(x 3 /3 - XV)) dx
-00

is the urnque (up to scalar factor) bounded solution of the differential equation

A"(y) + y . A(y) = o.

We define the matrix Airy function to be

A(Y) = Jexp (yCI tr(X3 /3 - XY)) dX I

where X, Y are hermitean N x N matrices for some N. The function A(Y) is well-defined
as a distribution. It obeys an elliptic equation

~A(Y)+ tr y. A(Y) = 0,

where .6. is the Laplacian. Hence A is a smooth function.
The asymptotic expansion for A(Y) as Y -+ +00 is the SUffi of terms corresponding

to the critical points of the function tr(X3 /3 - XV) ,-(the method of stationary phase).
Suppo~e that all eigenvalues of Y are distinct. Then the critical points are all 2N square
roots of Y and the corresponding summands are

J exp(yCItr(X3/3-XY))dX=
near Yl/2

= J exp ( yCI tr ((X +y 1
/

2 )3/3 - (X +y1
/

2 )y)) dX =
nealO
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= exp ( 2~ tr y 3
/
2) X J exp (H tr(X3 /3 - X 2yl/2») dX.

neu 0

The asymptotic expansion for the last integral is given essentially by Theorem 1.1 (the
fact that A = 2Ry1 / 2 is not hermitean is not a serious obstruction). We obtain the
formula

(
2R ) (R )-1/2A(Y) rv L exp - 3- tr y3/2 X det 7r (yl/2 ® 1 +1 0 yl/2) X

Yl/2

(1)

where li(yl/2) = 2-(2i+l)/3 (2i - I)!! tr y-i-I/2 and the square root of the matrix

?(y1/ 2 ~ 1 + 1 ~ yl/2) is chosen to have eigenvalues with positive real parts.
We recall Mehta's formula (see [MD:

LEMMA 4.1. H q. is a conjugacy invariant function on the space of hennitean N x N
matrices, then for any diagonal hermitean matrix Y

where the last integral is taken over the space oi diagonal hermitean matrices D,

V( diag (Xl, .. " X N »:= TI(Xj - Xi) = det (xl-I)
i<j

is the Vandennonde determinant.

We apply Mehta's formula to the case q.(X) = exp(H tr X 3 /3). Some difficulties
arise because integrals are not absolutely convergent. Nevertheless we obtain that the
exact formula, Y = diag (Yl' ... , YN ) :

A(Y) = (_211"H)N(N-l)/2 (V(y»-l J...JTI e"F1(xfj3-X;Y;'/') det (Xt1)dXi =

•
(2) = (27r)N(N-l)/2 det (A(j-~)(Yi» .

det (y/-l)

We use here the obvious fact that

12



4.2 The T-function related with the Airy function.
Recall that T-functions for the KP-hierarchy (see [SW]) are functions (or formal series)

in an infinite number of variables Tl, T2 , • .• satisfying a certain infinite system of OOll

linear differential equations of infinite order (Hirota bilinear equations). A T-function for
the KdV-hierarchy is a T-function which does not depend on variables T2 , T4 , .••• The
logarithm of such a T-function satisfies the K dV-equation (see Sect. 1.2) with respect to
the variables Tl and T3 .

The definition of the T-function is the following:
Let V C C((z)) be an infinite dimensional linear subspace with a base 11,/2, ... ,

fi = z-i(1 + 0(1)), for almost all i (V belangs to Sato's Grassmanian). For an infi
nite sequence of formal variables Ti denote by M(T.) the operator of multiplication by the
function exp (L:~l Tiz- i/i). The T-function associated to the subspace V is

+co

TI. (T.) = (M(T.)( ... 1\ 13 1\ 12 All) 1\ zO 1\ Zl 1\ z2 1\ ... ): 1\ zi.
i=-co

This function depends (up to a multiple) only on the subspace V. Formally TI. (T.) = 0
iff M(T.)(V) n C[[z]] :j:. O.

We will use the following "explicit" formula far T-functions:

LEMMA 4.2. Let I}, 12, ... E C((z)) be formal Laurent series, li = z-i(1 +0(1)). Then,
for any N > 0, the following symmetrie series in n variables Zl,'" ,ZN

(1) det(/i(Zj))/ det(zji) ,
N

(2) TI. (Tl (z.), T2 (z.), ... ), wbere Tk(z.) = t L z;
i=l

eoincide. All T-funetions such that T(O, 0, ... ) = 1 can be obtained in this way.

SKETCH OF THE PROOF: First af all, note that

Hence (formally) TI. (Tl(z.), T2(z.), ... ) =°iff

N

V n rr(1 - Zi/z) C[[z]] :j:. °
i=l

Auy nonzero element in this intersection is a nontrivial linear combination of functions
I}, 12, . .. ,IN, which vanishes at points z}, ... , zN· We conclude that TI. (Tl (z.), T2(z.), ... )
is divisible by det (/i(Zj))/ det (zji). For reasons of degree this ratio is a constant.

Auy subspace transversal to C[[z]] admits a base li with li = z-i(1 +0(1)) .•

13



Let us now return to Airy functions. It is easy to see that there exists an asymptotic
expansion for derivatives of the (ordinary) Airy function:

for some series fj(z) = z-j +... E Q((z)). Substitution of the last formula to (2) gives

(3) L const x exp (-2~ tr y3/2) X U1',-3/4 X det(!i(1',-1/2»/ det(1',i-1).
Yl/2 1=1

PROOF OF THEOREM 1.2.: We can compare asymptotic expansions (1) and (3) and obtain
that F(t.) is a r-function for KdV-hierarchy in variables

The class of r-functions is stable under the change of variables Ti 1---+ ci Ti for any constant
c. We set c := 2-2/ 3 ••

Remark. With any r-function T weassociate (under appropriate convergence conditions)
a function on matrices of arbitrary size:

T(X) := T(tr X, tr X 2 /2, ... ).

One can try to combine Lemma 4.1 and Lemma 4.2 and obtain examples of (matrix) r
functions such that their Fourier transfonn is again (up to a simple factor and some change
of variables) a matrix r-function. The matrix r-function associated with the subspace

is exp(A tr X 3 /3). Other examples are the higher Airy functions (see the next section).
We propose the following generalization of the Conjecture 3.1:

CONJECTURE 4.1. Let T be any fonnal r-function for the KdV-hierarchy considered as a
matrix function. Then JT(X )dp.A (X) is a matrix r -function for the K dV -merarchy in A.

4.3 Higher Airy functions.
Define the higher Airy function for d ~ 2 to be

<Xl

Ad(y) = Jexp (J=1(x d
+I /(d +1) - xy» dx.

-00

We ca.n also define a higher matrix Airy function. The same arguments as in Sect.
4.1, 4.2 give an asymptotic expansion for the higher matrix Airy function in terms of
same r-function for K P -hierarchy. This r-function does not depend on the variables
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Td , T2d, T3d ••• (this is connected with the d-th analog of the KdV-equation) and homo
geneity degree of each monomial is divisible by d +1. One can compare this function with
the solution of some modification of the standard matrix model, called chain 0/ matri
ce.$ or (d - 1) matrix model or Wd-gravity. It turns out that these r-functions coinside
(we use formulas !rom [KS]). Recently E.Witten proposed the following algebro-geometric
description of corresponding higher gravity:

-1
Denote by Mg,n,r., for 0 ~ rl," . ,rn ~ d - 2, the moduli space of stable complex curves

C of genus 9 with n distinct marked points Xl,"" X n , with a line bundle n.. on C and
with an isomorphism

n

n@d ::::: K d- l 0 ® O(Xi)0r ; ,

i=1

where K is the canonical bundle (=cotangent bundle for smooth curves) and O(Xi) is the
line bundle whose sections are functions with a possible pole at Xi.

On M~'''Jr. one gets a vector bundle V with fibers equal to HO(C, 'R). Denote by CT(V)
its top ehern dass (=Euler class). H d = 2 then dim V = 0, CT(V) = 1. For an infinite
sequence of indeterminates Tk(Ur ) , r = 0, 1, ... ,d - 2, n = 0,1, ... , define brackets

n

CT(V) . II Cl (.C i )ki
.

i=l

The generating function for these numbers is

Fd(t l , t2, . .. ) = L (7k1 (Ur!)'" 7kn(Urn )) X II tdxki+r;+lJn!.
k.,r.

CONJECTURE (E.WITTEN, [W3]). exp(Fd) comcides with tbe 7-function for the (d -1)
matrix model.

One can hope that it is possible to connect Feynman diagrams arising !rom the higher

matrix Airy functions to the topology of M~,,,,r.'

Appendix A. Orbispaces

W.Thurston proposed several years ago the term orbifold for aspace which looks locally
like a factor space of a manifold modulo an action of a finite group. H an infinite discrete
group acts proper discontinuously on a manifold then the factor space is an orbifold. For
example the moduli space of curves Mg,n is an orbifold because it is the factor space of
Teichmüller space modulo the action of the mapping class group. The Deligne-Mumford
compactification Mg,n is the example of an orbifold which has no global covering manifold.

We will use the name orbüpace for the extension of the notion of orbifold to the oon
smooth case. Roughly speaking the structure of orbispace on a topological space X is a
semicontinuous way of attaching to each point x E X a finite group r x defined up to an
inner automorphism. Locally this family r x fiust look like the following basic example: H
a finite group G acts on a topological space Y then with each point x E X := YJG one can
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associate an isomorphism dass of group Stab, for any point y from the orbit x. Moreover,
for any two points y, y' Ex, there is a natural isomorphism Stabu ~ Stab~ defined only
up to a multiplication by an inner isomorphism.

We will not give a precise definition of orbispaces, (it uses nonabelian cohomology), say
only that an orbispace is a partieular example of a "tack, see [M].

The moduli space of ribbon graphs from Theorem 2.2 carries the natural strueture of
an orbispace, beeause the automorphism group of any ribbon graph with metrie is finite.

One can extend many usual notions to the world of orbispaces, for example, veetor
bundles, homotopy type, differential forms. The cohomology groups of an orbispace with
rational coefficients coincide with the cohomology groups of its underlying topologjcal
space. For an orientable compact orbifold X the fundamental dass as an element of
H.(X, Q) is defined.

Consider for example the orbifold {point} /G, where G is a finite group acting trivially
on the one-point space. Veetor bundles on this orbispace are representations of G, the
homotopy type is the Eilenberg-Mac Laue space K(G, 1) and the fundamental dass is
1/~G E Q ~ Ho({point}, Q).

Appendix B. More about topology on M~~:b

For a ribbon graph r, denote by Mr the set of functions 1: Xl -+ R~o such that there
is DO nontrivia! eyde el, .. . ,en with 1(ei) = 0 for all i; denote by M r the set of funetions
1 > 0 such that auy boundary component contains an edge e with 1(e) > O.

Mr C Mr are open subsets of R;~, we endow them with the induced topology. Ha
ribbon graph r' is obtained from r by the contraction of some edge e E Xl which is not a
loop, then there are natural embeddings:

(pose 1(e) = 0) .

Let us consider the following category r g,n :

- objects of r g,n are connected numbered ribbon graphs without vertices of valencies 1,2
such that the corresponding surface has genus 9 and n holes,
- morphisms of r g,n are maps of abstract graphs generated by isomorphisms and con
tractions of edges preserving numbering.

Mr and Mr can be eonsidered as contravariant functors from r g,n to the category of

topological spaces. Define M~~:b and M;~:b to be the limits of functors M and M.
Any point of M~~::b has a unique (up to an isomorprusm) representative (r, 1) such that
1(e) > 0 for all edges e. Hence we obtain the same set as in the definition in Sect. 2.1.

b ---:--:-comb •
Spaces M~~: and Mg,n are locally compact, and the penmeter map

--:-:-comb n
7r : Mg,n -+ R+

is proper. The map M~~:b -+ (BU(1yomb)n (see Theorem 2.3) extends eontinuously to

M
comb
g,n •

We will need a detailed description of points of M:~:b .
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Let us call a "table graph a ribbon graph r together with some additional data:

(1) a subset S of X o containing all vertices of valency 1 and 2;
(2) an equivalence relation r.J on S;
(3) a function 9 : S/rv -t Z2:o ,

This data must satisfy the following conditions:

(1) for each equivalence dass S' c S the inequality 2 - 2g(S') - üS' < 0 holds,
(2) the abstract graph obtained from r after the identification of vertices by rv, IS

connected.

One can show that M;~:b is the set of equivalence classes of numbered stable graphs with
metric such that

2 - 2g - n = üXo - ÜXI - 2üS + L (2 - 2g(S')).
S'ES/fV

An analytic analogue of M;~:b is a certain factor space M~,n of Mg,n' Consider the fol
lowing equivalence relation on Mg,n: two stable curves with marked points (C, Xl, •.. ,Xn)
and (C', X~, .•• , x~) are equivalent if there exists a homeomorphism rP : C ~ C' such that
for any i rP(Xi) = x~ and 4> is complex analytic on all components containing rnarked

points. Define M~,n to be the factor space of Mg,n modulo the cloJure of this relation.
Using Strebel results (Theorem 2.1), for the noncompact case one can construct a natural

bijective map
---:--:-comb...........-4 n
Mg,n -t Mg,n x R+.

The main technical point, which will be omitted here, is that this map is continuous. From

this fact and the facts that M;~:b is proper over R+ and M~,n is compact, one deduces

immediately that M:~:b is homeomorphic to M~,n X R+ and (as the consequence) M~~:b
is homeomorprnc to Mg,n X R+.

Appendix C. Computation of the constant p.

Let r E Mm.,n be a connected ribbon graph which has no vertices with even valency.
Consider the following complex of free abelian groups:

Ci = 0, i=::; 0 or i 2:: 5,

Cl = C4 = Zx2 ,

C2 = C3 = Zx1
,

with differentials defined by the formulas

dl([xb) = [Xl] + [s2xh + ... + [sr[2:hxlI ,
#(2:]0-1 #[-'12:]0- 1

d2 ({xh) = L (-1 ); [s~ xh + L (-1); [s~S 1 X h ,
;=1 ;=1

d3([xh) = [xb + [Slxh·
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We can identify C* ® R with the complex

Here ß is a 2-vector field with constant coefficients on Mm_,n given by the formula for d2 •

The following simple lemmas describe the geometry of ß. The (straightforward) proofs
are omitted.

LEMMA C.!. The kerne1 ofßcoincides with the image ofT*7r. The map T*1r is injective.•

Hence the symplectic fibers of ß coincide with fibers of 1r and complex C* ® R is acyclic.

LEMMA C.2. The symplectic form on :B.bers of 1r coincides with the restrietion of n/4.•

We have the canonical (up to sign) volume form on each term of the acyclic complex
C* Q9 R: the Lebesque measure.

One can easily define the canonical isomorphism

tO\ ( d' Ai ,)0(_1)i -- tO\ ( d' Hi(A-)' )0(-I)i
'<Y /\ Im A' ---+ '<Y /\ Im H'(A*)

i i

for any finite dimensional camplex A *. Applying this isomorphism to C· ® R, we obtain
a measure on R. This measure is the product of tbe Lebesque measure by a positive real
number called tbe tor"ion of the complex C* Q9 R.

From Lemma C.2 it follows that the torsion is equal to 4d p. The canonical measure on
C* Q9 R has the property that vol (C* ® R/e*) = 1. One can deduce easily that

THEOREM C.!. Let C be the c10sed surface associated with r. There is an isomorphism
Hi(C*) ~ H i-2(C, Z/2Z).

COROLLARY. p = 4d X 21- 9 .

The proof of Theorem C.I presented here is not nice, but we don't know any other proof.

LEMMA C.3. For any k and any € E Cl: , if dl:€ = 0 then there exists '7 E C k-l such
that dl:-1 '7 = 2€ .

PROOF:

H k = 1 and d1€= 0 then €= 0, because aIl valencies are odd.
In the case k = 2 we can use Lemma C.2 to construct '7 explicitly.
Let us choose for each boundary component b E X 2 same element f(b) E b. For any

x E X denote by v(x) the minimal integer i, 1::; i ::; #[xh such that s~x = f([xh).
H eE C3

, e = L e(e) . e and df. = 0 then define'7 E C2
, '7 = L '7(e) . e by the

eEX l eEX l

formula
v(x) v(alX)

'7([xh) = ~([xh) + L e([s~xh) + L e([s~slxh)·
i=2 i=2
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He E C4 , e= b for some boundary component, then
#[f(b)h -1

7] = L (-1)i[80
if(b)h· •

i=O

An easy consequence of the statement of Lemma C.3 is tbe fact that C· can be de-
I 2

composed into a direct SUffi of complexes of types Z -+ Z and Z -+ Z. The coho..
mology groups Hi(C·) are vector spaces over tbe field F 2 • Let Ti = dim F2Hi(c·) ,
then dim F2Hi(C· (1) Z/2Z) = Ti + Ti-I' Hence we need to compute dimensions of
H i ( C· (j) Z/2Z).

Tbe complex C* ® Z/2Z is obtained by glueing the two complexes

8· 8·
B* : 0 -+ F;o~ F;l ~ F:2 -+ O.

A* is tbe chain complex and B* is the cochain complex with F 2 coefficients for the cell
decomposition of the surface C determined by the graph r.

The differentials of C* (j) Z /2Z are d1 = 8z, d2 = 8~81 , d3 = 8; .

H 1 (C* ® Z/2Z) ~ HO(A*) ~ H2 (C, F 2 ) ~ F 2

H 4 (C· (1) Z/2Z) ~ H2(E*) ~ H 2 (C, F 2 ) ~ F 2

Let us compute the dimension of H 3 (C* (1) Z/2Z):

LEMMA C.4. 1) Codim Im 81 = 1, 2) Ker 8~ C Im 81 .

PROOF: Part 1) is evident.

It is easy to see that Ker a~ consists in two elements - 0 and L v = 81 L e. I
vEXo eEX1

From Lemma C.4 it follows that the space Im a~a1 is a subspace of codimension 1 in
the space Im a~. Hence

and Tl = 0, T2 = 1, T3 = 2g, T4 = 1. Thus Theorem C.l is proven. •

Acknowledgements. I tbank M.F.Atiyah, LKrichever, G.Segal, C.-F.Bödigheimer,
D.Zagier, V.Kac and M.Mulase for useful discussons. Thanks to E.Witten for sending
his preprints. I am indebted to D.Zagier and E.Hironaka for their help in preparation of
this paper. This work was done during my stay in the Max-Planck-Institut für Mathe
matik. I am grateful to the Institute for the hospitality.

19



REFERENCES

[BIZ] D. Bessis, C.ltzykson, J.-B. Zuber, Quantum Field Theory Technique6 in Graphical Enumeration,
Adv. Appl. Math. 1 (1980), 109-i57.

[BK] E. Brezin, V. Kazakov, Phys. Lett. B236(1990) 144.
[DS] M. Douglas, S. Shenker, Nucl. Phys. B335(1990) 635.
[GM] D. Gross, A. Migdal, Phys. Rev. Lett. 64(1990) 127.
[H] J. Harer, The Cohomology 0/ the Moduli Space 0/ Curve.!l, LNM 1337, Springer, 138-221.
[KS] V. Kac, A. Schwarz, Phys. Lett. B257(1991) 329.
[Kl] M. Kontsevich, Inter.!lection Theory on the Moduli Space 0/ Curve.!l, Funet. anal. i ego pril. 25:2

(1991), 50-57 (in Russian).
[K2] M. Kontsevich, Inter.!lection Theory on the Moduli Space 0/ Curve.!l and the Matrix Airy Fundion,

30 Arbeitstagung Bonn, preprint MPl/91-47.
[Mh] M. L. Mehta, Random Matrice.!l in Nudear PhY5ic! and Number Theory, Contemprorary Math.

50, 295-309.
[M] D. Mumford, Toward5 an Enumerative Geometry 0/ the Moduli Space 0/ Curvel, in Arithmetic

and Geometry, vol. 11, Birkhäuser, 1983.
[P] R. C. Penner, The Decorated Teichmüller Space 0/ Punctured Sur/ace.!!, Comm. Math. Phys. 113

(1987), 299-339; Perturbati1Je Serie.!! and the Moduli Space 0/ Riemann Sur/ace!, J. Diff. Geom. 27
(1988), 35-53.

[SW] G. B. Segal, G. Wilson, Loop Groop.!! and Equatioru 0/ KdV Type, Publ. Math. LH.E.S. 61 (1985),
5-65.

[S] K. Strebel, "Quadratic Differentials," Springer, 1984.
[Wl] E. Witten, Two Dimemional Gravity and Inter.!!ection Theory on Moduli Space, Surveys in Diff.

Geom. 1 (1991), 243-310.
[W2] E. Witten, On the Konuevich Model and Other Model! 0/ Two Dimef1..!lional Gravity, lAS preprint

HEP-91/24.
[W3] E. Witten, The N Matrix Model and Gauged WZW Mode1.!l, lAS preprint HEP-91/26.
[Z] B. Zwiebach, How C01Jariant Closed String Theory Solve.!! a Minimal Area Problem, Comm. Math.

Phys. 136 (1991), 83-118.

Max-Planck-Institut rur Mathematik, Gottfried-Claren-Straße 26, 5300 Bonn 3 Germany

20



graph surface

Figure 1

Figure 2



Figure 3

3



Figurc 4

x

J

Figure 5

i

j




