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Abstract

Let T : J -+ J be an expanding rational map of the Riemann sphere acting
on its Julia set J and f : J -+ IR denote a Hölder eontinuous funetion satisfying
f(x) 2:: log IT'(x)l for all x in J. Then for any point Zo in J define the set Dzo(f) of
"well-approximable" points to be the set of points in J which lie in the Euclidean
ball

B(y, exp (- 2:i::-ol f(Tix)))

for infinitely many pairs (y, n) satisfying Tn(y) = zoo We prove that the Hausdorff
dimension of Dz)f) is the unique positive number 8(f) satisfying the equation
P(T, -8(f) . f) = 0 , where P is the pressure on the Julia set. This result is then
shown to have consequenees for the limsups of ergodic averages of Hölder continuous
functions. We also obtain loeal eounting results which are analogous to the orbital
counting results in the theory of Kleinian groups.

1 Introduction

§1.1 Part of number theory is coneerned with finding rational numbers p/q which are
good approximations to areal number x. For any x one can find infinitely many plq
whose distance from x is less than q-2. Ir one can find infinitely many piq whose distance
from x is less than q--r with T > 2 then x is said to be a r-well approximable number.
In this article we shall associate to a dynamical system T : X -t X various sets of weil
approximable points in X in analogy with the classical theory of weIl approximable real
numbers. vVe shall calculate (Theorem 1) the Hausdorff dimensions of these sets. As a
consequence we obtain in §1.5 results on the distribution of ergodic averages for Hölder
eontinuous functions f : X -+ IR, and we also solve in §1.3 the "shrinking target problem"
introduced in [10]. Furthermore our method shows a link between conformal measures
and Ioeal counting results, which we describe in §3.

vVe shall restrict our attention to the case where T : C -+ iE is an expanding rational
map of degree d 2: 2 of the Riemann sphere C =·e u {oo} and J = J(T) is its associated
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Julia set (see [1]). It is known that J is non-empty, perfect anel fully invariant, which
Ineans that

T-1(J) = J = T(J) .

By the definition of expanding (see Chap. 9 of [1]), there exists a ,\ > 1 and an integer
m ~ 1 such that

I(Tm),(z)1 2: ,\ for all z in J(T) ,

where T' is the derivative of T. For expanding maps J is not the whole of C (see Theorem
4 of [22]) and so we may and will assurne throughout that 00 rt J. Thus we can think of
J as a metric space with the usual metric on C.

§1.2 The main result. We shall now introduce a dass of 'weIl approximable' subsets of J
for which we shall calculate the Hausdorff dimensions. The notation B(x, r) will mean a
ball with centre x E C and radius r > 0 (with respect to the usual metric on C), and 0
will denote the Hausdorff dimension of J.

For z E C and r > 0 we shall write B(z, r) for the ball with centre z and radius r

(with respect to the usual metric on C).
Let I : J -+ 1ft be a Hölder continuous function satisfying f( x) 2:: log IT'(x) I for all x

in J and write In for the n th ergodic sum of I. This means that

n-l

fn(x) := L f(Tix).
i:;;;Q

Alliogarithms in this article will be to the base e. For any point Zo in J, let I = I(zo) be
the set of pairs (y, n) (n E N) such that Tn(y) = zoo We now define the following subset
of J

Dzo (I) := {x E J : x E B(y, exp( - In(y))) for infinitely many pairs (y, n) E I}.

In §4 of this artide we shall prove the following

Theorem 1 The set Dzo(/) has Hausdorff dimension s(/), where 5(/) 18 the unzque
solution to the pressure equation

P(T, -s . f) = O.

For the definitions of pressure, Hölder continuity and Hausdorff dimension the reader
is referred to section 2. The Hausdorff dimension of DZo(/) is independent of our choice
of ZOl thus in future we shall simply write D(/) for the set Dzo (/). Also we shall only
be working with one rational fi1ap T at any one time and so we will leave T out of
the pressure notation, i.e. write P( -8 . I) for P(T, -51). Theorem 1 generalizes the
results and conjectures of [10], which we shall presently describe. The theorem can also
be viewed as an extension of the Bowen-Manning-McCluskey formula which states that
P( -0 log IT'n = O. Furthermore Theorem 1 can be thought of as an analogy of the
Jarnlk-Besicovitch theorem, see §1.4.
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~ :::; dim(lV(r)) :::; s(r),
X+ r

where s(r) E IR~o is the unique solution to the pressure equation

For f(x) = log IT'(x) I one can easily deduce that dirn D(f) = dirn J. Thus for f <
log IT'I, we have D(f) =:> D(log (T')) and there is nothing to investigate.

§1.3 Connections with previous work. Let Zo be a point of J and let r be a real, positive
number. In [10] we considered the following two sets of 'weIl approximable' points in J,

W(r) .- {x E J: Tn(x) E B(zOlexp(-rn)) for infinitely many nE N}.

W·(r) .- {x E J : Tn(x) E B(zo, I(Tn)'(x)rT) for infinitely many n E N}.

Note that ~V(r) is the set of points whose forward orbits enter a shrinking target (centred
at zo) infinitely often. For this reason we refer to the problem of describing the set W(r)
as the "shrinking target problem" (see [10, 11, 12]). It was shown in [10] that for r 2: 0,
W· (r) has Hausdorff dimension 0/( 1 + r) and that the Hausdorff dimension of IV(r)
satisfies the bounds

P( -s log IT/I) = sr

and X is a positive constant. It was conjectured that dim(W(r)) = s( r), and we shall
now show that this is true. \Ve shall show that these results and the conjecture are in
fact consequences of Theorem 1.

We first note the relations between the sets D(f) (f as above) and the sets W( r) and
vV·(r).

Proposition 1 If f(x) = (1 + r) log IT'(x)1 then there is an N E N such that

T 2N D(f) C TNW·(r) C D(f)·

Proposition 2 If f(x) = logIT'(x)1 + r then there is an NE N such that

T 2N D(f) C TNW( r) C D(f)·

These propositions follow from the Köbe Distortion Theorem and the fact that an
analytic inverse branches of Tn are wen defined on balls in a neighbourhood U of J (see
§2.2.) We sketch a proof of Proposition 1 to illustrate how these propositions can be
proved. In fact they follow from Propositions 2 and 3 of [10]. Suppose x E W·(r). This
implies that for infinitely many natural numbers none has

This implies that

Thus for some inverse branch Ti-
n of Tn one has

;7; E Ti-n(B(zo, I(Tn),(x)I-T)).
3



If y = Ti-n(zo), then by using the Köbe Distortion Theorem one can show that there is a
constant C > 1 such that

Using the chain rule we have that

I(Tn)'(x)!-T-1 = gIT'(T;x)I-T-1 = exp ( - ~(T + 1) log IT'(T;x)l)

= exp(-fn(x)),

vVe therefore have that

B(y, C- 1 exp( - fn(x))) C Ti-n(B(zo, I(Tn)'(x)rT
)) C B(y, C exp( - fn(x))).

Choose lV large enough so t hat for all n .2: lV, x E J one has exp(f n ( x)) .2: C. The resuIt
now follows.

We now show how Theorem 1 combined with Propositions 1 and 2 give the results
and the conjecture of [10]. "Ve first treat the case of W·(T). vVe have that

T 2N D((l + r) log IT'(x)l) C TNW·(r) C D((l + r) log IT'(x)I),

from which it follows that

dim ~V·(r) = dimD((l + r)log IT'(x)I).

Therefore by Theorem 1 we have

dim ~V·(r) = s(/),

where s(f) is the unique solution to the pressure equation

P( -s(f) . (1 + r) log IT'l) = O.

However the Hausdorff dimension 0 of J is characterised as the unique solution to the
equation P(-s log lT'I) = 0 (this i8 the Bowen-Nlanning-McCluskey formula). We there
fore have that dim W·(r) = s(/) = 8/(1 + r) as required.

Now consider the set 111(r). It follows as above from Proposition 2 and Theorem 1
that dirn VV (r) = s(f) where s(f) is the solution to

P( -s(f) . (log IT'l +r)) = O.

From this we have that
P( -s(f) . log IT'I) = s(/)r,

which is the result forseen in [10].
4



§1.4 Classical Diophantine approximatio"m. We will now describe a connection between
our theory and an aspect of the classical theory of Diophantine approximation, which we
briefly recall.

Let x be any real number. It was shown by Dirichlet that there are infinitely many
rational approximations piq to x, such that

I
x - E < 2-.

q q2

This result is the best possible of its kind, in that if one replaces the q-2 on the right by
q-' with T > 2 then the set C(T) of x for which there are infinitely many approximations
plq with

I
x - EI < 2-

q q'

has zero Lebesgue measure. The set C(T) is the c1assical set of T-well approximable
numbers. The Jarnfk-Besicovitch Theorem [2, 15] states that for T > 2 the Hausdorff
dimension of C(T) is equal to 2/T. We shall now reinterpret this result.

For the moment let J be the c10sed interval [0,1] instead of a Julia set, and let
T : J --t J be the Gauss map, which is given by

T(x) = X-I mod 1 if x =f 0 .

For convenience we shall define T(O) = Vi - 1. The point of this is to ensure that zero
is not a periodic point. Furthermore we shall set Zo = 0 E J.

With this notation in mind, define as before the set

D(f) := {x E J: x E B(y,exp(-!n(Y))) .for infinitely many pairs (y,n) }
satIsfYlng Tn(y) = Zo '

where fn is an ergodic sum of a Hölder continuous function f : J --+ IR. Letting f(x) =

~ log lT'(x)1 we have

Proposition 3 D( ~ log IT'!) = C(T).

This is an immediate consequence of the following observation.

Lemma. If piq is a rational number (tue are assuming that p and q are coprime) therl

there is a unique n such thai Tn(plq) = 0 and one has

If one could prove an analogue of Theorem 1 for the Gauss map then this would imply
by Proposition 3 the result dirn C(T) = 2/T. At present we have not been able to prove
such an analogue. However using the techniques of [10] it is possible to show (see [11]
when it is completed) that in the special case when f(x) = ~ l?g IT'(x)l, one still has for
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the GaussMap and similar transformations P( - dirn D(f) . f{x)) = O. This implies the
classical result.

§1.5 Exceptionat sets for ergodic averages. \Ve will now point out some consequences of
Theorem 1 concerning ergodie averages of Hölder continuous functions. We return to the
rational map setting, in which T is an expanding rational Inap and J is its Julia set.

Recall that if one has aT-invariant, ergodie probability measure J.l on J then for
,u-almost all x in J

~Jn(X) --+ f f{x)d,u{x)
n JJ

as n -+ 00. However this need not be true for all x in J. To study those points x for
which this fails to hold we define for X E R the sets

Exj(X) {x E J
. 1

.- hm Sup - fn(x) ~ X},
n-+-oo n

Exj(X) .- {x E J lim inf ~ fn(x) ~ X} .
n-+-oo n

Note the trivial relations:

Ex+ (A'v + B) = Exsign(A)(X) ror A B E TTb A.../.. 0A'f+B A f / 11 , ll'., r·

As before let d denote the degree of T. We shall prove the following

Theorem 2 Let f : J --+ R be a Hötder continuous function and tet X E IR. Then

. _ {S(f + B)}
dIrn EXf (X) ~ sup A '

(1)

where the sup is over real nu'mbe'rs A and B such that the Jollowing inequatities are satisfied

A(f(x) + B) ~ log IT'(x)1 for all x in J,

and

A{X + B) ~ sup log IT'{x)1
xEJ

( f + B)P - log d B::; 0
x+

This can be reduced to the following weaker result.

Proposition 4 Let f : J ---+ IR. be as in §1.2 and X > suPxEJlogIT'{x)l· If X >
log d/ dirn D(f) then

dimExj{x) ~ dirn D{f) .

To prove Proposition 4 we require the following
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Lemma 1 l,Vilh f : J -t ~ as in §1.2 one has D(f) \ D(X) c Exj(X) and D(X) \ D(f) C
Exj(X).

We first prove the lemma. Suppose x E D(f) \ D(X). Then xE B(y, exp( - fn(y))) for
infinitely many (y, n) E J, but there are at most finitely many (y, n) E J for which we
have x E B(y,exp(-nx)). There are therefore infinitely many (y,n) E J for which one
has x E B(y, exp( - fn(Y))) \ B(y, exp( -nx)). Now by the Hölder continuity of fand the
fact that f 2:: log ITII there is a positive constant C(f) such that

x E B(y,C(f)exp(-fn(x))) \ B(y,exp(-nx))

for infinitely many n. This implies that

C(f) exp( - fn(x)) > exp( -nx),

for infinitely many n and therefore

li~0f;'fn(x) ::; x·

This shows that D(f) \ D(X) c Exj(X). A similar argument proves the other assertion
made in the lemma.

vVe shall now prove Proposition 4. Suppose that dirn D(f) > dirn D(X). Then it fol
lows that dirn (D(f) \ D(X)) = dirn D(f). By the lemma this implies that dirn Ex] (X) 2:
dirn D(f) whenever dirnD(f) > dirn D(X). We now calculate dirn D(X). By Theorem 1
we have that P( - dim(D(x))X) = O. On the other hand by the variational principle for
pressure (see section 2.3) we have that

o = P( - dim( D(X))x) s~p {hu +1-dim( D(x) )xd17 (x)}

= sup {ha - dirn(D(x))x}
a

= htop
- dim(D(x))X,

where h top is the topological entropy of T : J -t J. This in combination with the weil
known fact [16] that for rational maps htop = log d (d is the degree of the rational rnap)
implies

dirn D(X) = log d/X.

We therefore have that dirn Exj(X) 2: dirn D(f) whenever dirn D(f) > log d/X and this
completes the proof of the proposition.

vVe now prove Theorem 2 using Proposition 4 and the relations (1). Let f be any
Hölder continuous function and X E IR choose A > 0, B E IR so that for all x E J,
A(f(x) + B) > log IT'(x)] and so that A(X + B) 2: supXEJ log IT'(x)1 and A(x + B) >
(log d)/s(A(f + B)). Then by Proposition 4, we have

dirn Exj(X) = dimExA(J+B)(A(X + B)) 2: s(A(f + B)).
7



Since s( A(f +B)) = A-1 s(f +B), the condition A(X +B) > {log d) / s( A(f +B)) reduces
to X +B > {log d)/5(1 +B). On reformulating these conditions we obtain the theorem.

§1.6 On the proof 01 Theorem 1 and counting result5. The proof of Theorem 1, the
main result of this paper, follows by obtaining the upper and lower bounds for dirn D(f)
separately. The set D(f) is a Ern sup set and the upper bound for dirn D(f) follows by
considering its natural cover (see §4.1). The proof of the lower bound result is based on the
classical approach of constructing a 'Cantor-type' subset of D(f) on which a probability
measure satisfying a certain rnass distribution principle is constructed (see §4.2-§4.4). The
construction relies heavily on the existence of the Denker- Urbanski conformal measures
supported on the J ulia set of a rational map (see §2.4), which are a generalization of the
more standard o-conformal measures initially constructed by Patterson [19] on the limit
sets of Kleinian groups and later extended to the rational map setting by Sullivan [22].
The Denker-Urbariski conformal measures combined with a well controlled covering of the
Julia set allow us to obtain local pre-image counting results (see section 3, in particular
Theorem 4 and the 'Key Lemma'). For example we obtain the following result as a special
case of Theorem 4. Let B be a ball centred on J. Then for any real number X ~ Xo(B)

L 1 ~ v(B) X J
,

(SI,n)EI:
SIEB &nd I(Tn)'(Slll:5X

where v is the o-conformal measure supported on J which for expanding maps is a constant
multiple of o-dimensional Hausdorff measure. Such counting results are central to our
particular Cantor construction.

Notation. To simplify notation the symbols« and » will be used to indicate an inequality
with an unspecified positive multiplicative constaut. If a « band a » b we write a ::=::: b,
and say that the quantities a and bare comparable. If f is a differentiable function we
shall denote by f' the derivative of f. The set of non-negative real numbers will be written
IR~o. We shall use the following convention for constants. Constants which arise during
a proof will be called Cl, C2, ... , whereas those constants appearing in the statements of
lemmas will be called C3 , C4 , .•.• We shall treat the symbols Cl, etc. as reusable constants,
SO that Cl will have a different meaning in the proof of Lelnma 5 from that in the proof
of Proposition i. The constants in capital letters will on the other hand have a fixed
meaning throughout the paper. Finally, we mention that the number 2 appears a lot in
this paper. The only aspect of the number 2 which we shall be interested in is the fact
that it is bigger than 1; it could (almost) be replaced throughout the paper by for example
the number 3.7.

Acknowledgments. 'vVe would like to thank the Sonderforschungsbereich 1iO in Göttingen
in particular Paddy Patterson, and the ~'Iax-Planck-Institutfür ~IIathematik in Bonn for
their support and hospitality. We would also like to thank Manfred Denker for his interest
and help.
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2 Material Required for the Proof

The proof of Theorem 1 makes essential use of the conformal measures defined and con
structed by Denker and Urbariski [7], and the eoneept of pressure, introdueed by RueHe
[18, 20]. We shall also require some geometrie resllits on J whieh we give first.

2.1 Hausdorff Measure and Dimension

The Hausdorff dimension of a non-empty subset X of k-dimensional Euclidean space}Rk is
an aspect of the size of X which can discriminate between sets of Lebesgue measure zero.
The upper bounds on the Hausdorff dimensions of the sets D(f) of weil approximable
points will follow from the definition of this dimension, which we incluele in order to
establish notation.

The diameter sup{lx - Yl : x, Y E V} of a non-empty subset V of IR k will be denoted
by d(V). A collection {Vi} such that 0 < d(Vi) ~ p for each i and X C Ui Vi is called a
p-cover of X.

Let s be a non-negative number and for any positive p define,

1-l:(X) = inf {~d(V;)' : {V;} is a countable p-cover of X } .

The s-dimensional Hausdorff measure 1f&( ..X) of X is defined by

and the Hausdor.fJ dimension dirn X of X by

dirn ..Y. = iuf {s : H $ (X) = O} = sup {s : H 3 (X) = oo} .

Further details and alternative definitions of Hausdorff measure anel dimension can be
found in [8].

A general anel classical method for obtaining a lower bound for the Hausdorff dimension
of an arbitrary set X in }Rk is the following mass distribution principle [8].

Lemma 2 (Mass Distribution Principle) Let D be a metric space with a Borel prob
ability measure It. Suppose there are constants T Ol s, C > °such that Jor all x E D,
o< l' < r 0 one has

Then the Jollowing holds
dimD 2: s.

Fraa/. Suppose one has a p-cover {Vi} of D with p < 1'0' Then one has Li d(Vi)S 2:
Li 2C- 11l(\"i) 2: 2C- 1IlPV), Therefore H3(VV) 2: 2C- 1

/L( W) > 0, which implies the lower
bound on the dimension.
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2.2 Geometry of the Julia set

We need the following powerful result from complex analysis (see [14]).

Köbe Distortion Theorem Let ~ C C be a topologieal dise with bounda1'Y eontaining
at least two points and let V c ~ be eompact. Then there exists a eonstant !<(~, V)
sueh that for any univalent h%morphie funetion f : ~ -t C the Jollowing inequality is
satisfied,

l/'(x)1 ?

sup lf'( )1 ::; l\ (~, V) .
x,yEV Y

One useful consequence of this theorem is the following:

Bounded Distortion Property There is an absolute eonstant [( sueh that if f tS a
univalent holomorphie funetion defined on a dise 8(z,2r) in ethen

B (f (z), K -1 r1/'(z) I) C f (B (Z , r)) C B (f(z ), !(r IJ'(z )I) .

Througbout this artic1e !( will denote the constant arising in tbe statement o[ the
Bounded Distortion Property.

The following lemma is also weIl known, and can be found (amongst other places) in
[10].

Lemma 3 Let T be an expanding rational map with Julia set J. Then there is a neigh
bourhood U 0/ J such that T-l (U) C U and for any ball B CU, all inverse branches 0/
iterates of T are defined on B.

Covering Lernma Let z0 be a point in J. Th en there exist positive constants Cl, Cz, C3

and a positive integer n o with the Jollowing properties: Jor all n 2:: nOJ

JeU B(y, C11(Tn )'(y)I- 1
);

y : Tn(y);;::zo

the /ollowing union
o

U B(y, Czl(Tn),(y)I- 1
)

y ; Tn(y);;::zo

is disjoint.

Let U be the neighbourhood of J in C constructed in Lemma 3. For a ball B = B(x, r)
we shall somtimes write 2B for B(x, 2r). If B c C is a ball centred on a point of J, then
we define

no(B) := sup{n E W : Tn(2B) C U and Tn!ZB is injective} ,

ndB) := inf{n E N : Tn(B) :> J} .

Note that one always has the inequality nl (B) 2:: n o ( B). Also note that nt (B) always
exists and is finite since T : J -t J is an open map and is topologically exact.

10



Lemma 4 There is a constant C3 independent 0/ B = B(x,r) such that nl(B)-no(B):S
C3 . Furthermore one has

Proof. Let

c ;= -2
1

inf [x - Yl.
xEJ, yEC\U

Thus any ball centred on J and of radius 2c must be contained in U. For any n E N

let Tx-n : B(Tnx ,2c) -t U be the inverse branch of TO which takes Tn x back to x. The
existence of this inverse branch is guaranteed by Lemma 3. Note that inverse branches
are autolnatically injective. Applying the Boun'ded Distortion Property to this map, we
obtain for any n E N,

Choose natural numbers p, q to satisfy

c[{-11(TP+l)'(x)I-1:s 2r ~ c!{-lj(TP)'(x)I- 1,

cKI(Tq)'(X)[-l :S r :S cK](Tq-l)'(x)I-1

Since T is expanding, it follows that Ip - ql is bounded independently of x, r. Note
that TP maps Tx-P(B(TPx , c)) injectively to U. Therefore by the above indusion, TP
maps B(X,C[{-1](TP),(x)I-1) injectively to U. However by choice of p, we have 2B C

B(x,cK-1l(TP),(x)I-1). This shows that no(B) 2:: p. On the other hand, by choice of q
and using the other indusion above, one can show that Tq(B) :> B(Tq(x), c). This implies
that nl(B):S q+nl(B(Tq(x),c)). Let

C2 := sup{nl(B(z,c)): z E J}.

By the Covering Lemma and the fact that T is expanding, one knows that C2 is finite.
Therefore ndB) ~ q + C2' It follows that nl(B) = no(B) + 0(1) = P + 0(1), and the
other equation follows from the choice of p.

An essentially equivalent statement to part of Lemma 4 is the following (which we
shall occasionally find more appropriate).

Lemma 5 Let x E J and n E N. Then no(B(x, I(Tn)'(x)[-l)) = n +0(1).

2.3 Pressure

As before, let T be an expanding rational map with Julia set J. At this point it is worth
mentioning that since T is expanding, the dynamical system (J, T) has a finite Markov
partition (see section 7.29 of [20)). Using this fact we may apply results proved for shift
spaces (for example in [18]) to our case. We shall define the pressure of a Hölder continuous

11



We shall write

function. For a comprehensive account of the concepts introduced in this subsection, the
reader is referred to [3, 6, 18, 20].

Recall that a function f : J --+ IR is said to be Hälder continuous iff there is a constant
C(f) satisfying the following condition: for any ball B = B(x, T) C U with x E J and
any n in RJ such that Tn is injective on B, one has for all y in B Il J

Ifn(x) - fn(y)1 ~ C(f).

This definition of Hälder continuity is the standard definiton given for functions on shift
spaces [18]. It is in fact equivalent to the form more usually used in complex dynamies,
which states that there are constants Ta, Q' > 0 such that if x, y E J satisfy Ix - Yl < Ta

then one has If( x) - f(y) I ~ Ix - YIQ. We now give a sketch of how one can obtain the
above property from the more standard definition. By the Hälder continuity of f,

n-l

Ifn(x) - fn(y)l ~ L ITi(x) - Ti(Y)lo.
i=O

Now Tn is injective on B, thus by the Bounded Distortion Property the right hand side
of the above inequality is less than or equal to the quantity

Since T is expanding, one can find abound C(f) on this expression which depends only
on T, Q' and !(.

Let f : J -+ IR be a Hälder continuous function. For any positive c one defines an
(n, c)-separated set to be a set Fn(c) of points of J such that for any two distinct points
x, y E Fn ( c) one has

ITkx - Tkyl > € for some k < n which may depend on x, y.

P(T, f, c) = lim sup .!-log sup { L exp(fn(Z))}
n-too n zEF... «()

where t he supremum is over all maximal (n, €)-separated sets Fn ( €) of J. The pressure

P(T, f) of f is defined as
P(T, f) = lim P(T, /, €) .

(-t0

The existence of this limit is a consequence of the Hälder continuity of f. We shall usually
write P(f) instead of P(T, f)·

An important property of pressure is the following variational principle (see [23]),

PU) = s~p {hu + Lf(x)d!7(x)}

12



where the supremum extends over all ergodic T-invariant Borel probability measures a
on J and hu denotes the measure theoretical entropy of T with respect to a.

In the case / = 0, the pressure P(o) reduees to the topological entropy htop of T. This
is always equal to log d [16], where d is the clegree of the map T.

For 8 2: 0, eonsider the funetion s Ho P( -8 . f). This is a strictly decreasing, convex
function which vanishes at exactly one point 8 =: 8(/). For f(x) = log IT'(x)1 one has
that 8 (f) = 0 (: = dim( J)). This equality is known as the Bowen-Manning-MceIuskey
formula. \Ve remark again that Theorem 1 can be viewed as an elaborate generalization
of this formula.

2.4 Conformal Measures

Let T : J --+ J be as before. Furthermore let h : J --+ IR be a Hölder continuous function.
A measure Vh on J is said to be h-conformal (with respect to T) if

vh(T{A)) = i exp(h(x))dvh(X)

for every Borel subset A of J such that T restricted to A is injective. Suppose that
v is h-conformal with respect to T, and suppose that Tn is injective on some A C J.
Then iterating the above relation n times (each time approximating h uniformly by a
step function) one obtains

where hn is the n th ergodic surn of h. This means that y is hn-conforrnal with respect to
Tn.

We shall require the following theorem of Denker and Urbariski (see the first part of
the theorems on pg. 104 and pg. 125 of [7]) which guarentees the existence of h-conformal
measures.

Theorem. Let h : J --+ IR be a Hö/der continuous function satisfying P( -h) = 0 and
h(x) > 0 for all x E J. Then there is a unique non-atomic h-conformal probability
measure on J.

In fact we require the following slight generalization of this, a proof of whieh we sketch.

Theorenl 3 Let h : J --+ IR be a Hö'lder continuous function satisfying P( -h) = 0, and

suppose that for some n E BJ, hn(x) > 0 for a/l x E J (here h n is the n th ergodic sum 01
h). Then there is a unique non-atomic h-conformal probabi/ity measure on J.

Sketch Proof. Let n be chosen so t hat h n ( x) > 0 and h n+1( x) > 0 for all x E J. Then
by the previous theorem, there exists a measure Y n on J which is hn-conformal with respect
to the transformation T1t. Similarly, there is a measure Y n+l which is hn+1-conformal with
respect to the transformation T 1t+1

• However, by iterating the conformality relation n +1
13



times one may deduce that Vn is hn(n+1)-conformal with respect to Tn(n+l). Similarly one
shows that Vn+l is hn(n+1)-conformal with respect to Tn(n+1). Therefore by the uniqueness
part of the previous theorem, we have V n = Vn+l' Now using the fact that V n is both
hn conformal with respect to Tn and hn+1-conformal with respect to Tn+l, one deduces
that it is h-conformal with respect to T. We have thus proved the existence part. For
uniqueness, suppose v is any h-conformal measure. Iterating the conformality relation n
times, one shows that v is hn-conformal with respect to Tn, and thus by the uniqueness
part of the previous theorem we have v = vn •

As in §1.2, let / : J --+ IR be a Hölder continuous function satisfying /(x) 2: log IT'(x)1
for all x in J. vVe shall apply the above theorem to the function h ;= 8{f) . f : x 1---1

8(/) . I( x) where 8(/) is the unique solution to P( -8 . I) = O. Since T is expanding and
1 2: log jT'j, there is an n E N such that In{x) > 0 for all x E J. Thus h = s(/)· f satisfies
the conditions of the theorem. Therefore there is a unique non-atomic s(/) . J-conformal
probability measure supported on J, which we shall denote by v. The conformality
condition means that for every Borel subset A C J on which T is injective:-

v(T(A)) = Lexp(s(f)· I(x))dv(x) . (2)

Lemma 6 There are constants G4 , Cs such that for any ball B centred on a point of J
and for any x E B one has

Proof. By the Hölder continuity of / there is a constant G{f) such that for x, y E B
one has IJno(B)( x) - Jno(B)(Y) I ::; C(!). Iterating the relation (2) we obtain

v(Tno(Bl(B)) = fs exp(s(J)' fno(B)(z))dv(z), 1::; fs exp(s(J) . fndB)(Z))dv(z).

Therefore, using the Lemma 4 we obtain the inequalities

e-~(J)G(J)exp(s(f)/no(B)(x) )v( B) ::; v(Tno(B) (R)),

1 ::; e~(J)G(J)exp (s(f) (fno(B){X) + C3 sup(!(x))))v(B).
xEJ

The lemma follows by setting C4 := exp(-s(f)(C(f) + C3 suPxEJ(/(X)))) and Cs .
exp(s(/)C(f)).

Lemma 7 There is a positive constant C6 such that for any ball B centred on J one has

Proof. This follows from the previous lemma when one knows that no ( B) - n o(2B)
is bounded from above. Such abound follows from Lemma 5 using the fact that T is
expanding.

14



3 Local Counting Results

We now depart from our main aim to describe a simple application of our methods. Let
J, T, 1 be as before. Counting results are results which describe the number of periodic
points or pre-images or preperiodic points etc. that there are in a dynamical system.
However there are usually infini tely lnany of them, and so one tries to answer the question
how many there are of a given "size". In order to obtain asymptotic estimates for such
numbers as the "size" increases it is usual practise to define a dynamical zeta function
and to obtain some kind of analytic continuation. These methods are based on techniques
from analytic number theory, in which one counts the number of prime numbers of a given
size. We give an example of this, counting pre-images of a given "size". Let I be the set
of all pairs (y, n) E J x N such that Tn(y) = zoo Define

1r(X):= #{(y,n) EI: In(y) ::; X}

In order to estimate rr(X) one defines the dynamical zeta function

Z(s):= L exp( -sln(Y)).
(y,n)EI

It is known that Z(X) converges in the right half plane P( -~(s)· I) < 0, and that under
certain conditions on 1 one may obtain an analytic continuation of Z to a larger domain.
Then using a Tauberian Theorem one deduces that

rr(X) f'V e8 (J)X ,

where 8(/) is the unique solution to the equation P( -s . I) = 0. This was by way of an
introduction; we shall not use these techniques here. As usual, the notation rr(X) f'Ve 8 (J)X

means that rr(X) e- 8 (J) x -t 1 as X tends to infinity.
We shall be interested in counting pre-images which lie in a given ball in J. Let

B = B(x, r) be a ball cent red on a point x E J, and define

1r ( B, X) := #{(y, n) EI: Y E Band f n (y) :::; X}.

We shall prove the following.

Theorem 4 Let s(/) be the solution to the equation P( -s· f) = °and let v be the unique
s(/) ·1-con/ormal measure. I/ B is a ball centred on a point 0/ J then there is a constant
Xo(B)) such that for X > Xo(B) one has

rr( B, X) ~ v( B) e8 (J)X ,

where the implied constants are independent 0/ B.

This result is analogous to those for the orbital counting function in the discrete group
setting first found in [17). Ta prove Theorem 4 we need the following lemma, which is in
turn proved using the Covering Lemma of §2.2.
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Lemma 8 (Covering Result) There are constants C7 , Cs, C9 , ClO with the /ollowing
property. For any x E J, X E IR~o there is a pair (y, n) E I such that

x E B(y, C7 1(Tny(y)I-I), and /n(Y) - Cs :S X :S fn+dY) + Cs .

Futhermore, there are no more than C9 pairs (y, n) E I with /n (y) - Cs :S X :S /n+l (y) +
Cs , such that :

xE B(y,ClO l(Tn)'(y)j-I).

Proof. Let x, X be given. Then choose n so that

By the Covering Lemma of §2.1, there is a point y E J satisfying Tn(y) = Zo and with
x E B(y, C71(TnY(y)I-1

). Since / is Hölder continuous there is a constant C(/) such that
Ifn(Y) - fn(x)1 :S C(/)· We therefore have

fn(Y) - C(f) ~ X ~ fn+l(Y) + C(/).

The first part of the lemma follows by setting Cs = C(/). Now suppose that (YI, nt} E I
also has these properties. Since some finite ergodie sum of / is bounded away from zero
it follows that In - nIl can take on only a bounded number of values. By setting ClO to
be the C2 of the Covering Lemma of §2.1, we have that for any nl there is at most one
YI satisfying x E B(YI' C lO l(Tn),(y)I- 1

). Thus there are only a bounded number of pairs
(y!, nI) satisfying the conditions of the lemma. We would like to thank Manfred Denker
for suggesting the proof of this lemma.

Proof 0/ Theorem 4. Let leX) be the set of all (y, n) E I such that In(Y) - Cs :S
X ~ fn+dY) + Cs. Then by the previous lemma one has

JeU B(y,C7 1(Tn )'(y)l-I),
(lI,n)eI(X)

and the multiplicity of U(y,n)EI(X) B(y, ClO l(TnY(y)I- 1
) at any point is ~ C9 - Therefore

for any measure m on J one has

~ L m(B(y, ClOl(Tn)'(y)I- 1
)) ::; m(J) ::; L m( B(y, C71(Tn )'(y)I-1

)).

9 (y,n)eI(X) (y,n)eI(X)

Similarly we have for any ball B 1

(u,n)EI(X);
B(lI,ClO I(Tn),(y) I-I )CB

(y,n)EI(X):
B(Y,C3I(Tn)'(1I) I-I )nB:#9

Let X be large enough so that for (y,n) E leX) one has C7 !(Tn)'(y)I- 1 < 1'/2. We then
have

1
C L m(B(y,CIOI(Tn)'(y)j-I)):s m(B) ~ L m(8(y,Ci l(Tn ),(y)I- 1

)).

9 (u.n)EI(X): (y,n)EI{X):
YEB{z,r/2) lIEB(:r,2r)

16



Now let v be the s(/) . J-conformal measure. We have for (y, n) E I(X) by Lemmas 6, 7
and 5,

We therefore have

rr( B(x, r /2),){ + Cs) - rr( B(x, r/2), X - Cs) « v( B)e3 (J)X

and v(B)e3
(j)X « rr(B(x, 2r), X + Cs) - rr(B(x, 2r), X - Cs).

Thus by Lemma 7 we have

rr(B(x,r),X + Cs) -rr(B(x,r),X - Cs) ~ v(B)e3 (J)x.

This is equivalent to the theorem.

We shall now prove by a similar method (but using the Covering Lemma of §2.2 instead
of Lemma 8) a result which we need in §4. The number f,(B, n) for n E N will be defined
as follows:

r.(B,n):= L exp(-s(f)· fn(Y))'
y : Tny=zo, B(y,exp( - fn(y)))CB

(3)

Key Lemma. There are constanls Cll , C12 , C13 > 0 depending only on T, J, f such that
i/ B is a ball and n > no ( B) + C13 lhen

Cllf,(B,n) < v(B) < CI2 2:.(B,n).

The following corollary is used in the upper bound on dirn D(f) in §4.1.

Corollary 1
L exp( -s(/) . fn(Y)) ~ 1

y : Ttly=zo

Proof. This lemma is a straightforward application of the transformation formula (2)
for v to the Covering Result in §2.2. T...,Ve have a covering of B:

B c U B(y, Ctl(Tn),(y)l- t).
y : T"y=zo, B(y,CtI(Ttl)'(y)l-l )nB;i:0

From this follows

(4)

v(B) :::; L v(B(y, C11(Tn),(y)I-1)). (5)
y : Ttly=zo, B(y,Cll(Tn)'(Y)I- 1 )nB:#:0

By Lemmas 7,6 and 5 we have v(B(y,C11(Tn)'(y)I-I)) ~ exp(-s(f)fn(Y)). Together with
(5) this gives us

I/{B)« L exp(-s(f)fn(Y))·
u:Ttly;;;;zo,B(y,exp( - /tl(y))nB:#:0

17
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This· is almost one half of the lemma. To obtain the other half one notes that

o

B => U B(y, c21 (Tn )'(y )1- 1).

y:Tny=zo ,B (y,exp{ - f n (y)) C B

This gives us in the same way (Lemmas 7,6 and 5) that

v(B) » L exp( -s(f)fn(Y))'
y:Tny=zo. B(y,exp{ - fn(y»CB

(7)

Now let r be the radius of B. Choose C13 large enough so that for all x E J, n 2: C13 one
has I(Tn)'(x)1 2:: 2K- 1

• Since n > no(B) + C13 it follows by Lemma 4, the chain rule and
the Köbe Distortion Theorem that

so the condition B(y,exp(-fn(y)))nB =I 0 implies B(y,exp(-fn(Y))) C 2B. We have
therefore shown in (6) and (7) that

E(2B, n) » v(B) » E(B, n).

Thus by Lemma 7 we have
v(B) ~ E(B, n).

This finishes the proof of the lemma.

4 Proof of Theorem 1

We now prove Theorem 1. The proof consists of obtaining an upper bound and a lower
bound for the Hausdorff dimension of D(f) separately. The upper bound is easy and
we shall prove that first. Let f be as in §1.2. and let s(f) be the unique solution to
P(-s· f) = O.

§4.1. The upper bO'llnd. The set D(f) is a !im sup set, that is

00 00

D(f):= n U
q;1 n;q

U B(y,exp(-fn(Y)))'
y : T7l(y)=zo

Thus for any natural number q there is a 'natural' cover of D(f):-

00

D(f) C U U B(y,exp(-fn(Y)))·
n=q y : Tn(y);zo

Since T is expanding, there exists a .-\ > 1 and an integer m 2:: 1 such that 1(Tm)'( x) I 2: .-\
for all x in J. Let Cl = min{[(Tn)'(x)1 : x E J, 1 ::; n ::; rn}. Then for any q 2:: 1

I(Tq),(x)1 2:: .-\[;;lcl for all x in J ,
18



where [;';J denotes the integer part of *. Clearly, "\[;;]Cl --+ 00 as q ---* 00. We have that
1 ~ log IT'I, hence for all x in J

(8)

Fix a positive c By the definition of Hausdorff measure

00

1i~(j)+((D(/)) ::; L
n=:q

L exp( -(8(/) + €)fn(Y)) ,
y : Tn(y)=:zo

where p ~ 2 Ct"\-[;;] . From inequality (8) we see that exp( -€ In(Y)) « ..\-[~](. This fact
combined with Corollary 1 implies that

00

1i~(j)+((D(f)) < L ..\-[;;;-] ( .
n=:q

Since ..\ > 1, the above surn tends to zero as q --+ 00 . Thus 1{$(j)+( (D(f)) is zero and on
letting € tend to zero we obtain

dirn D(f) ::; 8(f) ,

as required.

§4.2. The lower bound. We have given the upper bound on dirn D(/); we now prove the
lower bound. In what follows the word "measure" will mean "Borel probability measure".
We shall use a classical method of constructing a Cantor-like subset !( of D(f) and a
measure J.l supported on this subset. The measure will satisfy the condition

f.l(8(x, r)) :::; r$(j)-( for all r < ro(€), x E !e (9)

This implies by the Mass Distribution Principle (Lemma 2 , §2.1) that !( has dimension
~ s(f)-c Letting € tend to zero and observing that I< C D(f) we obtain that dirn D(f) 2::
s(/). This together with the upper bound obtained in §4.1 completes the proof of Theorem
1.

§4.3. The Cantor set. \Ve begin by constructing the Cantor-like set !{ C D(f). Let IV(l)
for lEW be a rapidly increasing sequence of natural numbers. \Ve shall use the notation

r(y,l) := C2 exp( -fN(I)(Y))

and
B(y,l) : = B(y,r(y,l)).

Note that the constant C2 (from the Covering Lemma) forces the various B(y, l) with the
same level I to be disjoint. We define sets l«(l) for l E N recursively as follows:

[((I) := J,
19



K(l +1):= UB(y,l +1),

the union being taken over all pairs (y, N(l + 1)) E ! such that B(y,l + 1) c K(l). The
set [( is defined to be the intersection

00

[( = n[{(l).
1=1

We must show that !{ is a subset of D(f). Let x E !(. Then x E !«(l) for every l E M.
Therefore x E B(y, exp( - fN(I)(Y))) for the infinite sequence N(l). This implies that x is
in D(f). We therefore have that

K C D(f).

Generalizing the B(y,l) notation, for any x E !((l) we shall write B(x,l) to mean the
unique ball B(y, l) containing x.

§4.4. A measure on !(. We now construet a measure J.l on !(. This will be defined
to be the limit of a sequence of measures /-LI, where J.ll is a measure supported on [{(l).
This sequence of measures will be defined reeursively. We define J.ll to be any probability
measure on !((1) := J. Suppose that the measure J.ll on !((l) is defined. The set !((l) is
a union of balls B(y, l). We shall use the notation

fl(Y, I) := /-L/(B(y, I))

for eaeh of the balls B(y,l) whieh eonstitute K(l).
Now eonsider one of the balls B (y, l) whieh make up K (1). It eontains a finite number of

balls B(z, l +1) whieh make up its interseetion with K(1+1). "Ve define J.ll+l (B(z, 1+1)) :=

fl(z,l + 1), where the numbers J.l(z, l + 1) are given by the recursive formula:

where as in §3,

r(z, I + 1)~(J)

fl(Z, 1+ 1) := C2~(B(y,I),N(l + l))/-L(y,l),

~(B, n) := L exp( -s(f)fn(Y))'
(y,n)EI : B(y,exp( - !n(y))}CB

(10)

It follows from the way we have construeted the measure that IlI+l(B(y,l)) = PI(B(y,l)).
Sinee the sets B(y, l) n [( generate the a-algebra of Borel subsets of [( it follows that the
measures J.l/ tend to a limit fl. Sinee eaeh J.ll is supported on [«(l) and I«(l) ~ /«(l+l) ~ ...
it follows that p is a measure on [l, see Proposition 1.7 of [8]. It remains to prove the
estimate (9) on p.

§4.5. An estimate on the numbers p(y, I). By the Key Lemma and (10) we have that

......, r(y, l),,(f)
p(y,l) -. v(B(y, l- l))P(y,l- 1).
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lterating this relation we get

&(J) 1-1 r(y, i)&(J)
J-l (y, l) = r (y, l) x TI (B ( .)) x exp(0 (1) ).

i=l V y, Z
(11 )

The terms in the product in (11) are of the form r( B)&(J) / v( B) for a ball B. vVe now

prove a general estimate on such terms. To state this it will be convenient to use the
notation g(x) = f(x) -log IT'(x)j. We shall also write gn for the ergodie surn:

n-l

gn(x) = L g(Tix).
i=O

Lemma 9 Let B = B(x, r), x E J. Then for any y E B n J one has

r 3 (j)
v(B) ~ exp(s(f)gno(B)(Y))'

Proof. Lemma 6 teils us that

On the other hand, we have by Lemma 4,

The lemma follows from the two formulae.

Using Lemma 9 we now have from (11)

1-1

/-l(y, 1) = r(y,l)&(j) x TI exp(s(j)gno(B(y,i») (y)) x exp( O(1)). (12)
i=1

§4.6 The lneasure of an arbitrary ball. We shall now estimate f-l( B) for a general ball B.
Given a ball B centred on a point x of [( we choose 1such that lV( /-1) ::; n o(2B) +C13 ::;

N(l). From this condition it follows that B intersects « 1 of the balls B(y, 1- 1) in the
construction on I«(l - 1). It is thus sufficient from the point of view of obtaining the
bound (9), to estimate f-l(B n B(y, l- 1)) for each B(y, l- 1) in [«(1- 1) separately, and
we might as weil assume that B intersects only one B(y,l-I). vVe mayaiso assurne (from
the point of view of obtaining an upper bound on J-l( B nB (y, 1- 1))) that BeB(y, 1- 1).
This implies the inequality no(B) ~ no(B(x,l- 1)), which we shall use below.

We have
J-l(B) ::; L /-l(Y, l)

(y,N(I))EI : B(y,l)nB;e0

By (12) we get

I-I

p.(B) ::; L r(y, l)s(J) X TI exp(s(f)gnQ(B(y,i))(Y)) x exp(O(l)).
(y,N(I»EI : B(y,l)nB;e0 i=l
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Since B C B(x, l- 1), we have for each term in this product B(y, i) = B(x, i). Therefore

i-I

J-l( B) ::; L r(y, l)~(J) x rr exp(s( f)gno(B(x,i»(Y)) x exp(OU))·
(y,N(l»EI : B(y,l)nB;e0 i:::.::l

Since 9 is Hölder continuous and y E B(x, i) for i ::; l - 1, this gives us

l-1

/-l(B) ::; II exp(s(j)gno(B(x,i))(X)) x L r(y, l)s(J) x exp(O(l)).
i:::.::l (y,N(I))EI : B(y,l)nB;e0

Now from the condition on l we deduce that r(y, l) ::; r/2 for every y appearing in the
above sumo Therefore the condition B(y,l) n B =1= 0 implies B(y, l) C 2B, and we 'have

1-1

J-l(B) ::; TI exp(s(j)gno(B(x,i»(X)) X ~(2B, N(l)) x exp(O(l)).
i:::.::l

Applying the Key Lemma (§3) we obtain

I-I

~(B) ~ II exp(s(j)gno(B(x,i))(x)) X v(2B) x exp(O( l)).
i:::.::l

Now from Lemmas 7 and 9 we get

1-1

/-l( B) ~ TI exp(s(j)gno(B(x,i»( x)) X r( Bf(J) X exp( -S(f)9no {B)( x)) x exp( O( l)),
i:::.::l

and the inequality no(B) ;::: no(B(x, l - 1)) gives us

1-2

J-l( B) ::; TI exp(s(j)gno(B(x,i» (x)) X r(BrU) x exp(O( l)).
i:::.::1

Let t: > O. We now choose the sequence lV(l) to grow quickly enough so that for all x E [{,

l E N,
1-2

r(y, l- 1)-! > TI exp(s(j)gno(B(y,i»(Y)) X exp(O(l)).
i:::.:: 1

We then have

This finishes the proof.
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