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HIGHER WEIL..PETERSSON VOLUMES OF MODULI
. .

SPACES OF STABLE n-POINTED CURVES

R. KAUFMANN, YU. MANIN, D. ZAGIER

Max-Planck-Institut für Mathematik, Bonn, Germany

ABSTRACT. Moduli spaces of compact stable n-pointed curves carry a hierarchy of
cohomology classes of top dimension which generalize the Weil-Petersson volume
forms and constitute aversion of Mumford classes. We give various new formulas for
the integrals of these forms and their generating functions.

Dedicated to the memory 0/ Claude Itzykson

o. Introduction

Let M g,n 'be the moduli space of stable n-pointed curves of genus g. The inter­
section theory of these spaces is understood in the sense of orbifolds, or stacks. The
algebro-geometric study of the Chow ring of M g,O was initiated by D. Mumford.

The following important version of Mumford classes on M 9,n was introduced in
[AC]. Let Pn : Cn --+ M g,n be the universal cUIve, Xi C Cn, i = 1, ... , n, the images
of the structure seetions, WC/M the relative dualizing sheaf. Put for a :2: 0

n

wn(a) = Wg,n(a) := Pn*(Cl(WC/M(L:Xi))a+l) E H 2a (Mg,n,Q)Sn (0.1)
i=l

(We use here the notation of [KMK]; [AC] denote these classes ftj. We will mostly
omit g in our notation but not n.)

The c!ass wg,n(l) is actually ~[v~:] where v';:: is the Weil-Petersson 2-forrn
so that

'- wg,n(1)3g-3+n = (21r2)3g-3+n X WP-volume of M g,n' (0.2)
JMg,n

(see [AC], end of Sec. 1). Generally, we will eaU higher WP·volumes the integrals
of the type

r (l)m(l) ( )m(a)J-,;:- wg,n ... wg,n a ... ,
Mg,n

L am(a) = 3g - 3 + n.
a21

The objective of this paper is to derive several formulas for these volumes and their
generating functions.

For genus zero, we prove a recUIsive formula and a closed formula for them. The
latter formula represents each higher volume as an alternating surn of multinomial
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coefficients. It generalizes to the higher genus, with the multinornial coefficients
replaced by the correlation numbers (Tdl ... Tdn ) which are computable via Witten­
Kontsevich's theorem [W], [Kl]. In the genus zero case, however, we can give an
even better formula for the higher WP-volumes. We first encode these values via
a generating function in infinitely many variables and translate the recursions for
them into an infinite system of non-linear differential equations for this generating
function. It then turns out that the inverse power series of (a slightly modified
version of) this generating function satisfies a system of linear differential equations,
which can then be solved explicitly.

We will now explain our results for the case of the cIassical WP-volumes (0.2) of
tbe genus zero moduli spaces first caIculated by P. Zograf [Z]. Put V3 = 1 and

(0.3)

Tbe main result of [Z] is:

= ~ ~ i(n - i - 2) (n - 4) ( n ) v. v .
Vn 2 LJ n - 1 i-I i + 1 s+2 n-s,

i=l

(0.4)

(The factor 1/2 was inadvertently omitted when this formula was quoted in [KMK].)
Consider the generating functions

00

<I>(x) = L I( v~ 3)1 x
n

,n. n .
n=3

00

h(x) = <I>'(x) = ; (n _ l~(n _ 3)! x
n

-
1

. (0.5)

Then (DA) directly translates into the differential equation

xh" - h' = (xh' - h) h" . (0.6)

Notice that according to [Ma] , the generating series (0.5) arise in the Liouville
gravity models.

In the first part of our paper we generalize both (DA) and (0.5) to arbitrary
WP-volumes of genus zero: see Theorems 1.2.1 and 1.6.1. We follow the scheme
of proof explained in [KMK], sec. 3. The second series of our results gives more
explicit formulas which specialize to the case of Vn in the following way: for n ;::: 4,

ml,,,·,m,.>O
ffil +·,,+m,.=n-3

n-3 (_1)n-3-k

V n = L k!
k=l

( n-3)( n-3+k )
ml, ... , mk ml + 1, ... , mk + 1 .

(0.7)

(Actually, we prove an analog of (0.7) for arbitrary genus, but as we have already
mentioned the multinomial coefficients are then replaced by the less weIl understood
numbers (Tdl ... Td n )') Then, using either this explicit formula or by inverting the
system of differential equations, we obtain a formula for the generating function of
the WP-volumes as the inverse power series of a very simple power series. For the
case of the V n this goes as follows: Differentiating the differential equation (0.6)
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gives h'h lfl = xh,,3 or (setting y = h') yy" = xy,3. This is now cubic rather than
quadratic, but if we interchange the roles of x and y then it miraculously transforms

into the Bessel equation y ~:~ + x = 0, leading to the explicit solution of (004) via

an inverted modified Bessel function:

00

y = L (n _ 2)~(n _ 3)! x
n

-
2

n=3

00 (_l)m-l
x = L m! (m _ I)! ym .

m=l
(0.8)

It is tempting to see this as another tiny bit of the general "mirror phenomenon"
first observed for Calabi-Yau threefolds.

As a corollary of (0.8) we get the asymptotics

'" (2n)! ( 3620 37 _ 0.131... 0.019 ... _ )
V n +3 '" C 1. 5. . . + 2 ...

n n n
(0.9)

where C = 2.496918339 ... is a constant that can be expressed in terms of Hessel
functions and their derivatives. The existence of such an asymptotic formula-for
all genera, and with a constant C independent of the genus-was conjectured by
Claude Itzykson (P. Zograf, private communication).

It is interesting to compare (0.9) to the asymptotics of the Euler characteristic

(0.10)

(cf. [M], p. 403). One more problem in the same spirit is to study the asymptotic
structure of the representation of Sn on H* (Mon) with respect to the Plancherel
measure, in the same sense as it was done for the regular representation in [LS] (cf.
also [VK].) A relevant generating function was recently calculated by E. Getzler
and M. Kapranov, cf. [G].

The paper is structured as follows. In §1 we prove the recursive relations and the
differential equations for the generating function in genus zero. In §2 we derive by a
different method explicit formulas for higher WP-volumes and prove the analogue
of the inversion formula (0.8). Finally, §3 briefly explains our main motivation for
studying WP-volumes: they and their generating function naturally arise in the
theory of the so called Associativity Equations and the operation of tensor product
in the category of algebras over the {H", (MO,n+l)}-operad. (For more details see
[KMK].) Finally, in a short appendix we make some remarks about the asymptotic
formulas (0.9) and (0.10) and about the Betti numbers of the spaces M O,n+3'
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§ 1. Recursive relations and
differential equations for the generating function

1.1. Notation. Consider the semigroup N OO ofsequences m = (m(l), m(2), ... )
where m(a) are nonnegative integers, m(a) = 0 for sufficiently large a.

We put
1 h W n(a)m(a)

Vg(m) := (L: ( ))' _ TI g, ()' E IQI
a>1 am a . M m a .

_ g,n a~1

(1.1)

interpreting the r.h.s, as zero unless L:a>1 am(a) = dimMg •n = 3g - 3 + n. In the
rest of this section 9 = 0 and we write V(m) instead of Vo(m).

In shorter versions of expressions like (1.1) we will use notation of the type

wm = rr w (a)ffi(a)n g,n ,

a~1

Iml := Lam(a),
a~1

IImli := L m(a),
a~1

m! := TI m(a)!,
a;:::l

(1.2)

where s = (81,82,' .. ) is a family of independent formal variables or complex num­
bers. For instance, we have V(m) = f wm Im! Iml! in this notation.

1.2. A recursive Formula for V(m). Put

(1.3)

and denote by 8a E N OO the sequence with 1 at the a-th place and zeros elsewhere.

1.2.1. Theorem. For any m and a ~ 1, we have:

a+l

(m(a) + l)V(m + 8a ) = (Iml + a+ 1) L K(nl' ... ,na ) rr V(md (lA)
m=l2~~ll mi i=1

where in each summand 0/ {1.4}

(1.5)

(notice the absence of Im a+11). These relations uniquely define V (m) starting with
V(O) = 1.

1.2.2. A partieular ease of (1.4). Applying (lA) to V(m) := V(m, 0, 0, ... )
and a = 1 we get:
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so that

On the other hand, Zograf's recursive relations (DA) can be rewritten as

(n - 2)vn _ 1 (n - 2}n '"" (p - 2)vp (q - 2)vq

(n - 3)!(n - I)! 2 (n - 3)(n - 1) n+~+q (p - 3)!(P - 1)! (q - 3)!(q - I)!'
p,Q;?:3

These relations agree for V(n - 3) = vn/(n - 3)!2 which is the correct formula in
view of (0.3) and (1.1).

1.2.3. Another special case. Let us use (lA) to compute V(m) for Imj ~ 2.
We have from (1.4) for m = 0:

1
V(oa) = (a + I)K(2, 1, ... ,1) = ,.

a.
(1.6)

But already in the next case, the consistency of the two possible formulas obtained
from (lA) for V(Oa + Ob) is not evident apriori.

Put m = t5b• There are a + 1 partitions of Ob contrihuting to (1.4): in the k-th
partition mk = Ob, mj = 0 for j i=- k, n~~i V(mi) = l/b!,

( )
_ { (2, 1, ... , 1) + bok

nl,"" n a -
(2,1, ... ,1)

for k ~ a,

for k = a + 1,

so that

and

1 (b+k)!
K(nll ... ,na)= (a+b+l)! k!

a+l (b+k)! 1 1 a+l (b+k)
2V(öa + Öb) = (a + b+ 1) {; (a + b+ l)!k! b! = (a + b)!~ k

This does not look symmetrie in a, b, hut of course it is:

1 [(a + b+ 2) ]
V(t5a + t5b ) = 2(a+b)! a+1 -1

We will generalize (1.6) and (1. 7) below to all n (and g).

(1.7)

We will now start proving Theorem 1.2.1. We will use some of the formalism of
[KMK]. For any stable n-tree (7, denote by 'Pa : M a '"-t MOn the embedding of the
corresponding cIosed stratum. We recall that the image of a generic point of M a

parametrizes a CUTve whose dual tree is (7. The set of vertices v E Vu of this tree
bijectively corresponds to the set of irreducible components of the curve. The edges
e E Eu "are" singular points of the curve, and the unpaired Hags (tails or leaves)
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(1.8)

are in a bijection with the labelIed points, that is, with {I, ... , n}. For v E Vl1 , we
denote by lvi the number of Hags incident to v.

For any stable n-tree a, we put (with notation (1.2))

On(m, a) = ~ CP~(Wl~)
JMu m.

interpreting this as zero unless n - 3 - Iml = codim CPO'(M0') = lEl1 l. If an is an
one-vertex n-tree, we write On(m) := On(m, an)' Notice that On(a) from [KMK]
is (n~ 3

) ! On(n~3 8a) in our present notation. The numbers V (m) in (1.1) are
On(m)/Iml!·

1.3. Lemma. We have

On(m,a) = L: II 0lvl(mv),
(mvlvEVu): uEVu
m=L:mv

(1.9)

where lhe sum in r.h.s. is laken over all partitions 0/ m indexed by vertices 0/ a.

Proof. This follows from the crucial fact that Wn (a) form what is called a "log­
arithmic CohFT" in [KMK], sec. 3, Le. satisfy the additivity property established
in [AC], (1.8), for any genus:

cp;(wn(a)) = L: pr~(wlwl(a))
wEVu

(1.10)

where we identify M 0' with nwEV
u

Mo,IwI and prw means the respective projection.
(Notice that although these identifications are defined only up to the action of
nWEV

u
Slwll the classes pr:V(wlwl(a)) do not depend on their choice, being Slwl­

invariant) .
Hence

h
wmtl

m! II _lu_I
M ffiv !

(m w IwEVu ): vEVu o,lvl
m=Lwmw

(Q.E.D.)

1.4. Calculation of wn(a) via strata classes. For a fixed n ~ 3 and a ~ 1
consider labelIed (a + 1)-partitions

S: n:={1, ... ,n}=SlII···IISa +1 .
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Denote by r(8) the n-tree with Vr(S) = {VI, ... , Va+l}, and edges connecting Vi to
Vi+l for i = 1, ... , a, and unpaired fiags (numbered by) 8i put at Vi. Thc stability
condition for r(8) and 8 is:

ni := 18i 1 2:: 2 for i = 1, a + 1; 2:: 1 for i = 2, ... , a. (1.11)

In the following proof, all partitions are stable. Denote by m(8) the dual cohomol­
ogy class of the cycle CPr(S)(Mr(s») in Mon.

1.4.1. Lemma. We have

wn(a) = L
S:!!=SI 11 ·· ·l1Sa+1

(nI - l)(na+l - l)nl ... na+l ( ) (8) ( )
()

K nI, ... ,na m 1.12
nn-1

where K(nI, ... , n a ) is defined in (1.3).

1.4.2. Notation. To state some intermediate formulas we will need some of
the notation of [KMK]. Let Tn (a) be the set of n-trees with a edges. For any flag
f denote by ß(/) the set of taBs of the branch of / and 8(/) the set of their labels.
Then to any set of fiags T we associate the set 8(T) := UJET 8(/) C {I, ... ,n}.
If {8(Tl ), 8(T2)} is a partition of {I, ... ,n} we use the shorthand notation DT1,T'J

for DS(Td,S(T'J)' Let r be an n-tree and let e be Olle of its edges, Be = {VI, V2}, l1e
the corresponding partition 8 1 TI 8 2 and De the corresponding divisor. Choosing
fiags {i,j} E F(Vl) and {j, k} E F(V2) we have [KM] the following formula:

Dem(r) =-
T: {i,j}CTCF(Vl)
'J 'S: ITI:S IF( vI> 1-1

T: {k,I}CTCF(v;l)
;l 'S: IT 1.:5 JF (v2) I - 1

DT,F(VI )llF(V'J )\Tm(r) (1.13)

1.4.3. Definition. A tree is called linear if each vertex has at most two incident
edges. An orientation of a linear tree is a labelling 0/ its vertices by {I, ... , IV(r)l}
such that Vi and Vi+ 1 are connected by an edge for i = 1, ... , 1E (T ) I.

We denote by LTn(a) the set of stable linear n-trees with a edges modulo iso­
morhism. Given a geometrically oriented linear tree we number its vertices in the
positive direction.

1.4.4. Remark. The oriented linear trees in LTn(a) are in 1-1 correspondence
with labeled a + I-partitions 8 : !! := {l, ... ,n} = SI I1 ... I1 Sa+l which satisfy
(1.11).

1.4.5. Tautological classes and the wn(a). In the proof of the Lemma we
will consider some additional classes in H*(Mg,n, Q). Let (i : Mg,n -+ Cn be the
structure sections of the universal curve. Put as in [AC]:

(1.14)

Here we will need them only for g = 0; see §2 for any genus.
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Identify C --+ MOn with the forgetful morphism Pn : M O,n+1 --+ MOn' Then
'i(MOn) becomes the divisor Di = D{i,n+I}{I, ... 3, ... ,n} in M O,n+1 and

where 4'Di denotes the pullback onto the divisor D i . We know from [AC]:

Combining these two formulas we obtain:

To derive (1.15) notice that

(1.15)

Wni=,
nESC{l"" ,n}

(see [KMK]) so that we have

(n - 18lHn - 181- 1) D
(n - IHn - 2) S,{1, ... ,n}\S

1.4.6. A calculation. Denote by DnLT(k) the set of oriented linear (n + 1)­
trees with a edges, whose monomials are divisible by D n and whose orientation is
given by calling Vk+1 the trivalent vertex with the two tails n and n + 1. Also take
8 to be the set of the Hags of the other vertex Vk of the edge corresponding to D n
without the Hag belonging to that edge. Then

(1.16)

We will prove (1.16) by induction using the following versions of (1.13). Let r
be a tree, which has an edge e corresponding to D n , then call V2 the vertex with
F(V2) = {n, n + 1, fe}, where fe is the Hag corresponding to e.

Averaging the formula (1.13) over the set 8 of all Hags of VI without the flag
belonging to e we obtain:

Dnm(r) = - L
Tes

41:5 ITI :5I F (vl) 1-41

ITI(lTI- 1)
181(181-1) DT,{n,n+I}IlS\Tm(r)

8
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Fixing one particlliar Hag f of 8 and averaging over the rest we obtain:

Dnm(r) = - L::
!ETCS

2:5ITI:51 F( vI) 1-2

ITI-1
181- 1 D T ,{n,n+l}llS\Tm(r) (1.18)

(1.19)

Now for k = 1 the formula (1.16) is clear and for k = 2 it is a consequence of
(1.18). For k > 2 We have

Dk = D D k - 1 = D '"" IVll(lvll- 1) krr-2 IVil- 2 ( )
n n n n L..." ( 1)( 2) k-l m r

TED
n
LT(k-l) n - n - i=2 ~j=i (Ivjl - 2)

'"" '"" IVll(lvd - 1) x
L, L, (n - l)(n - 2)

TED n LT(k-l) !eTCS

krr-2 lVii - 2 ITI - 1
L:k - 1 (l .1 _ ) Iv _ 1- 2DT,{n,n+l}llS\Tm(r)

i=2 j=i v] 2 k 1

where we have used (1.18) with the distinguished Hag being the unique Hag of 8
belonging to an eclge. This guarantees that the surn will again run over linear trees.
In the second SUffi there is one edge inserted at the vertex Vk-l giving two new
vertices v' 1 v" with IV' I+ Iv" I = IV k-ll + 2. Giving v' 1 V" tbe labels k - 1 and k
and labelling the old vertex Vk with k + 1 in the second sum we obtain the desired
result (1.16).

1.4.7. Proof of Lemma. What remains to be calculated is Pn-l+ 0 'P'On
of the above formula for D~+2. The only nonzero contributions come from trees
r E DnLT(a + 2) with IVkl = 3, so that exactly one of the Hags is a tail. Hence
after push forward and pullback the SUfi will run over oriented linear trees with the
induced orientation given by the image of Vi with a distinguished Hag at the vertex
Vk-2. Summing first over the possible distinguished Hags amounts to multiplication
by IVk-ll. We obtain:

'"" (Iva+ll - l)(lvll - 1) arr+l lVii - 2 ( )
wn(a) = L, a+l m r

( ) n . 1 "'. . (Iv)' I - 2) + 1oriented reLTn a . $= L.J)=$

which using remark 1.4.4 can be rewritten as a SUffi over partitions

with ni = lVii - 1 for i = 1, a + 1 and ni = lViI - 2 for i = 2, ... , a, which is
equivalent to (1.12).

1.4.8. Remark. Instead of using (1.18) in the induction one can successively
apply (1.17). In this case one obtains a formula for wn(a) involving all boundary
strata. Since not necessarily linear trees cannot be handled using only partitions the
associated generating functions and recursion relations become very complicated.

9



1.5. Proof of Theorem 1.2.1. In view of (1.8), we have

(1.20)

Instead of wedge multiplying by wn(a) we can integrate the product w~Im! over
the cycle 0 btained by replacing m (S) by <PT (S) (MT(S)) in the r. h.s. of (1.12). The
separate summands then can be calculated using (1.8) and (1.9). The net result is:

(nI - l)(na+l - l)nl ... n a+l
-----------x

n(n - 1)

a

K(nI, .. . 1 n a ) L On1+1(ml)Ona +1+1(ma+l) rr Oni+2(md (1.21)
00=001 +"·+OOa +1 i=2

Now, the product of O's vanishes unless

Imil = ni - 2 for i = 1, a + 1, Imil = ni - 1 for i = 2, ... , a (1.22)

so that n = 1m + Dal + 3. Hence we can make the exterior summation over vector
(a + l)-partitions of ID, and for a fixed (mi) sum over the set of (a + l)-partitions of
11 satisfying (1.22). Since the coefficients in (1.20) depend only on (nd rather than
(Si), we can then replace the summation over (Sd's by multiplication by I n! , .

n1····n a+1·
This leads to

nn(m + Oa) "" arr+l0IOOd+3(md
(m(a) + 1) 1 D 1I = (n - 2) L...J K(nI, ... 1 na ) I ."

m+ a' m t •
00=001 +···+OOa +1 i=l

which is equivalent to (1.4) in view of (1.8) and (1.1). Q.E.D.

Remark. We do not know whether for 9 2: 1 the classes wn(a) belong to the
span of the boundary strata and if yes, what might be a generalization of (1.20).
Therefore we cannot extend the recursive relations (1.4) to arbitrary genus.

1.6. The differential equation für a generating function. Put

F(x; s) = F(x; 81, 82, ... ) := L V(m)x 1ool sm E Q[S][[X]] (1.23)
m

and denote 8a = 8/8sa , 8x = 8/8x. Then the recursion (1.4) is equivalent to:

1.6.1. Theorem. F satisfies the /ollowing system 0/ differential equations:

(1.24)a = 1,2, ...öaF = Öx (~(_l)k (~;):~lÖa-kF) ,

where we put 80 = x 8a;. It is the unique solution 0/ this system in 1 + xQ[s][[x]]
with F(x; 0) = O.

Proof. Put Ho(xj s) = x and

a

Ha(x; s) := x L K(nl' ... , na) rr V(mdx 1OOil+1 sOO i

OO1, ... ,rna i=1

10



for a = 1, 2, ... , where the summation is over a-tuples of vectors mi E N°O. In
particular, we have Hl(x; s) == J; ~F(~; s)dE. Multiply (1.4) by xlm+oalsm and surn
over a11 m. Taking into account that in each summand

nl + + na = Iml + a + 1 == Im + Oal + 1,

(nI + + na)K(nl"'" na) == K(nI, ... , na-I),

we obtain
8aF(x; s) == 8x (Ha (x; s) F(x; s)),

A similar caIculation shows that

Combining these two identities, we get

(1.25)

(1.26)

8aF == 8x Ha . F + Ha . 8x F

== Ha-I' F 2 + Ha . 8x F, a 2:: 1

or
8aF F 2

Ha = 8
x
F - H a - l 8

x
F .

By induction starting with Ho == X we obtain from here

~( )k F
2k

8a - k F
Ha == L.-, -1 (8 F)k+l

k=O x

(1.27)

(1.28)

(reca11 that 80 :== x8x )' Substituting this into (1.25) gives (1.24).
For the uniqueness, we reverse the argument. Suppose that F(x) = F(x; s)

satisfies (1.24) and define Ha by (1.28). Then Ho(x) = X (by the definition of
80F) and Ha satisfies (1.27) for a 2:: 1, while (1.24) says that 8aF == 8x(HaF).
Combining these equations gives (1.25). By assumption F(x; s) has a Taylor series
L:~=o An(s)xn where Ao(s) - 1 and An(s) for n 2:: 1 is a polynomial with no
constant term. Equation (1.28) then shows that Ha(O) = 0, after which the equation

8x (Ha ) = Ha-lF gives inductively Ha = (:~~)I +... where the coefficient of x a+n +l

is a weighted homogeneous polynomial in Al, . . . ,An of weight n. The equation
8a F = 8x (HaF) then gives a formula for a11 derivatives 8aA n (s) (a == 1, 2, ... ) as
polynomials in Al(s), ... ,An-l(s). This fixes An(s) inductively up to a constant
which is uniquely determined by the normalizing condition An(O) = O. In this
argument we have implicitly assumed that 8x F is an invertible power series (Le.
that Al(s) is not identically 0) in order to malm sense of (1.24) in the ring of power
series, but what we have really proved does not need this assumption, namely, that
(F, Ha) is the unique solution in elements of Q(s][{x]] of the system of differential
equations (1.25), (1.26) subject to the normalizing conditions F(O, s) = F(x; 0) = 1,
Ho(x) = X, Ha(O) == O.
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1.6.2. Example. In the special case s = (s, 0, 0, ... ), the function (1.23)
reduces to P(x; s) = f(xs) with f(x) = l:m>O V(m)xm , V(m) = V(m, 0, 0, ... ) as
in 1.2.2. Then equation (1.24) (with a = 1) becomes

(
P xP3 ) 8 [x . X f(xS)3] a°= ax 8
x
F asF - (8

x
F)2 axF - 8sF = 8x -:; f(xs) - -:; f'(xs) - as f(xs)

and if we write f = y' then we see that this is (up to apower of s) the derivative
( ) n-2

of the differential equatian y = xy,3 jy" far the functian y = E (n: ;)!~n _ 3)!

discussed in the Introduction.

12



§2. Explicit formulas and the inversion of the generating function.

2.1. Notation. In this section we :fix a value of the genus 9 ~ O. We keep 9
in the notation for Mg,n and Vg(m) but skip it elsewhere. To state our explicit
formulas we must introduce some additional classes in H* (Mg,n, Q) . Recall that

(2.1)

where Ei : M g,n ~ Cn are the structure sections of the universal curve.
After Witten [W], the integrals of top degree monornials in Wn,i are denoted

(2.2)

Below we will express Vg(m) via these numbers. For 9 = 0, they are just multino­
mial coefficients:

(al + ... + an)!
(Tal' .. Tan)g=O = , , (2.3)

al··· .an ·

(see e.g. [K2], p.354) . The structure of a generating series for all (Tal ... Tan) and
an 9 was predieted by Witten [W], and Kontsevich identified it as a "matrix Airy
function", cf. [Kl] and below.

More generally, we will consider the relative integrals ofthe type (2.2). For k 2:: L,
denote by 1fk,1 : M g,k --t M g,l thc morpmsm forgetting the last k - l points. For
any ab ... ,ap 2:: 0 define

Notice that whenever al +.. ·+ap = dimMg,n, we have also (al +1)+·· ·+(ap+1) =
dimMg,n+p, and then

2.2. Theorem. For any 9, n, ab ... , ap , ai 2:: 0 we have

p (_l)p-k
wn(al) ... wn(ap)=L k! L wn(Laj""'Laj) (2.6)

k=l {1, ... ,P}=SlII ... IIS./c jESl jESh
SFI-0

Equivalently, for any mE NOO \ {O},p = Ilmli,

wn(lml!'···,lmkl)
ml! ... mk!

(2.7)

The proof consists of a geometrie and a combinatorial part.
The first one is summarized in [AC], (1.12), (1.13) and given here in a slightly

different notation. It was previously obtained by C. Faber and D. Zagier (unpuh­
lished).

13



2.2.1. Lemma. We have

wn(a!, ... ,ap) = L TI wn(Laj)
aESp oEo(a) j Eo

(2.8)

where 0 ( a) denotes the set 0f the cycles 0 f a acting on {I, ... , p}, i. e. the orbits 0 f
the cyclic group (a).

E. AlbareIlo and M. Cornalba ([AC]) show that (2.8) formally foIlows with the
help of the push-puIl formula from an identity going back to Witten [W]

(
,Trat ,T,an ,T,an+1 +1) ,T,a1 ,T,an ( )

1Tn+l n* 'Jc'n+ll'" 'J.'n+l n 'J.'n+l n+l = 'J.'n 1'" 'J.'n nWn an+lI I ,. I I

and an identity for which a geometrie proof is supplied in [AC]:

(2.9)

(2.10)

We will not repeat their argument here.
The passage from (2.8) to (2.6) and (2.7) is a formal inversion result which we

will prove here in an axiomatized form because it is useful in other contexts as weIl.
Let R be a commutative Q-algebra generated by same elements w(a) where a

runs over all elements of an additive semigroup A.

2.2.2. Lemma. Define elements w(al, ... , ap) E R for p 2:: 2, ai E A recur­
sively by

p-l

w(a!, ... , ap) = w(a!, . .. , ap-l)w(ap) + L w(al" .. ,ai + ap, ... , ap-d. (2.11)
i=l

Then {w(a!, ... , ap) Ip 2:: I} span R as alinear space. They can be expressed via
monomials in w(a) by the following universal identity (coinciding with (2.8)):

w(a!, ... ,ap) = L TI w(Laj)
aES p oEo(a) jEo

(2.12)

In particular, w(al' ... , ap ) are symmetrie in al, ... ,apo
Conversely, monomials in w(a) ean be expressed via these elements by the uni­

versal formula (eoinciding with (2.6)):

If A = {I, 2,3, ... }, we have also

(2.13)

14

Wn(lmll,···,lmkl)
ml! ... mk!

(2.14)



where p = IImll as in (2.7) and wm = w(1)m(1)w(2)m(2) ....
Furthermor€, w(a) are algebmically independent iJJ w(al" .. , ap ) are linearly in­

dependent. In this case R is graded by A via degw(al"'" ap ) = al + ... + apo

Example. The elements w(al, ... , ap ) are given for p = 2 by

w{a, b) = w(a)w(b) + w(a + b), w{a)w{b) = w(a, b) - w(a + b),

and for p = 3 by

w(a, b, c) = w(a)w(b)w(c) +w(a + b)w(c) + w(a + c)w(b)

+ w(b + c)w(a) + 2w(a + b+ c),

w(a)w(b)w(c) = w(a, b, c) - w(a + b, c) - w(a + c, b)

- w(b + c, a) + w(a + b+ c).

Proof of Lemma 2.2.2. The following identity shows by induction in p that
(2.11) and (2.12) are equivalent:

I: TI w(I:aj) =
l1ESp+l0Eo(u) jEo

w(ap+1)[I: TI w(I:aj)]+tI: TI w(I:aj+ö;jap+d (2.15)
l1ESp oEo(u) jEo i:;:;l -rESp oEo(-r) jEo

To convince yourself of the validity of (2.15) look at the following bijective map
from the 1.h.s. rllonomials in w(a) to thc r.h.s. monomials. If a 1.h.s. monomial is
indexed by a E Sp+l for which a(p + 1) = P + 1, we get it in the r.h.s. for T =
restrietion of a to {1, ... , p}. Otherwise p+ 1 belongs to an orbit of a of cardinality
~ 2; deleting p + 1 from this cycle, we get apermutation T E Sp and a number
i = a(p + 1) ~ p producing exactly the needed monomial in the second SUfi.

One can sirnilarly PaßS from (2.11) to (2.13) and backwards. For example, assume
that (2.13) is already proved for some p. Then we have

15



Now essentially the same combinatorics as above govern a correspondence between
the summands in (2.16) and those in the r.h.s. of (2.13) for p + 1 arguments which
is

p+l (_l)P+l-k
L k! L w(Laj,,,·,Laj).
k=1 {1, ... ,p+l}=SIU",USIl: jESI jESk

Sil-0

Namely, any ordered k-partition {I, ... ,p} = SI TI·· ·TISk can be enhanced to k+ 1
ordered (k + l)-partitions of {1, ... ,p + 1} containing {p + 1} as a separate part,
and to kordered k-partitions of {I, ... ,p + 1} for which p + 1 is put into one of the
Si'S.

It remains to rewrite (2.13) in the form (2.14), when A = {1, 2, 3, ... }. To this
end, notice that if öa1 + ... + öap = m, we have

w(al) ... w(ap ) = rr w(a)m(a) = wm ,

a~1

p=llmll

(2.17)

and m(a) = card{j Iaj = a}. Any set partition {1, ... ,p} = SI TI··· TI Sk, Si i=- 0,
produces a vector partition

m = m1 + ... + mk, mi = (mi(a)) =I- 0, mi(a) = card{j Iaj = a}

We have :EjEs
i
aj = Imil, and each m= m1 + ... + mk comes from

rr m(a)! = m!
~1(a)! ... mk(a)! m1!·.·mk!

a2: 1

set partitions. This finishes the proof of Lemma 2.2.2 and Theorem 2.2. For a
further discussion of this combinatorial setting, cf. 2.6 below.

As a corollary, we get:

2.3. Corollary. We have for p = Ilmli, 3g - 3 + n = Iml:
1 p (_l)p-k ( n )L L TO Tl mll+1 ... Tlmkl+1 -

Vg(m) = Im!! k=l k! m=ml+.. +m. ml!. . .mk!
mil-0

In particular, if 9 = 0, then

(2.18)

Proof. Combine (2.6), (2.7), (2.5) and (2.3).

2.3.1. A special case. Putting in (2.16) m = (n - 3,0,0, ... ) and multiplying
by (n - 3)!2, we get the following formula for Zograf's numbers (0.3):

vn=I:(_1)n-3-dn - 3 + k;!(n-3)! L k 1

k=1 k. n-3=ml +...+mk TIi=1 (mi + I)! mi!
mi 1-0

which is equivalent to (0.7).
We now proceed to the generalization of (0.8).
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2.4. Theorem. In the ring of formal series of one variable with coefficients in
Q{sJ = Q[S I, S2, ... Jwe have the following inversion formula

x 1ml+1 m y1ml+l (_s)m
y- " V(m) s ~x- ~

- L..t Iml + 1 - L..t (Iml + I)! m!
Iml;:::O Iml;:::O

(2.19)

There are two ways to prove this theorem, one starting from the explicit formula
(2.18) and the other using the differential equation for the generating function
F(xj s) derived in §1. Since we do not know which proof, if either, may be gener­
alizable to the higher genus case, we will give both.

2.4.1. First proof: explicit formula. PrOfi (2.18) we have for any J.L 2: 1:

" m ~ k(J.L+k)(~ (_s)rn )k
~ V(m) S = ~(-1) k Li (Iml + 1)!m!

m:lml=Jl k=1 Iml>O degree Jl

(
()ffi )-Jl-l

- L (Iml-: l)!m!
m degreeJl

_ coelf. of yl' in (x~)) -1'-1

where
y1ml+l (-s)m

X = x(y; s);= L (Iml + 1)' m! E Q[s][[ylJ
Iml;:::o

is the power series occurring on the right-hand side of (2.19) and have used the
binomial identity L:~1(_l)k (1.Ltk)zk = (1 +Z)-(Jl+l) -1. But for any power series
x(y) = L:r;:::1 bryr, b1~ 0, we have

(

( )) -Jl-l ( 1 ( ) Jl+l )
coelf. of yl' in x: = resy=o yl'+1 X (y) dy

= resx=o Cl'l+1 d~~) dx)

= coeff. of xJl in dy (x)
dx

x1.L+ 1

= coeff. of -- in y(x) ,
JL+1

where y(x) is the power series obtained by formal inversion of x = x(y) (which is
possible since b1 =j:. 0). Applying this to our case, we find that the inverse series of
x(y) is given by

x Jl+1

y(x) = L JL + 1 L V(m) sm ,
1.L~O Iml=Jl

which is precisely the expression on the left of (2.19).
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2.4.2. Second proof: differential equation. In 1.6 we characterized the
generating series (1.23) as the unique power series F(x; s) E 1 + xQ[s][[x]] with
F(x; 0) = 0 for which there are power series Ha(x, s) satisfying

(a ~ 1). (2.20)

Write Y = J: F(~; s)d{ = x +... for the integral of F with respect to x. This is an
invertible power series, so we can also write x = x(y) = y + ... and define power
series ha(y) = ha(y; s) E yQ[s][[yJJ by ha(y) = Ha(x(y». In terms of ha, the first
three equations in (2.20) become

ho(y) = x(y), ho(O) = 0, h~(y) = ha - 1 (y)

while the last equation in (2.20) becomes

(2.21)

(a ~ 1). (2.22)

(To see this, first integrate the last equation in (2.20) to get 8aU = F Ha, where the
meaning of BaU is that we differentiate in Sa keeping x constant. But differentiating
the identity x(y(x; s); s) _ x with resepct to Sa gives Bax +BaU' Byx = 0, where Bax
is the derivative of x with respect to Sa keeping y constant, so Bax = -F- 1Ba y =
-Ha(x) = -ha(y) as claimed.)

Equations (2.21) and (2.22) form a system of linear differential equations replac­
ing the non-linear system (2.20). They can be combined into a system of linear
differential equations for the single function x (y), namely

B2 X 8x
-

8sa8y 8sa - 1
(a ~ 2). (2.23)

But in fact this is not needed because we can solve the system immediately. Write

00 n+l
X = x(Y) = x(y,s) = 'LBn(S) (Y )1

n+1.
n=O

(2.24)

with Bo(s) = 1 and Bn(O) = 0 for all n ~ 1. The solution of (2.21) is immediately
seen to be

00 yn+a+l

ha(y, s) =~ Bn(s) (n + a + I)! '

and (2.22) then says that 8a B n = -Bn - a (= 0 if a > n), giving successively
Ba = -Sb B 2 = !8~ - 82, ... and in general

(2.25)

Substituting (2.25) into (2.24) gives the expansion on the r.h.s. of (2.19).
2.4.3. Remarks. Equation (2.19) specializes to (0.8) if we put s = (1,0,0, ... ),

in which case the r.h.s. of (2.19) is a Bessel function. In general, this r.h.s. cannot
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be expressed in terms of standard functions, but the series is easily summed after
applying to it the formal Laplace transform, since from (2.24) and (2.25) we get
immediately

17-2 (00 e-Y/f] x(y) dy = e-Sl11-S2112_... . (2.26)
Jo I

Conversely, by integrating once by parts aod making the change of variables from
y to x = x(y), we find the dual formula

(2.27)

These formulas allow us to get analytic information about the generating series
y(x) (and hence about the numbers V(m) when we specialize (81,82, ... ) suitably.
A theoretical reinterpretation of them will be given in Theorem 3.4.2 below.

It would be interesting to extend (2.17) including the contributions of aU genera
aod eventually of aU combinatorial cohomology classes as in [K1J. Below we collect
some remarks in this direction.

2.5. Kontsevich's formulas. We start with Kontsevich's formula ({Kl], sec.
3.1) for the correlation numbers (Td 1 ••• Tdn ) which can be used to calculate algo­
rithmicaUy Vg(m) with the help of (2.17). It has the following structure.

Fix (g, n), put d = 3g - 3 + n, and choose n independent variables Al, ... , An'
Then

n (2di - 1)'! 2- IVTI 2
L: (Td1 ••• Tdn ) n A~di+1 = L: lAut TI TI A'(e) + A"(e)' (2.28)

d=d1 +···+dn ,,=1" rEGg,n eEET

di~O

Here Gg,n is the set of the isomorphism classes of tripies r = (T, C, I) where:

i) T is a connected graph with aU vertices v E Vr of valency 3 and uo tailsj
ii) C is a family of cyclic orders on aU Fr(v) where Fr(v) is the set of Hags

adjoining Vj

iii) I is a bijection between {1, ... , n} and the set of aU cycles of T. We recall that
a cycle is a cyclicaUy ordered sequence of edges (without repetitions) (eI, e2,"" ek)
such that for every i, ei and ei+1 have a common vertex Vi aod the Hag (ei, Vi) foUows
the flag (ei+ 1, Vi) in the sense of Cj

iv) for any edge e E En {A'(e), A"(e)} = {Aa , Ab}, where {a, b} C {I, ... , n} are
the I-labels of the two cycles to which e belongs.

If T is embedded into a closed Riemann surface X oriented compatibly with c,
the cycles of T become the boundaries of the oriented connected components of
X \ ITI (2-cells). Then f labels these cells, and {a, b} become the labels of the cells
adjoining e.

A paradoxical property of (2.28) which does not allow to read off (Td 1 ••• Tdn )

directly from this identity is the cancellation of poles at Aa = -Ab in the r.h.s., not
at aU evident apriori even in the simplest case 9 = 0, n = 3 :

(ToTOTo) 1 1 1
~--.;... - - + --------
A1 A2A3 - A1 A2A3 - A1(A1 + A2)(A1 + A3) A2(A2 + A3)(..\2 + At}

1 1

+ A3(A3 + A1)(A3 + A2) + (Al + A2)(A2 + A3)(A3 + )q)'
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A generating function incorporating all stable (g, n) that can be summed using
(2.28) and the standard techniques of perturbation theory is

(2.29)

Kontsevich's theorem states that (2.29) is an asymptotic expansion of (the log­
arithm of) a matrix Airy function.

We will skip the description of this function because we were unable to find
a sensible operator processing W(so, SI, . .. ) into a generating series for the WP­
volumes.

Instead we will show that the formalism of Lemma 2.2.2 has a nice self-reproducing
property in the language of formal series, but in order to use it in our context, a
different generating series for ('Td1 ••• 'Tdn ) is needed.

2.6. Aremark on Lemma 2.2.2. In the situation of this Lemma, assume
that A = {O, 1,2, ... } and put for p 2: 1

2.6.1. Lemma. We have

p-I

U(tI, ... , tp) = U(h, ... , tp-dU(tp) +L U(tI, . .. , ti + tp, ... , tp-I)'
i=1

The proof is a straightforward calculation using (2.11).

2.6.2. Corollary. We have

(2.30)

(2.31)

(2.32)

For the proof, apply Lemma 2.22 to A = EBf=l Zti, R[[ti]), and U(t) instead of
w(a).

We can try to use (2.32) in the case R = H'" (M9In ), w(a) = w9In (a). The l.h.s.
of (2.32) after integration becomes a polynomial with coefficients which are WP­
volumes multiplied by same factorials, whereas the r.h.s. becomes a similar poly­
nomial which is a linear combination of correlation numbers.
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§3. Potential of the invertible Cohomological Field Theories

Here we explain following [KMK] that the genus zero generating function for
higher WP-volumes is the third derivative of the potential of a generic invertible
CohFT written in coordinates additive with respect to the- tensor multiplication.

3.1. Definition. Let k be a ground field of eharaetenstie zero, H a finite di­
mensional Z2-graded linear spaee over k, and 9 an even nondegenerate symmetrie
pairing on H represented by its dual element ~ E H @ H.

A strueture of the tree level Cohomologieal Field Theory on (H, g) is given by a
sequenee of maps

whieh are Sn-covariant and satisfy the following identities. For any 2-partition
a : {I, ... , n} = 81 II82 , ni = IBil ;::: 2 and the respeetive embedding of the boundary
divisor 'Pu : M O,nl +1 X M O,n:z+l ~ M O,n we have

'P~(In(1'1 @ ... @ 1'n)) = €(a)(In1 +1 ® In:z+d( Q9 1'; @ ~ @ (Q9 1';))
;ESI ;ES:z

where €(a) is the sign of a aeting on the odd 1'i E H.

This notion was introduced in [KM]. One of its lnost interesting instances is quan­
tum cohomology: a canonical structure of CohFT on (H*(V, k), Poincanf. pairing)
for any smooth projective (or Coo compact symplectic) manifold V.

3.2. Tensor product. Let {H', g', I~} and {H", g", I~} be two CohFT's. Put
H = H' @ H" and 9 = g' ~ g". We can define a CohFT on (H, g) by

I ( '" ''') (''') I' ( , , ) [" ( " ")n 1'1 @ 11 ® ... @ 1'n @ In := € l' , l' n 1'1 \Sl ••• ® 1'n 1\ n 1'1 @ ... @ 1'n .

In the context of quantum cohomology, this product serves as a Künneth formula.

3.3. Potential. The potential of a CohFT (H, g, In) is the formal series <P E
k[[HV

]] which in terms of coordinates W.r.t. a basis (ßa ) of H can be written as

(3.1)

The main result about <I>(x) proved in [KM] and [KMK] is the following theorem.

3.3.1. Theorem. The map (H, g, In) H- <I> establishes a bijeetion between the
lollowing objects:

a) The structures of a CohFT on (H, g)
b) The solutions of the Associativity Equations in k[[HV

]] modulo terms 01
degree ::; 2.

We recall that the Associativity Equations are

Va, b, c, d : L 8a8b8e<p . gef8 f 8c8d<p = (_l)Xa(xb+Xc) L 8b8c8e<I> . gef8f8a8d<I>
ef ef
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where (ge f ) == (g(Lle,Llf ))-l,8a == 8/8xa,xa == the Z2-parity ofxa and Lla.

3.4. The moduli space of one-dimensional CohFT's. Wc cau think naively
of CohFT's as forming an infinite dimensional algebraic variety, with the tensor
product defining a structure of a semigroup on it. In view of 3.3.1, it is natural
to try to understand the properties of the potential as a function on the moduli
space. In particular, we would like to understand how to express the potential
fun~tion <I> A'®A" associated to the tensor product of two CohFT's A' == (H', g', 1')
and A" == (H", g", I") in terms of the potential functions <I> A' and <I>All.

As a special case, let us consider CohFT structures on one-dimensional spaces.
Such a theory will be invertible with respect to the tensor product if thc map 13

from H03
C::.! k to H* (M03, k) ~ k is an isomorphism. We will call the theory

normalized if we have a chosen basis of length one, H == kLlo, g(Llo, Llo) == 1, and
13 (Llo ® Llo ® Llo) == 1. (or equivalently 1n(Ll~n) == In + terms of dimension> 0
for all n ~ 3, where 1n E HO (MOn, k) is the fundamental class.) The potential
function (3.1) has the form

(3.2)

where C3 == 1 but the other coefficients are arbitrary by virtue of Theorem 3.3.1,
since the Associativity Equations are empty in this case. Thus the space CohFT1 (k)
of all normalized and invertible I-dimensional CohFT's is canonically isomorphie
to ~x3 + x4 k[[xJJ and has canonical coordinates Cn (n 2: 4), and we would like to
describe the tensor product in terms of these coordinates.

These l-diInensional CohFT structures were studied in [KMK] and a different set
of coordinates was given. For Sr, S2,' .. E k there is an element A(s) E CohFT1 (k)
given by

00

1n(Ll~n) == wn[Sr, 82,"'] :== exp(I: SaWn(a))
a=l

(n ~ 3), (3.3)

in the notation of our paper and [KMK]. Then it was shown that the map S 1-+ A(s)
gives a bijection between kN and CohFT1 (k) and that A (s') (9 A(slt) r-..J A (s' +s") ,
l.e.:

3.4.1. Theorem [KMK]. The parameters (sr, S2, . .. ) fonn a coordinate sys­
tem on the space 0/ nonnalized i-dimensional CohFT's. The tensor product becomes
addition in these coordinates.

Denote by <I>(x; s) the potential associated to the theory (3.3). The connection
with what we have done in this paper is that the third derivative of the potential
q.(x; s) associated to the theory (3.3) is just our generating function for higher
WP-volumes. Indeed, definition (3.1) gives

00 n h m(a)
m..( . ) - ""' ~ '" rr ()m(a)~'±" X, Sr, S2,··· - 6 I _ L.-J Wn a ( )"n. M ma.

n=3 On L: am(a)=n-3 a2:1

and the third derivative ofthis is obviously the function F(xj s) = Lm V(m)x1mlsm

defined in 1.6. We now use this connection to describe both the tensor product and
the coordinates on the space of invertible I-dimensional CohFT's explicitly.
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3.4.2. Theorem. Define bijections

(3.4)

where the first map assigns to a theory A its potential <I>A(X) and the second map
is defined by

(3.5)

or alternatively by assigning to <I>(x) = ~x3+ ... the power series U(1J) = L:~=o B n1Jn
n+l

where x = L: B n (~+1)! = Y+... is the inverse power series of y = ep" (x) = x +....
Then the tensor product of 1-dimensional CohFT's corresponds to multiplication in
1 + 1Jk[[1J]): UAI 0A'I (1J) = UA1 (1J) UAII(1J). The coefficients of -logUA(1J) are the
canonical coordinates of A.

Proof. Equations (2.25) and (2.26) tell us that the two descriptions of U(TJ)
given in the theorem agree and give e-Sl'1-S~'1:l_ ... when <I>(x) =: <I>(Xj s), and in
view of Theorem 3.4.1 this implies the result in general.

3.5. Explicit formulas. Substituting (3.2) (with C3 =: 1) into (3.5), expanding,
and integrating term by term gives the explicit formula

n4,n6, ... ;:::O
n4+2n~+···=n

for the coefficients of U(TJ) in terms of the coefficients of <I> (x), and the same argu­
ment applied to the inverse power series gives the reciprocal formula

nl,n:l,"'>O
n4+2n~+...~n-3

Combining these formulas with the identity UAI 0A'1 (1J) =: UAI (1]) UA" (1]) we obtain
the explicit law for the tensor product of two normalized invertible CohFT's in
terms of the coefficients of their potential functions:

C4 = C~ + C~',

Cs = C~ +5e~e~ +e~,

e - c' + (8 C,2 + C') e" + C' (8 C,,2 + e") + e"6- 6 4 5 4 4 4 5 6'

C7 = e~ + (35 e~ e~ + 14 e~) e~ + (61 C~2 C~,2 + 33 C~2C~' + 33 C~ e~2

+ 19C~ C~) + e~ (35C~ c~ + 14C~) + C~,

Finally, we observe that the values of the genus 0 Weil-Petersson volumes V(m)
can be calculated numerically from any of a number of formulas in this paper: the
recursion relation (1.4), the differential equation (1.24), the closed formula (2.18),
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or the generating function formula (2.19). Here are the values up to Iml - 5,
expressed in terms of the generating function (1.23):

8i x 2 8~ x 3

F(x, s) = 1 + 81 X + (52 + 81) "2 + (61 6 + 98182+ 83) 6
8i 8i82 8~ x 4

+ (1379 24 + 161 -2- + 148183+ 19"2 + 84) 24
5 3 2 2 5

(
81 8182 8183 81 83 ) X+ 49946 120 + 4822 -6- + 344 -2- + 470 -2- + 208184 + 348283+ 85 120

+ O(x6
).

h sm x 1ml
Note that the coefficient _ wffi of -1 -1-1' is integral for every m since the

MO,n m. m.
cohomology classes wg,n(a) are integral for 9 = O.
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Appendix

In this appendix we make a few remarks on the asymptotics of the Betti numbers
and Euler characteristics of the moduli spaces of Mon and on the Weil-Petersson
volumes(0.2). Set P1(q) =.1 and for n ;::: 2 let

be the Betti numbers and Poincare polynomial, respectively, of M O,n+l. It was
shown in [M] that the polynomials Pn satisfy the recursion

This is equivalent to the diHerential equation

8y 1 +y
------

8x 1 - q2 (y - x) ,

(n ;::: 1). (A.l)

(A.2)

for the generating function

00 xn 1 1 + q2 1 + 5q2+ q4
Y = '" P. (q) - = x + - x 2 + x 3 + x4 + ...LJ n n! 2 6 24

n=l

The solution is given by the implicit equation

(1 + y)q2 = 1 + q2 X + q4 (y - x) . (A.3)

If we specialize to q = 1, then the solution of (A.2), or the liIniting value of
(A.3), is given by the implicit equation

00 ( l)n n

x = 2y - (1 + y) log(l + y) = y - '" ( y )L...t nn -l
n=2

(q = 1) ,

froIn which the asymptotic formula (0.10) for the values X(Mo,n+d = Pn(l) follows
easily. (The derivative dx/dy vanishes simply at y = e - 1, x = e - 2, so the power
series expansion of y(l, x) as a function of x has radius of convergence e - 2 with
a square-root singularity at x = e - 2.) The same method applies to the inversion
formula (0.8) to give the asymptotic equation (0.9) with the constant C given by
C = 2,oJbC'0) where '1'0 = 2.4048255577 is the smallest zero of the Bessel function
Jo(x) and the other constants in the expansion can be obtained by doing a more
detailed analysis of the function v'Y J1 (2v'Y) near its maximum.

We can also use (A.I) and (A.3) to study the behavior of the Betti numbers
Bj(n) as a function of n for fixed j. Prom (A.I) we get

I
B 2 (n) = 2ß

- 2(n2 + n + 2),

3 1 1
B 4 (n) = - 3n

- _(n2 + 5n + 8) 2n + -(3n4 + 2n3 + 2In2 + 22n + 12)
2 4 24
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(A.5)

and more generally
j

B2j (n) = LPj,l(n) (j + 1 _l)n (AA)
l=O

for some polynomials pj,l(n) of degree 2l in n. (The odd Betti numbers are 0.) To
see this, and to get information about the polynomials Pj,I, we observe that (A.4) is
equivalent to the statement that for each j we have the generating function identity

for some polynomial A j (x, u) E Q[u, x], the first few values being

x 2

Ao = u - 1, A 2 = u2
- (1 + x + 2) u,

3 3 2 2 ( 1 2 5x
3

x
4

)
A 4 = 2" u - (2 + 3x + x ) u + 2+ 2x + 2x + Ei +"8 u.

The function y is then replaced by apower series y(q, x, u) = L: Aj(x, u) qj in three
variables, the previous power series being obtained by setting u = eX

, and the
recursion (A.I) gives the same differential equation (A.2) as before but with the

left-hand side replaced by ~~ +u ~~. The solution is given by the implicit equation

(
1 + y)q'J-- = 1 + q2 X + q4 (y - x) .
ue-X

The polynomial Aj(u, x) has degree j + 2, where u and x are assigned degrees 2
and 1, respectively, and u divides A j for j 2: 1, so q2(1 + y) = iP(q, qx, q2u ) with
iP(q, X, U) E Q[[q, X, UJ]. Then (A.5) gives

iP = U e-x /q (1 + qX + q2 iP + O(q3)) l/q'J = U e~-X'J /2+0(q) ,

so iP(O, X, U) is a solution of <I>e-~ = Ue-X'J /2. Inverting this gives

1 + Y = q-2 <I> = q-2 f (j + ~)i-l Ui+1 e-(j+!)X' /2 (1 + O(q»,
j=l J.

which with u = Uq-2, X = Xq-l translates back as

k(x u) = ..f.- (-1)1 (j -I + 1)i-
1

'!Li-I+! (x21 + O(x21- 1))
J' L..J 2

'
l! (j - l)!

l=O

or, for the polynomials Pj ,I defined in (AA), as

( 1)' (' l + 1)j-2l-1
P . (n) =~ J - n21 + O(n2l - 1).

J,l 2l l! (j -l)!

In particular,
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