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Introduction.

In ~~ paper we shall study a certain Dirichlet series.DF,G(S)

attached: to two' Siegel, cusp forms, Fand' G of integral weight k' on,

SP2(7) I which formally could be viewed as an analogue of' the" Rankin

convolution sartes. in the theory af elliptic modular farms.. By defini

tion, its, N
th coeff1c1ent equals <cPN/,pN> , where cPN and tPN are the

Nth coeff1cients' of the Four1er-Jacobi expansions of Fand G, l:espec-

tively, and (, '> denotes. the Petersson' scalar product on Jacobi. cusp

farms' of weight k and index N."

By' applying" the Rankin-Selberq method with a certa'in non-holomor

pIii.c· E1senstein series on SP2 (:l) of Kli.ngen~Slegel type I we shall

prove that

D;/G (3) :a- (2iT) -2sr (S) r (s-k+2) C (2s-2k+4) D
F

,G.(S)

has a. meromorphic" continuation, to (]:'. and 1s invariant under s ~2k-2-s,

(§1). Since' for k even the r-factor and type of functional equation

i5 tfie same· as that of the spinor zeta function of a Hecke' eigenfarm"

of weight k and degree- 2, one might ask if in this case there 1s any
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connection between O;,G(S) and linear combinationsof functions

Z; (5) ({F
i

} a basis of Hecke eigenforms, z; (s) = spinor zeta fune-
i i

tion of Fi completed with its natural f-factor).

Although in general this question remains unanswered here, we

can prove two special results (§2). First, it will be shown that if F
~

18 a non-zero eigenfunction in the Maass space then 0F,l~s) coincides
/

*up to the factor < ~1 ,4>1 '> with ZF (5), in other words

0F,F(s) = <4>1,4>1> Z;(S~7;~:'~~~~~+2) Lf(S),

where f 15 the norrnalized Hecke eigenform of weight 2k-2 on SL2 (7)

w~ch corresponds to Funder the Saito-Kurokawa lifting, and Lf(S)

denotes its Hecke L-function. As ..corollary. .. we ahall obtain a

simple proof (and even a more, precise statement) of a forrnula obtained

previously by one of the authors [sJ relating the quotient of Petersson

<: F", F> ( )products (~1'~1~ to the special value Lf k . Secondly, if F 1s an ar-

ottrary non-zero Hecke eigenform of weight k and Pk,o (0<0 a fundamen

tal discrirninant) 1s the Maass lift of the oth Jacobi-Poincare series

of weight k and index 1, then we ahall prove that DF* P (s) 1s pro--
, k,O

portional to Z;(s). In particular, if the constant of propo~tionality

1s non-zero for some D, one obtains a new proof of the merornorphic

continuation and fdnctional equation of Z;(S).

Certainly some of our results can be generalized to higher genus

n, however, a more detail' ed study of Jacobi forms of genus n-1 1s then
...."

required. We hope to come back to this in a future paper.

Notations

We let ~ be the upper half-plane. The symbol ~ denotes the

Siegel upper half-space of degree 2 consisting of cornplex 2~2 matrices
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T ZZ with positive definite imaginary part. We often write Z=( ,),
Z T

X=Re(Z)=(u x,) and ·Y=Irn(Z);(v y~). We usually set fyJ=det Y.
x ,u Y v

We let r1=SL2(~ be the modular group, r 2=sP2(7) the group of

J 2integral syrnplectic 4~4-matrices and r1=r1~~ be the Jacobi modular

group .. ([2]). These groups act on~, ~2 and ~~, respectively, by

Z Ho M<Z> = (AZ+B) (CZ+D) -1

and

( T z) (aT+b Z+AT+ll)
, t"-+'. ct'+d' CT+d

The letter k denotes a positive integer. We write Sk(rn)· for the

f f f h k r cusp dspace e cusp orms 0 weig t on n. By Jk,N we understan the

space of Jacooi cusp ferms of weight k and index N ([2]). The Petersson

products on these spaces are norrnal.tzed oy

<f ,g> S ~ k-2
::::I f(T)g(T)V dudv

r1\~

ce F ,G ) = S F(Z)G(Z)lyjk-3dXdY

r 2\';"2

and

cusp
(ep , 1JJ ~Jk , N ) •

1 .. Merornorphic continuation ·C!n-~_~~unctiona~:.e~a_tion of DF , G(s)

Let F be a Siegel cusp form of.weight k on r
Z

• Then F has a

Fourier-Jacobi expansion
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" 2rriNT"F(Z) ::: L. 4J N(T , Z)e I

N~1

where 4J
N

is a Jacobi cusp form of weight k and index N ((2J I § 6)·.

For two functions Fand G in Sk(r 2) we define a formal Dirichlet

serles by

thRere 4JN and ~N denote the N Fourier-Jacobi coefficients of Fand G,

respectively ,and < I > 15 the Petersson product on J~~~p.

k::: C3' (N ) I

wfie.re. tlie. et-"cons"tant" d"ep"ends önly on F 'and G. - Hen'ce D
F

I G ( 5) 'i5" ab

so"lüte'ly conve'r-gent 'for Re-(5»k+l a-nd r'epre"se'nts a hölomorphic

-fun'ct'iön- 'in: thi's "doma:in.,

Proof. Ne uge a variant of the classical Hecke argument. Fer fixed

(T I z) E la-J((! we wr i te

iC+1S F(Z)e-2rriNT" dT" I

iC

2

where C 1s any real constant greater than ~. Observing thatv
k/2 2 1I YI IF (z)1 i5 beunded on ~ and choosing c=H we obtain

4J
N

CT , Z) = crC"C;)-k/2e2rrNy2/v)

with the ~-censtant independent ef T and z. From this Lemma 1 fellows

ilnmediately.
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We. define

JE -2sDF,G(S) = (2TI) f(s)f(s-k+2)C(2s-2k+4)DF ,G(S).

The main result of this section 1s the following

Theorem 1. The function D;,G (s) hag a meromorph!'c 'cÖntinuati'on" to a:

and satisfi"es the functional "eguation D;,G"(S) = O;-,G(2k-2-S). It 1s

hol'ornÖrphic' exc'ep't fÖr at' most twÖ"simple poles' a"t" s=k and s=k-2.

The "re'sidÜe 'at s=k "egua'ls TI -k+2 <F,G ') .

The rest of this section i5 devoted to the oroof of Theorem 1.

According to the Rankin-Selberg method we shall write DF,G(S) as the

- kPetersson product of F(Z)G(Z) IY! against a certain non-holomorphic

E~5enstetn series Es(Z) of Klingen-Siegel type. The analytic proper

t~es of DF,G"(S) and the functional equation then follow from the

correspotiding properties of E •. s

Denote (for the moment) the upper left entry of Z€~ by Z1 and

let C=C 2 ,1 be the subgroup of f 2 consisting of matrices whose last

rows have the form (0,0,0,1). For ze~ and Sfa ~th Re(s»2 we put

E (Z):: 2: (det Im M<.Z? )5.
s M~C\r2 " Im M<z>,.

This series 15 well-defined, converges absolutely and unifOrrnlY~

A B 1
cornpact sets and is invarian~ under f 2 . Indeed, if M=(C D)~C and we

denote by a,b,c,d the upper left entries of A,B,C,D, respectively,

a b
then M1=(c d) 1s in r 1 and the formula M<Z>1 = M,<Z1) holds. From this,

tlie fonnula

det Im M(Z> = Idet (CZ-fD),-2 det Im Z
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the corresponding formula for matrices in r 1 and the well-known fact

that (~ b)~C implies c=(~ g) it follows that

det Im M<Z>
Im M(Z> 1

1s invariant under left-multiplication by elements of C. The absolute

and uniform convergence on cornpact sets of the series E (Z) for Re(s)s
>2 can be checked by the sarne arguments as used in (4),pp.33,34. The

invariance of Eg(Z) under r 2 1s then clear.

We define

Main Lemma." The" funct-icm E*(Z) has a merornorphic conti'nuation to all s,
-------. s

the "only singÜlari"ti"es be~ng s'impl"e pole"s' "at s:::::l2' ~ s=O of residues"

1 and. -1, respectively. It satisfies the functional eguation E:(Z)

= "E*' (Z).
2-g-

Although this result certainly is irnplicitly contained in the

general theory of Eisenstein series, we repeat, for the reader~s con-

venience, a proef in this special case.

Fer M:::::I(~ ~)er2 we have

where for a 2 x 2-matrix A=(~ ~) we denote by A~=(_~ -~) its adjoint and

by At its transpose. From this we see that

Erenca
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det Im M{Z>
Im l1<Z>1

4It is well~known and can easily be checked that the map r2~7 ,

M~(0,0,O,1)M induces a bijection between C\r 2 and the set of primitive

vectors in z4. Thus

where the sum extends over all vectors c and d in 7
2

with (e,d) F (0,0)

Now for positive real t define a theta series

6
t

(Z) = L? e-1Tt·IYI-ly[z"c+cU.
c , d€: 4J--

Then by Mellin;s formula we' have for s in the region of absolute

eonvergence

E*(Z)
s

Splitting the integral into the sum of the carresponding integrals

fram 1 to co and from 0 ta 1" and then making the substi tu tian tt-i" ~

in the latter integral we deduce far Re(s»>Q

Far Z fixed write

_ -1Tt. I YI - 1 Y [Z"'C+dJ
ft(c,d) - e . r

so that

8 t lZ) = 2: 2 ft(c,d).
c,dea

By the Paisson s~~ation forrnula' we have
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61/ t (Z) =

where

'" f -21Ti(e~,d-t) 0 (v,w)
f 1/ t (e,d) = 4 e f 1/ t (v,w) dvdw

. [R

is the Fourier transform and the dot denotes the usual sealar produet

4
on 1R •

Lenuna 2. One has

1\ -2
f

1
/ t (e,d) = t oft(d,-c).

Proof. For any symmetrie positive definite 4x4-rnatrix F the identity

J
4

e-21Tix°Ye-1TytFy dy = IFI-1/ 2 e-1TX~F-lx

IR

holds.

where 02 and E2 denote the zero and" unit matrix, respeetively, and

observing .

-4
tF) = t

and (as is easily checked)

our assertion follows.

Lenuna 2 implies the transformation formula

and hence'the identity
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00 co

( t2S t(Z)-1)t-SE*"(Z) 5 (6 (Z)-1)tS dt + ) dt=s 1 t t
1

t

co

(6 t (Z),-1) (ts +t2- s ) dt 1J (1= c- + --),
1 5 2-5

from which the meromorp~c continuation and the functional equation

of E:(Z) are obvious. This proves our Main Lemma.

Prom tfie Main Lemma we shall now deduce the assertions of Theorem

1. Let F,GES k (f 2) with Fourier-Jacobi coefficients ~N and ~N' res

pectively. Then by the usual unfolding argument

(Re (s) >2) •

~ow note that the group C is the centralizer of the element

.(Q 0))o 1 in f 2 and hence we have an isomorphism
E 2

f 1f)( (H (7) :="'·C,

((~ ~),P,~),K) ~G ~:i ~~)

where IH (~)
2= {( (A, l.l) , K') I LA, ll)e. a- , Kf Z'} 15 the Heisenberg group (cf. [2],

§ 6; recall t.;'at lH (~) is a group under the law « A, 1-1) , K) ( (A" , ll" ) , K" )
. .

= (A+A" ,1-1+1-1" ,K+K"+A1-1"-A"~), and that f
1

acta onIH(7) on the right by

CX , fC) 0 M = ' (Y~, K) }.

From' this' we see that a fundamental domain for the' action of C

. L ~
on ~2 is given by {"lz ~ .. ) I (-r, z) ~ F,v" >v ,Osu" ~1 }, where F 1s a funda-
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J 2mental dornain for the action of r1=r1~~ on ~xa. Therefore we obtain

after inserting the Fourier-Jacobi expansions of Fand G

(FE ,G) =
s L

M,N~1

rh ( z) I'. ( ) -2'TT (M+N) v"
't'M T, :N 1', Z e

Carrying out the integration over u" and making the substitution
2

t=v'''- l.... we dedueev

5[ , -4TTNy~!v k-3<FE , G) = L <PN (t , z) JPN (T , z) e v
5 F N?:,1

.(S e-4TINttk-3+s dt lJ dudvdxdy
o

= (47r) - (s+k-2) r (s+k~2) [
Na1

- (s+k-2)<<PN'tP~~ N (Re (5) >3) ,

where in the last line we have used the s-tandard integral representatio

of the r-function and have interehanged the order of summation and

integration ..

Renee we obtain the- identity

-k+2/ * *7r , Es _k+2F,G > = DF,G (5)

from which the assertions of Theorem 1 are obvious.

§2. Relations te spiner zeta functions

In this section we shall give a relation between the Dirichlet

series censtructed in the preceding paragraph and spinor zeta functiens

We shall assume throughout that k 1s even.



Por Fesk (r 2) a non-zero Hecke eigenform with T(n)F =

we denote by

1 1

A~ (n) F ( ne IN)
~

4k-6-4s -1+p ) (Re(s»>O)

the associated spinor zeta function. According to Andrianov [1J, ZF(s)

has a meromorphic continuation to all s with at most one simple pole

at s=k, and. the modified function

is invariant under s~2k-2-s.

Recall that for NEIN we have a linear operator

V
N

: JCusp~ J Cusp
k,1 k,N '

2: C(D,r)e(r2~DT+rZ) l-7 L ( I
D~Ol'rE-7 D<O,rE-Z' dl(r,N)
D=r Z (4) D=r 2 (4N) D=r 2 (4Nd)

([2),§4). We shall use the fol~owing result whose proof will be post

poned until the end of this section:

Proposition.' L'et V~ J Cusp---.,.Jcusp be' the- adj·oi'nt· of V
N

with respect
N: k,N k,1

to ·the Petersson produc·ts. Then:

i) The' a'ction 'af V;' ,on Fouri'er coef"fici::ents -,ts g:tven oy

~ C(D,r)e'(r:;D T +rZ )\--7' L (,[dk- 2 L
D<O,rE~ D<O,rc~ dlN s(2d)
D::r 2 (4N) D=r 2 (4) s2::D(4d)
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ii) Qne has

..
~ ( L ) k-2 N

VNVN = s t T (t:) ,
tiN slt

t squarefree
5

where T(n) "denotes the Hecke "oper-a tör- on J
Cusp
k, 1 ·

We will first prove a result on eigenforms in the Maass space

s~(rZ) C Sk(r Z). Recall that S~(r2) consists of those forms

F (Z) = L
n, rc: rz ,NE IN

r 2 <4Nn

A(n,r,N) e(nT+rz+NT~)

~ffiDse Fourier coefficients A(n,r,N) depend only on the discriminant

r 2-4Nn and the content gcd(n,r,N), and that ~t is stable under all

H.ecke operators. If F is a non-zero Hecke eigenform in s~(r2) then

tliere exists a unique normalized Hecke eigenform f in S2k-2(r 1 ) such

that

(1 ) ZF (5) = c(s-k+1 ) 1; (s-k+2) L f (S) ,

where

Lf(S) = TT (1_A
f

(P)P-S+p2k-3-2S)-1
P

is the Hecke L-function associated to f (Saito-Kurekawa correspondence,

lec. cit.). More precisely , there exist- isomorphisms

which are compatible with "Hecke operators in the following sense:

J
cusp k-l k-2

T(p) on k,1 corresponds to T(p) on S2k-2(r,) and to T(p)-p -p
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on S~(r2). (Note that.on S~(r2) the relation TCp2) .= TCp)2+(pk-1+p k-2)

". (pk-1+pK-2~T(P»_2p2k-3_p2k-4 holds.) Moreover, when suitably norrna-

lized, the isomorphism

J Cusp - S~ cr )k,1 ---t k 2

1s "given explicitly by

(2) 4> (T , z) ~ L VN4> (T , z) e (NT I ) •

Na1

By results of Evdokimov [3] and Oda [7J the Hecke eigenforrns F

in s~(r2) are characterized among all Hecke eigenforms in Skcr2) "by

the fact that their zeta functions Zp(s) have"a pole at s=k.

Theorem 2. Let F~S~(r 2) b'e 'a non-'zerÖ Hecke" e'igen'fÖrm", 'and 'let 4> ~

J~~~p be "its"fi"rst Föurier-"Jacobi' coefficient'. Then

(3)

By comparing residues at s=k on both sides of (3) and using (1)

we obtain

Corollary. Denote by fc S2k-2 ( r1) the normalized Hecke" e'igenform

'corresponding to F under 'the Sa"i to-Kuroka1;,va corre'spondence (1 '). Then

the' formula

Formula (4) was first proved by one of the authors ([S],Thm.) by

a d.ifferent method, however, without giving tlie exact rational value

2k-3of the constant Ck . Note tha t <4>, ep> = 2 <g, g) , where g
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1i9 the cusp form of weight k-2 on rO(4) which corresponds to ~

under the na tural map J~~~p ~ Mk- 1/2 ([2J, Thm. 5. 4 and Cor. 4).

Proof of Theora~ 2. We have

F (Z) = [ VNq, ('1", z) e (N-r"')
N~1 L

and hence

[
N~1

(Re (s) >>0) .

By the Proposition, 11)

Since T(n)$ = Af(n)q, for all n, where Af(n) is the eigenvalue

of funder T(n) and f corresponds to F by (1),

From the identity

'e ('s..:1 )"; ('5)
?; (25)

we find

and this by (1) i5 equivalent to the statement of Theorem 2.

We shall now consider Hecke eigenforrns not necessarily in the

Maass space. For a fundamental discriminant 0<0 we let PT D be the
K,

th in ~ i i CUSPD Po care ser es n J characterized by
k,1
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(5)

~
We let Pk,n be the image of Pk,D in Sk(r2 ) under the map (2), i.e.

Pk,D(T,Z) =

We denote integral binary quadratic forms by Q(x,Y)=[Ct,.ß~yJ (x,y)

2 2
=~x +ßxy+yy • Recall that the group f, acts on such forms by

Qo(a bd ) (x,y) = Q(ax+by,cx+dy).
c .

We ocassionally ~~ite A(Q) instead of A(a,6,y) for the Fourier

coefflcients of Siegel modular förms.

Theorem 3. Let F ce a non~zero Hecke eiaenform in Sk(f 2). Then

D
F
* P (s):::l A (Q) ~*F (5), .

, k,D

where Q denotes anv guadratic form of discrLminant D representing 1

and A(Q) 15 the Q-th coefficient of F.

Rernark. If A(Q)~O for some D, then by combining Theorems 1 and 3 we

octain a new proof for the meromorphic continuation and functional

equation of Z~(s), and also for the fact that for F in the orthogonal
r ,..

complement of the Maass space the zeta function ZF(S) is holomorphic

for all 5 (cf. [3, 7]). The smallest weight k for w.hich s~ (f 2)J..:P lo} is

k=20, and in this case we have A(Q)~O for D=-4, cf. [6],p. 157.

f f ~'b h thProo 0 Theorem 3. Let ~N e t e N Fourier-Jacoci coefficient of F,

and ~~ite F(Z) ~ LA(n,r,N)e(nT+rz+NT i

). The Nth coefficient of

DF P Cs) equals
, k,D



= ~ A(~.S2_D ~.s'~'d)
S(~) d 4N'd d

5 2 =D(41'1)

1 6

by (5) and the Proposition, i).

Let {QJ i=1, ... ,h be a set cf representative5 of binary quadratic

forms of discr~inant D. Then the above surn can be written as

wh~re n(Qi;d) 15 the number of 5(rnod 2d) such that s2=D(mod 4d) and

5 2-D
[~,s,dJ 15 equivalent to 01.

Ohserving that

-1= l;Q (5) l;: (2s) ,
i

(7)

~mere 'Q~ (s) is the zeta function of the ideal class of ~(~) corres
Ja

ponding in the usual way to the r
1
-class of 01 (cf. [S],Propos.3), we

obtain .

h
(6) ~(2s-2k+4)DF P (5) = L C

Q
(s-k+2)R

Q
(S)

, k,D i=1 i i

with

Identity (6) so far 1s true for any form F in Sk(r 2). ~e shall now

rewrite the yi~~t-hand side of (6) in terms of ZF(s), if F is an eigen

form. In this case we have the fundamental identity

AXZF(S) = L(s-k+2,X) ~ X(Q.)R
Q

(5)
1=1 J. i

valid for any ideal class character X, where L(s,X) is the L-function
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attached to X and.~ = z=

X 1=1

~'le find

i 7

X(Q.)A(Q.) ([1] ,Thrn. 2.4.1). Inverting (7)
~ ~

(8) R
Q

( s) = t1z t;' (5) ~ X(Qi) A L ( s - k + 2 , X) -1
i il ... X. X

(i=1, ••• ,h).

Inserting (8) into (6) and using the fact that L(s,X)=L(s,X) we obtain

after a short calculation

l;(2s-2k+4)D
F

p (5) = A(Q)ZF(S)'
, k,D

where Q represents the trivial class. This proves Theorem 3.

We still have to prove the Proposition.

Proof of Proposition, i). We identify r
1

with its canonical image in

r~. Let G be a r1-conjugate of a subgroup of finite index of r~.
JThen G contains a subgroup of finite index in r 1 , say H. Ne define the

Petersson product of two cusp forms ~ and ~ of weight k and "index N

on G by

- 2

[ J ] -1 S k-3 -4iTNy Iv
<~,~) = r,:H ~(T,Z)W(T,Z)V e dudvdxdy.

G\~.~

Tliis normalization of the scalar product does not depend on the choice

of the subgroup H, and we have the formula

(9)

2 1 1
for all n~J(~) :=SL2(~)~~ · 5 (S the circle group). Here we use the

notation "<Pfn = ~lk,Nn" for the usual 11 Ik,N"-action of elements "l)f:

J(m> on functions <P(T,Z) (cf. [2J ,§1). The above assertions can easily

be checked using standard techniques as in the case of ordinary modulal

forms.

( J § f th cuspBy 2, 6 we have or ~eJk,1
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where .

and where ~c(T,Z) = '~(T,CZ) (CEa). Denoting by M;(7)N the primitive

elements in M2(~)N and using the notation '':'=O" to mean that ~ 1s

aperfeet square we can rewrite the above formula as

= Nk / 2- 1 L
N"'JN,N/N"'=O

L ~ I (\fN'" -1 0)
AE rO (N'" ) \ r (N k, N ° VN' A,

1

where in the last line rO(N"') is the subgroup {(~ ~)€r1IN"'1 b} and we

have made use of the fact that the map r 1~M; Cl)'N"" (~~) ~

10 ab 0 '" *'(0 N"') (c cl) induces a bij ection r (N"') \ r 1~ r 1\ M2 (~) N.... Observe that

the function

iso a Jacobi cusp form of weight k and index N on rO(N)k~2.

The above discussion gives for $~J~~~p, ~&J~~~p the formula

k/2 1 ~ 0.....·& -1 0
= N - L- Cr 1 : r (N )J <cf'. tN 'k ,.N (0 •r::;":1N ) ., ~ '>

N"'I N, N/N'" =0 '11'4 '1~

(by (9»).
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Since $ Vlf"l rk, N
Vi? 0 has index 1 and is ~O (N)pc 7

2
(ro(N)( 0 &-1) on ::::I

b .
c}) ,{ (~ d)~ r 1 IN I and since

." tIN"' -1 0 ('tfif' 0
<cf>\jN'k,N ( 0 &),t/J > = < et>,$\fR"1 'k,N W -1) >;0

we have

hence by a similar argument as above

(V et>,tlJ) = <4>,N
k

/
2

- 3 L 2
N X mod N~

L $\(;;;-1 'I (~~I x)
At: r \ M ( 1) ~N k, N ~ L~ ~ k, N

1 2 N

As the function standing on the right-hand side in the Petersson pro

duct in the aoove formula is, in fact, in J
Cusp (immediate verifi-k,1

cat&on!), we have proved that

J
CUSp

J
Cusp

k,N ~ k,1 '

t/J ~Nk/2-3 L 2
X mod N~

1s the operator V~ adjoint to VN-

We must now compute the'Fourier expansion of V:tlJ- Write

lJ1(T,Z) = I
D<O,re~

D~r2(4N)

Choosing as a set of representatives for r1\M2(~N the matrices (~ ~)

~M2(~) wttft ad=N, b(mod d) we obtaLn from the above formula

L ~
A,ll(N) ad=N

b (d)



L L
~.,ll(N) ad=N

b (d)

( d )-k
W ~

D<O,r€~

D::r 2 (4N)
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The sum

r ' . r 2-D b rll
+(~2A)ZI 4N .~).

~ (r 2-D.b,rll)
L e 4N d d

b (d) ,ll (N)

r 2 -Dhas the value Nd or zero according as both the conditions dl~ and

dJr are satisfied or not. Hence replacing r by rd and D by Dd 2 we obtair

2c(d D,dr)~ L
A(N) dlN

1-k
d L

D<O,rE~

D:::r 2 (4N/d)

. e ( ('r+'2'~) 2·_DT+ (r+2A) z)

k-2
·=N '" ~ 2 r

2
-DL- L-. ·c(d D,dr)e(--4--~+rz).

A (N) .D<O,r(7
D=(r-2A)2(4N/d)

Now set A=S~S~ (mod N) with s running over 7/~7 and s~ over ~/d7. Then

d(r~2A)=d(r-2s) (mod 2N), D=(r-2s)2 (mod 4~).

Since the coefficients c (D, r) depend only on the pair (D, r) with

r(mod 2N) and D=r2 (mod 4N) we obtain

v~t/J (-r, z) k-2 E 2-k I: L 2
::::::I N d c(d D,d(r-2s»

dlN s (N/d) D<O, r,= Z
D=(r-2s) 2 (4N/d)

r2~
.e(-4-·T+rz)

: L (Ldk - 2 [
D<O,re:l dlN s(2d)
D=r 2 (4) s2=D(4d)

2 :l_ r 2 -D
c(d D,dsJe(--4--T+rz),

'Nwhere in the last line we have replaced d by cl and r-2s by s.
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Proof of Proposition,ii). The identity claimed can be checked using

the explicit formulas for the action of VN,V; and T(n) on Fourier

coefficients. In fact, it 15 sufficient to check it on Fourier coeffi

eients indexed by fundamental discriminants, since V~~N and T(n)

cornmute and J~~~p lias a basis of Hecke eigenforms whose Fourier coeffi

eients are determined by those indexed by fundamental discriminants.

This simplifies the calculations considerably. We leave the details to

the reader.
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