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Introduction and description of the "certain spacel!

Jacobi forms are a mixture of modular forms and elliptic functions.

Examples of such functions are very classica~--the Jacobi theta functions and

the Fourier coefficients of Siegel modular forms of genus two--but it is a

relatively recent observation that the Jacobi forms have an arithmetic theory

very analogous to the usual theory. 'of,' modular' forms: this beR~n' with Maasa I s

proof of the Saito-Kurokawa conjecture [M] and was developed systematically

in [E-Z).

Because they have two variables, Jacobi forms have associated to thern two

characteristic integers--the weight, which deacribes the transformation

properties of the form with respect to the modular group, and the index, which

describes the transformation propertiea in the e~liptic variable. The'main

result of this paper is a relationship between Jacobi forms (on the full Jacobi

modular group) of weight k and index m on the one hand and ordinary modular

forms of weight 2k-2 and level m on the other. This relationship in the

special case m=l already played a key role in [M) (cf. also [E-Z] , §6). A

surprising aspect of the general result is that, while on the Jacobi side the

numbers k and m affect ooly the automorphy factor and the group never 'changes,

on the other side the group itself varies. In particular, the Jacobi fo~ of

all weights and indices form a bigraded' ring, the product of Jacobi forms o.f"~

index m
1

and-'index m
2

"having" index m
1
+m

Z
' but there is (presumably) no

naturalway to produce a modular form on, say, f O(7) from modular forms on

We will now be a litt1e more specific. Let J denote the space ofk,m

Jacobi forms on 5L
2
(~) of weight k and index m (see [E-Z) or §O for the

exact definition). One can define in Jk a subspace of oldforms (coming. ,m

from J
k

I for proper divisors ml of m) and a complementary space (for
,m

cusp forms, the orthogonal complement) ..new
JOk of newforms; one also has for,m
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all 2 > 0 prime to m Hecke operators T (2) on J
k ,m

new
preserving J

k
(cf. §4 of,m

[E-Z]) . For Mzk-2 (m), the space of holemorphic modular forms of weight 2k-2

on r0 (m), the_ analogous notions are, of course, standard. Let M;k-2 (m) denote

the spaee of all forms f E~k_2(m) satisfy~ng f(:~) 1:1 (_1)kmk-1 T2k-Z f(T)

(the 11 -" in the notation refers to the fact that the L-series of such an f

satisfies a functional equation under s -+ 2k-2-s with root nurnber -1 and, in

-JJ-ew - .Jlew -
particu1ar, vanishes at s a k-1 ), and ~'2k-2 (m) = ~'2k-z<m) n~k_2(m) · Then we have:

Main Theorem. Let k, m, and 2 be positive integers wich (2,m) = 1. Then

~ewtr( T(i) ,J'
k

)
,m

=
new -

tr ( T( 2) , M2k-Z (m) ) •

The relationship between eId and new Jacobi form~" is"not the same as between

old and new modular forms: a newform in Jk t (m t 1m) occurs in J
k

with
,m ,m

smaiier rnultiplicity (i.e., has fewer lifts to Jk,m) than a newform in MZk_Z(mt
)

does in Hzk-2 (m) . Thus the above theorem does not say that the full space Jk ,m

is isomorphie as a Hecke-module to ~k-2(m). Instead, it turns out that there

is a canonical subspace mZk- 2 (m) c~k_2 (m), containing the space ef newforms,

for which one has:

Main Theorem (2nd vers ion). The space J k ,m is isomorphie to m;k-2 (m) =

mZk- 2 (m) n~k-2 (m) as modules over the Hecke algebra.

We will explain the definition of the space m
2k

-
2

(m) in a moment.

The proo~ of the main theorem proceeds in three stages. In §1 we apply

the main theorem of our previous paper [S-Z] , which gave a general trace formula

for double-coset operators on spaces of Jacobi forms, to compute explicitly the

trace of T(2) -:er, more generally , of T(2) times an Atkin-Lehner involution­
(Theorem 1.Y

on Jk,m~ 'Ihe eomputation is quite technical but includes some pretty results,

such as a formula expressing a certain class number as a linear combination of

Gauss sums associated to binary quadratic forms (Appendix, Proposition A.1). In

§2 we transform the usual Eichler-Selberg trace formula for Hecke operators as

given in the literature into a form suitable for comparison with this and
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on J
k

as a linear combination of the traces of,m

T(2) on ~~~2- (m'), m' Im (Theorem 2). This is then used in §3 to establish

the main properties of Jacobi newforms and to prove the main theorem as given

above. The result actually proved, Theorem 3, not only asserts the isomorphism

but gives a collection of explicit lifting maps S
D,s

(indexed by discriminants of imaginary quadratic fields D and residue classes

s (mod 2m) wi th s 2 !! D (mod 4m) f between these spaces.

The main application so far of the result of the present paper is the

theorem proved in [G-K-Z), which asserts that the classes of Heegner points on

a modular curve XO(m) in the Mordell-Weil group of its Jacobian are the coefficients

of a Jacobi form (of weight 2 and index m). Also, in Chapter 11 of [G-K-Z) a

kernel function for the lifting maps SD is constructed and its Fourier,s

coeff icients computed. (Note that both Heegner points on Xo(m) and

coefficients of Jacobi forms of index mare naturally indexed by pairs D, s as

above. )

We devote the rest of this introduction to a discussion of the spaces mk(m)

( k, m > 0, k even), which we think are of interest independently of the theory

of Jacobi forms. The most natural definition is as follows. The full spaee of

modular forms ~ (m) .!\ (r0 (m»

\' co -s
L-series L (f , s) CI L

n a
1 a

f
(u) n

, ' ~~ ~ :,. . .,.
."t. ,

an Euler produe t . ",: Any s~ch f is

has a bas is (not unique) of forms f whose

( sf (n) = n th Fourier eoeffieient of f) has

an eigenform of all Hecke -operators T(R.) with

(R.,m) .::I 1 and "comes from" (i. e., has the same eigenvalues for all such T()!,) as)

a unique form gwhich is a newform on r0 (m') for same m' dividing m .ft' The

quotient L(f,s)/L(g,s) is a finite Dirichlet series with an Euler product
L.and Qp (s) is a polmomial in p-sJ

n Q '(s), where p runs over the prime divi sors of m7m~ The L-serie s L (g ,s)
p

has a fune tional equatien under s -+ k-s , and L(f, s) can be assumed also to have

* This statement is not quite true for the ease that k=2, m>1, and f is an

Eisenstein series having eigenvalues G 1(i) = Ldl t d. Here ~t has te be

interpreted in the sense that g(T) is the non-holomorphic Eisenstein series
1 1 \' <XI 2TI' inT t ' " . t -1 _

- 24 + 8TI'Im(T) + l.n.-1 cr 1(n) e : and f (T) =,L.ci Im Cd g(dT) w~th L." d ··,-c d '~ 0 .:--
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one (this is equivalent to requiring f to be an eigenform of all Atkin-Lehner

involutions on Mk(m)); under these assumptions, eaeh of the Euler faetors of

L(f,s)/L(g,s) will have a funetional equation

(1 ) Q (k-s)
p

= ± p-V(k-2s) Q (s)
p .

The space II\ (m) is then the space spanned by all f for which the sign in (1)

is H+" for all p. Notiee that it is only under this condition that the order
at s = kID

of vanishing of L(f ,s) (can be the same as tha t of L(g, s) : as soon as even one

sign in one of the equations (1) is li_li, L(f,s) vanishes at s=k/2 to a higher

order than L(g,s) and the leading term of its Taylor expansion at this point

is the product of the corresponding quantity for g with some extraneous faetors

log p. It is thus natural to expect I\ (m) to be the relevant spaee of modular

forms in any context like the Birch-Swinnerton-Dyer eonjecture where the leading

term in question is supposed to have a natural interpretation as the regulator of

some height pairing. It also explains why m;(m) is the space oecurring in the

result about Heegner points mentioned" above, since the heights of Heegner points

are related to the derivatives of L-series of cusp forms of weight 2 having an

odd funceional equaeion.

Apart from the naturalness of ies definition and ies occurrence in connection

with Jacobi fo~, ehe strongest indicaeion that the space ~(m) is important

is ehat the traee formula for Hecke operators is actually simpler for ~(m) than

f . h ( ) ~ew(m).· 1 l' .or e1t er Mk m or ~.~ Th1S can a ready be seen on the evel of d1mens10ns

(i.e. ehe trace of the operator T(1)), as we now discuss. The well-known formula

for dim ~(m) is

(2)

were

dim l\(m) = c.(k) f.(m)
1 1

k-1l:lI __

12 '

(X3 and X4 the primitive Dirichlet eharacters of conductor 3 and 4) and the
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f.(rn) are the rnultiplicative functions given on prime powers by
1

v \) \)-1
f 1(p ) >::I p + P

\) [v/2] [(v-1)/2]
fZ(p ) = p + P

V \) v-1f
3

(p ) = X
3

(p ) -+- X
3

(p )

V \) \)-1
f
4

(p ) = X4 (p ) + X
4

(p )

It is very striking that each
v

f. (p )
1

has the form
V \)-1g.(p ) -+-g.(p )

1 1
with a

much simpler nD.ll tipI icative fune tion g. J nameIy:
1

8z(m) = b where m a abz with a squarefree J 8
3

a X
3

J g4 = X4 •.

Using Atkin-Lehner theory to relate Mk(m) to ~ew(m)J we find an analogous

h I h d · . f ~ew(m) . . b f 1statement for t e atter space: t e 1menS10n 0 ~K lS g1ven y a ormu a

like (2) but with

on prime powers by

f. (m)
1

replaeed by the multiplicative function given

=

(with the convention for ~. < 0 ) • Thus new )f . (m):S; g. (m :s; f . (m)
111

and

g.
1

is a much simpler function than either f. or
1

This alone already

suggests the existence of a natural intermediate space mk (m) between ~ew(m)

and. Hk(m) with dimension given by

(3) dirn I\:(m)
4

L
i=1

c. (k) g. (m)
1 1

l\(m)

and such that there is a natural decomposition

... EB~ Il\c(m')
m'lm

mk' squarefree

V v \)-1
corresponding to the formula f. (p ) = g. (p ) -+- g. (p ). Equations (3) and (~)

111

are indeed true for the space ~(m) defined above. Equation (3) ean be written

in the even simpler form
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1
+ Zb (b as above),

where d(n) is the linear-plus-periodic function 1
n
2 - ~ X

3
(n) - tX4 (n). For

cusp forms the situation is similar: dim Sk(m) is given by a formula like (21

but with c
2

= - t and an extra contribution 1 if k"2, and the dimension of

'sk (m) = ~ (m) n Sk (m) is given by (5') but with fb replaced by - ~ band an

extra contribut ion 1 if k=2 and m is aperfeet square. (Compare [E-Z] , § 10.)

As already mentioned, the simplification occurring for the dimensions on

passing from M to m occurs also--indeed, even more strikingly--for the traces

of Hecke operators. The trace formula for SL2 (Z) (cf. [2]) has the relatively

simple form

(6 )

if k a 2,

otherwise,

(here P
k
(s,~) is a certain Gegenbauer polynomial and H(fl) a certain class '

number; cf. §1), but the trace formula for rO(m) for m> 1 as usually given

in" ·~he.-}.:iterature is very DIlch more complicated. In contrast to this-;' 'the

formula for the trace of T(~)" on Sk (m) for" Dl> 1 is hardly any worse than ~6):

one simply replaces H(fl) by a sljg~tly modified class number H
m

(6) (for the

k-l
definition, see §1), multiplies the term min(~', ~/Q.') by the g.c.d. of b

and l' - l/l' , and omits the third term in (6) unless m is a perf~ct square.

(This is 2 sk/2 "+ 1 ,m(1,1) in the notation of Theorem 1, § 1 .)
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§O~ Notations and basic definitions

As main reference for the basic facts and definitions from the theory of

Jacobi ferms we refer to [E-Z). Here we briefly summarize those items that

we shall need in the following.

J(JR) denotes the Jacobi group SLZ(JR)O<'lRZ.s 1
• A typical element of J(lR)

has the form ~=A[x) s wich AESL
Z

(JR) , xEJRZ, sES 1 (the IIDJltiplicative group of

complex numbers of modulus 1) and the product of E; and an element E;t~K [x~ s' is

given by f;.f;' ~ (AA.')[xA'+x'](ss'e2rril~I). Here xA' is the result of applying

the matrix ~ to the row vector x and I~: I is the determinant of the

2 1matrix built from the row vectors xAr and x' • For sub sets G,L ,K of SLZ(R), m. t S

respectively we use Gp<L-K for the subset {A[x]s AEG, xEL, sEKJ of J(IR) .)

---(. For k, mEZ there is an

action of J(JR) on functions on Hx( (H = upper half-plane) g~-ven by

(T ,z) EHxC ) ,

denotes 2rri..mx
e We shalI always use r to denote the full

modular group SL
Z

(Zl) , rJ for the corresponding Jacobi group

and Jk for the space of Jacobi forms of weight
,M

i.e_. holamorphie functions ~: HxG: +C satisfying

and having a Fourier development of the form

k and index m on r t

~ Ik m~ .. ~ f or a11 ~ ErJ
,

(1 ) ~(T,Z) ~ c (n, r) n Z;r ( q =-
ZrriT

l; :cl
2rriz )::::I q e e .

n.r EZ
4um.-r 2 aO

The subspace of cusp forms (i. e. , ep with c(n,r) aO unless 4nm-r 2 > 0 ) is

denoted Sk . As a simple consequence of the invariance of ~ with respect,m
2 Jto Z er , one has that c(n.r) depends only on r 2 -4mn and on r (mod 2m),

so we can also WTite (1) in the form

(2) ..

where C(ß,r) depends only on ß and on r (mod 2m).
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For a positive integer i with (~,m) = 1 we have a Hecke operator T(Z)

on J k defined by
,m

(3) L <Plk,m(rM.[X])
M € f\M2(z)
det(M)=.Q,:
gcd(M) = 0

(<P EJ
k

),
,m

were "gcd (M) = 0" means that the greatest common divisor of the entries of M

is a square. In the notation of (S-Z] this can be written

(4) T(Q.) Q,k-4 L
~ '12

2/2'=0

Z2 . J [2 1
-

1 0 J J
i' 11c,m,r( rot, r ) ,

where ~,m,r(d) for any rl-double coset 6 (er finite union of such sets) in

J(Ql/ i5 the operator
~SL2~)~~2 .51

Fourier coefficients

C(ß,r) of <tl by

<tl ~ L <pI E;.
t.: E rJ \6 k,m

C*C6,r) ef $jT(2)

In [E-Z] it was shqwn that the

are related to the Fourier coeffi~ients

(5) C*(li,r)

with r' determined by

xßCa) J:I f e·/f % " ifaTfi)
Xß(a). m 0 otherwise.

. 2 2 2 2 2
the sum being over those. aiR. with a 1.2. ß ,t !:::Ja aO,l mod 4,

.2.r'. ar' mod 2m(a,.2.) aud r'2~ ~mod 4m,and with

Ca ,ß) • f 2 with ß/ f2 • 0, 1 mod 4 aud

Also it was shown that

(6) T(1)T(t') D l d2k- 3TC1t'/d2).
dll,1'

Far n 11 m (i. e. nl m aud n and m/n are coprime) we def ine

where ~ denotes the greup· ef the n-th roets of unity. (Note that
n

r ~ (~ Z2)·~n is invariant with respect to right aud laft

multiplication with elements of rJ ). One easily verifies that
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~lw =n

Also it is not hard to verify that

(9 ) ( C(ß , r) as in (2) ) ,

.where A is the modulo 2m uniquely determined integer. which satis­
n

fies A:!I -1 mod 2n and A. B +1 mod 4m/n (cf. [ 5 ]). Thus the W
n n n

form a group of involutions.

Finally note that the W
n

and TC?.) commute, as is easily seen

by (3) and (S) or (5) and (9).
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§ 1. The trace formula for Jacobi forms on SL:z (Z)

The object of this paragraph is to apply the results of [5-Z]

to obtain a formula for the trace of

We need some definitions.

T(~) o W
n

on Sk,m

We def ine a function H (D.) for integers n li;: 1,~ ~ O.
n

The function H1(~) equals H(I~I), where H() i5 the Hurwitz-Kronecker-

class number, i.e.

1
12

and H
1

(,6) for ,6 < 0 i5 the number of equivalence classes with respect

to r of integral, positive definite, binary quadratic forms of

discriminant ß , counting forms equivalent to a multiple of 2 2
x + Y

2 2 1 1
(resp. x + xy + y) with multiplicity Z(resp • 3). Note that

H
1

(6) = 0 unless ~ e 0 or 1 (mod 4). For n~ 2 we write

with squarefree band put

2(n,.6) Q a b

otherwise

Furthermore, for numbers s,R. and integers kli;: 2 we define Pk(s,~)

ss t·he· coefficient cf .xk - 2 . in the power series development of (1 -sx + lx 2) -~ ,

i.e.

k-1 k-1
P - p'Pk (s ,R.) lCt P _ pi
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if

Finally °O(n) =- I 1 , 01 (n) = I d (as usual), Q(n) denotes
dln dln

Q(n) =~ p[A/2]),the greatest integer whose square divides n (i.e.
pAlln

and o(P) ::I 1 or 0 accordingly as the statement P is true of false.

Theorem t-.~. Let k,m,t,n be positive integers, k~ 2, (t,m) .. 1

and ~Im. Then

tr(T(t)oW ,Sk ) = sk (t,n) + (_1)k sk (t,~)
n,m,m ,m n

where sk,m(t,n) for any nllm is given by

Sk (1,n) = - ~ l
,rn n' In

LP2k-2 ( ~,t) Hm (s2 - 4in 1)
S In'-. n

the surn over S being over all integers s satisfying 2
s ~ 4tn ' , nil s ,

«.!, )2 , ...!:, ) .a squarefree.
n n

The rest of this paragraph will be devoted to the proof of this

formula, - and will presuppose familiarity with the paper [S-Z], whose

notations we will not repeat.

by..-!7)_ of §O and
Proof - Let ME SL2(~). Then rb~andard computations in the theory

of Hecke algebras
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where

To the right hand side of this we can apply Theorem

supplementary formulas (3.10), (3.11) of [S-Z] to obtain
.......

tr (H.. CrJMfJ)o w , Sk )-lt,m,r n,m

(1)

= den. (M) y. I
k

r (A) g (A)
AEfMI' /_ ,m,

m,r

and the

+ ö(k = 2). tr (H* r (rJMTJ)o W* J* )
l,m, .n' . l,m

where den.(H) denates the smallest integer ~' such that ~'M

is integral, where w* and
n

respectively, and where

J*' . 1 2·
·l,m . are used for H*,. m r(fP< (-71 )'J.1 )and. J*l (r), , n n ,m

(2 )

-1 -?
= den. (M) n'~ . . I

~EZ2\ Z2 A(..!. Z2 ) • J.I
n n

c(t;) G (~) •
m

For the definitions of L r(A), G (~) and - r see §1 of [S-Z], for the
~,m, m m,

definitions of H*( ) and J*l () see §3 of [S-Z]. In (2) ~2has to be considered,m
as subgroup of J(llO, i.e. [Z2 has to be identified with {'h<7Z~{1}; in particu]ar

~ runs over a set of representatives for the 112-double cosets (ar 112-1eft cosets

in the secand sum) of 7.Z2A(~ZZ2)'lJn , the latt-er denoting-·~the 'product of the

complexes {1 h<zz2'{lland {A}~(:!ZZ2).1J in ](JR) •n n
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For a ~ on the right hand side of (2) we can write

c.(E.:) = iJ {n E Z 2\(..!. tz2) - JJ If;; E Z 2AZ2n} _
n n

Also, consul~ing the definition of

easily seen that G (t;) = G (An)
m m

for

G (t;) in [5-z1,- it 1.Sm '

t; E 71.
2

A 71.
2n with

n E (1 71.
2

) •JJ • Hence (2) becomesn n

-1 -2 \'
g (A)" ~ .den.(M) n /..1

i;€Z'2\Z2 A(-712 ) -JJ
n n

G (An)
m .

~~ • ....:._::.~.. r~ ••

::I den. (M) • Now we apply Theorem 2 of:~[?·~"Z] ..~~Q obtain

(3}. '.
(n sign (t- 2)(t- 2) 1/2 Avxe~7t_2) QA(x» if

g(A) a 1
'l~'E:(aA) sign"'(t+ 2)(t+ 2) 1/2 'Ave( (0

2

2
) Q (x»

.n' x m t+ A

t::l tr (A),2

if t ""tr(A) ..:-2

h~Here we. used the obvious identities

L Au e (t~2 QA (x+ Y») =
2 Ave (;;.(~-2) QA (x) )n

yE..!z2/Z2 X X

n

and

1 y. Ave (m(~+2) QA(x) + I~I) = Av ( ( \QA(X») •
y~2 /Z2 X x

n

For the definition of the functionaL Av (which assigns to·a periodic funct;ion
x

of.~x its average value) see §4 of [S-Z] or the Appendix ; QA stands for the
~r
-~ - a b

binary quadratic form QA (A',~) =b)' 2 +(d-a) AlJ-C~2 (Aa (C .d) ).
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Finally, combining (Q4)and (1), we arrive at the explicit formula

(4)

k-2
,.. ~ • \' I (A)g(A) + o(k=2)·tr(T(i)*'oW~·,J* '.)

AESLL. (~)/...... k,m,r . n Q"m
2 m,r

U integral
g.c.d (U)=c

the sum being over a complete set of representatives of

......m r -'. '_: equivalence classes contained in {A ESL
2

({VI U integral,,

g.c.d.(U) = cl, with Ik,ril,r(A) as inTheor~m 'l~o~ [S-2], g(A) as in (3),

and T(.Q.,) * given by a formula 1 ike (0.4) but with k ..2 and H.. replaced by
~.m,r

H* .
2,m,r

We shall now investigate the first sum in (4 ). For this

purpose we deeompose it as

5 + S + S + S .
eIl. hypo pa~ seal.

where S 11 ,Sh etc. denote the contribution of the elliptic A,e. yp.

hyperbolie A etc.

The elliptic contribution

( sign(e)
For an elliptie A one has ~,m,r A) = IrAI

3/2-k
p
p-p' where

. 2 1/2
t+s~gn(e)(t -4)p JII

2

Also, by (3), one has

- [* *], t - tr (A) ,A c *
g(-A) = -g(A). Hence

'!hus L (-A)~-Ik r(A).K,m, ,m,
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k-2 \'
S 11 = 2i L· Re(L r(A)B(A»e . -k,m,

A .

~ 2~k-2 L Re(L r(A»Re(g(A)) - 2~k-2 L lm(L r(A»)Im(g(A)),
A -k.,m, A -k,m,

the sums being over those (elliptic) A mod ~ r with positive left
m,

entry.

Let us consider the first sum on the right hand side of (5,).

Here oue has

t+/
2
t Z -4 __(/t+2 +2 ~2.using -) and

2." Re.:., g (A)
ma _

n

--:.by the second formula in (3.), using -QA = Q:'A; . Thus, the first

sum on the right hand side of (5) equals ,sk (i,n) 11 ' where,m e.

Sk,m (.i,n) eIl. is defined for auy n-:·II m by

(6 )

The first sum is over all integers a· ·with 0 < a < 4~ , and the second

sum is over all (!) elliptic A modulo r-conjugacy such that tA ia

integral, tr (A) + 2' 'CI al R., and >g. c. d (U) is a square in. Z

A:s:üit.i:iai<.c~l\cu'lationr for the second sum on the right hand side
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of (5)' (using now· the first formula for g (A) in (.Jf:. shows that

it equals k m
(-1) Bk (2.,- )el"l

,m n •

As it well-known, the map A~ ~·Qa. defines a bijection

between {AE 5L2 (an I 2A integral, tr(A) +2 = a/2} and integral b inAry quadratic

forms with discriminant a(a-42.), such that r-conjugacy classes on

the one side correspond to equivalence classes with respect to r·

on the other side. Furthermore,

the automorphism group of

corresponds to Irq 1 (r c r
A QA

QA)' and, as is easily checked,

g • Coo" d. (U) = c corresponds to (c(Q),2.)=c, where ,t(Q) rlenotes the g.c.d.

of the ceefficients ef Q. Hence the inner surn in (6) equals

(7) QJd r ~
d(Q)=a(a-42.)

(c(Q),2)=C

2
nAu x e(ma Q(x) ,

where the sum is over all integral, binary quadratic ferms Q module r

with discriminant d (Q) • a(a - 4R..) and (c(Q),2) = C •

To get'rid of the condition lt(c(Q),2.) = e", we use Liouville's

function A(n). ·It,::bas the characteristic property
... --. L A(d) = 8(n=o) •

dln

We can therefore
~ -"- ~. - ...... -

L A(t)
tl~,a

rewrite ()! as

L
Q mod r

d(Q)=a(~42.) /t 2

2
.Av e(!!.- t· Q(x) \) .

x ma

Now. by Proposition A.1. the inner sum equals



H
ma

u(n,a)t

(~a,nt) = (a,n)t, since ri 11m
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(to app1y this proposition, note that

aud (m,~) D 1). Thus (8) becomes

L A(t) (ma )-1 H (a(at~4~»)
tl~,a n(n,a)t ~_m_a~_

n(n,a)t

We sha11 show in a moment that (9.) equa1s

(10 )

(~)-1 H (sZ-4in')
n m

n

if Z
a = s In' with n' I (n,s) and

(.:!.. (5 )2) fn
'

'ü"" = square ree

o otherwi5e •

Note that n' aud s are unique1y determined by a.

Thus, summing in (6 ) over n' ,s instead of a, we sha11 end with

the fornlu1as.

(11 )

.l. P
Zk

- Z (s//öT,i) H
m

(SZ,""49.n ' )'
s>O

52 <4R.n I n.

n' Is
(~~,,(~,)2)=squarefree

n n _

S 11 :::I S. (9.,n) 11 + (_l)k sk (i,~) 11 .e. k,m e. ,m n e •
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Ta show that (9 ) and (1 0) are equal we note first af all the follawing

simple praperty of our function H: let r,s ba positive integers, let ß~O with

equals rH (ö,/x 2
)

S

with squarefree y and assume (y,5)=1; then Hrs(ß)

if x 2 : divici.~s L\ as discriminant (i.e. x 2 l-ß, ~=O, 1 mod 4)
x2

and 0 atherwise ·

Naw write a=bc with (b,Z)al and cli~. Then, since (m,i)=l, we

c
t

H (a(a-49..»
ma t 2

n(n,a)t
x2 dividing

withma c mb
-...;;;.;;..-- = -----n(n,a)t t n(n,b)

~la(a-49..) Hence
t t 2 •

ehe decompositiont!(9..,a)have for any

mband being relative prime aud withn(n,b)

equals ~t H mb (a(a2~i» ii C =~2 wich squarefree y and
n(n,b) x t y

a(a-42.)/t 2 as discriminant. and .. 0 o,therwise., ~~oce. thap ehe candition

"x 2 divides 'a (a-49..) / t 2 as disc r iminan t 11 is equivalent to x 2
t 2 [,ci s ince

clearly xetc and (b,xt)- 1 . Substituting, this iota (9 ) gives

( 12)

with t running through all divisors of (9..,a) such that c
t

xZ
= - with square­

y

We $plit this sum into two sums, aue over X (-xt)

'and one over t, where X runs through all divisors of:c with.cI.X2 , x~tci'

2
and where t runs through all tl X with X~t squarefree. By well-known

c

propereies of Liouville's A the sum ovar t equals 1 if XZ/c=1 and 0 otherwise.

Bence (12) becomes

I
n(n,b)

mb

o

H mb (b(a-49..»
n(n,b)

otherwise

if c=c

bTa further simplify (13) let now (n,b) play the role of r in the above

b x 2

formula for Hrs(ß). Write~) - y , y sqarefree. We shall show in a

moment that (13) is 0 unlass y divides (n,b). The latter implies in

particular (y,m)al. Thus (13) becomes
n
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o
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if c-c, yl(n,b) , x2Ib(a-4~)

otherwise

h ' b·· h f ( 10 ) . h n I - (n , b ) and s- (n , b ) x"'c .But t ~s can now e wr~tten ~n t e orm w~t - --TC
Y Y

So assume now that (13) is differnt from O. Then x2 clearly divides

b(a-4f.) aud furthermore

(14)

Since

b (a-42.)
xi - 0, 1 mod 4 •

and since c=c by assumption we see that (14) implies .yl2,(n.b). Since

shown.

(note ylb and (b,i)al) we finally deduce:yj(n~b~ as was'to oe

'" \

The hyPerbolic contribution

Using the second formula for g(A) in (3) one finds that the

contribution of the hyperbolic matrices with positive- trace is given

by sk (.2.,n)h .,m yp. where for any nil m the expression Sk (.2. ,0) h,m yp

is given by
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R.k- 2
sk (R.,n)h = - --2--,m yp

\ (t+/t
z

4)3 2 k (t_2)-1/2 ~ (n
2

)
t.. l. Avxe m(t+2) QA(x) ·

A
t

Here t turns through all positive rational numbers with demominator R.

such that 2
t - 4 is a square in 'l .......{0} , and A through all matrices

with tr(A) Q t, tA integral, g.c.d.(R.A) a square.

Using the first formu1a for g(A) in (3) one easily verifies that

the contribution of the hyperbolic matrices with negative trace is

k m
given by (-1) 9 k ,m(R.,n)hyp. ·

8y exactly the same arguments as in the foregoing section and by the

remark fo-llowing Proposition A•.1 we deduce that the inner sum in (15)

is different fram zero if and on1y if there exist positive integers

n' and s satisfying

implies

(s2-4in, ) 1/2 Q·«~.,s2-4R.n'» (Note that

2_ , 2 2 2 2-
s· 4R.n • t (e -4)0' /s· 1:1 square in z-....{O} ).

i.e.

m 2 ;
and that it then equals (ü's - 4in') times the c1ass number of binary

quadratic forms of discriminant (s2. - 4.2.n') /x2 ( (E: s2_4·.9..0,)..;!.2 y sqarefree)
n' y'

2
t - 4 • square in Q......{O}

Inserting all this in (15) yields

2k-3 k-l
L ~ n' Q«~,s2-4.Q,n'»,
5 r j 2 I } 2k-3 n

where s runs through all positive integers such that
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TI 2
(n' , (~,» is squarefree.

Now the condition is equivalent to s •
~n'

d+'-­
ci

?
with a suitable positive integer d satisfying dl~n', d- < in' •

1 I . 'I in' h' hBut n s , ~.e. n d + --d-' taget er W1t (i,nl)~l (since (~,n)=l)

then implies that n' . n' - nllZ , and that1S a square, say - d • n".9,.'

for some

(16), we obtain

Thus, setti!lg
2 ~.

n' = n fI , S u 11" (i f +v) in

Sk (i,n)h Ja,m yp.
n ll ,Z"Zk-3 (Q(m/n), u"( ~'-~/Q,'»

the sum with respect to .9,.' being ovar all divisors .9,.' of .9.. such that .9..,2<.9..,

n"I·(R..'+ ~,) and (n,(R..'+ j-,)Z)/n"Z is squarefree. Finally,noticing that

.. (Q(:),aH(R..'- ~,» = (Q(;), (.9.,'- ~,» (since (:,n'" )=.1) ·and. that the

sum Ln" , where n" runs through all positive integers with n,,2, n,

u"l (R..'+ ~,), (n, (R..'+ ~,)Z)/n,,2 ~ squarefree, equa~s (Q(n),$.'+ ~.f»

we arrive at the formulas

Shyp • sk ( 2. , n) h + (- 1) k sk ( .9." m) h,m yp. ,m n yp.

The parabolic contribution

A complete set of representatives with respect to of



-22-

the parabo lic matrices A such that 9..A is integral and g. c. d. (U) :a 0

is given by

(1 ~ b~ 4mi. , (b,R,) = c).

Thus, using

(
.[1 b/tl) (±l) l/2-k

~ ,m, r - 0 1 J - 16m { b
- i cot;r 4mt

if 4mtlb

otherwise

and the formulae (3 ) for g(A), we may write

S :::I s (.2.,n) + (_l)k s (R, m)
par. k,m . par. k,m ,1I par.

where for any nllm the expression sk (i,n),m par. is defined by

( 18) sk (.t,n),m par.

_R,k-2
_.~~

S {~ I AV
A
e(~~ bA

2
) -

b mod 4mR.
(b,R,) -0

Ta simplify the first sum in (18) we note that

L e(~ bA
2

) a L A(t) L e(n2
- bA

2)= 4m2 f A(t)
b mod 4mR. t TR, b mod 4mt 4m..2. t R, t
(b,.t)=c tlb 4mi nZt.\z

so the first sum in (18) equals
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L >'(t) II{>. mod4mil 4mR..!n
2

t>.}

tTR.. t

>'(t)

1/2 m= 0( R..=o ) • 2. n R.. • Q( (4 , n) ) Q(-) •
n

Here we used that R.. and m are relative prime, so that Q«44~ ) ~
4 i . 4 " .. ' _ . ' n nt

Q( (4, On") ) Q(~Q (e) , _(4, n) Q«Z;-;O) ) =2Q \ (~_~ n)) _aud L \.< t}:Q_C{X ~ 0 (i~a) ~ lft-
-- ...---._--. -.. . tl i

The second sum in (18) can be written as

( b) (m2In 2 2.\'L i cot TI 4mR./t Au A e 4 rn"2/t bA ) ,
b rnod 4mR../t

b~O mod-· 4mR./t

and here by Proposition A.2 (and
m

(n1,~)~) the inner sum equals

-2 ·
m
n (4 ,~) L

ß<O ,ß:O, 1 mod 4
ßI4nR../t , 4ni/t

(4 ~) (4 ~Iß
'0 'n'

H (Ö)
~/(4 ~)
n 'n

is squarefree

which may also be written as

-2 · : L Hm(Li)
ß<0,t20,1 mod 4 n

ß 14ntl.t,
4nR./t

ß
squarefree

,Ndw for a ß fram this sum one easily verfies

L A(t) = { 0
1

I n 4m2
t "" Ö
4rilR..
~ ,squa~~free

if Li = -4R..n'

otherwise

for some n' In with o/n' squarefree
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(use again (i,m):cI 1), and in view of this (19)' becomes

-2 · : n·tn
o/n' squarefree

H (-42.n')
m
n

Putt'ing this all together, we find

I H (-4~n').
n'ln m

n/n 'squarefrE2~\
S = Bk (i,n) + (-1) k B (2 ,~)
par. ,m par. k ,m n par.

k k-2
s (i,n) :cl - ~41 (2.=c)2.k - 3/ 2Q«n,4» - (-111.
k,m par.

(20)

The Bcalar contribution

Here we ,f. inrl

(21) Sseal. •

'If we now compare (11), (17), ~O), and (21) with the formula for

Bk (~,n) given in Theorem 1, we see that the theorem is proved for k,. 2 :
,m

the terms in the first SUUl in Theorem 1 with 0 < Isi< /41Ii"T equa.l (11)

k k-2
ehe terms with s· 0 equal the second term of (20) (since PZk-2 (0,1.) • (-1) ~ )

the terms with s·~ equal (21) (since this occurs only if R. is a

squa.re and either n' al, s"2/r, and 41n er n' ca4, sca4/I', and 41n, and

~ 2k-3 k-2 m
P2k_1(2~2.,2.) Hm(O) :cl - -rr- R. ö); the terms with 2' ~ Ir in the second

n
sum in Theorem 1 equal (17) (replace 2.' by 2.12.' if 2.' > Ir); and the terms

with ~. = Ir equal the first term of (20).

It remains to treat:

The correction term for k Ja 2

First of all we note that by definition
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.-v r---/
where r =SL2 (R) is the inverse image of r by the canonical map
.--..-I
SL

2
(R) -Jo- SL

2
(R), and where M

1
/2 (r (4m)), ~m are considered as

f-modules via the action hl (A,W(T)) ::I W(T)-l h (AT),

-1 * ';!(el (A,W(T)) = W(T) 81
1

,mA of 1 on M
1

/
2

(r(4m)) and Thm , respectively.

(For the notations see [S-2].) By the theorem of Serre-Stark [S-S] one knows that

M
1
/2 (r (4m)) is contained in the s pace.. spanned by the "Nullwerte11

8(T,O) with e(T,Z) E mt~O Thm, . Thus the computation of

dim J* ~s reduced to an analysis of the f-modules Th
1,m m

This has

beeu done in [:8] (Satz 5.2 and Satz 1.8), and we' -

only cite the result:

dim J* ::I J..{cr (m) + Ö(m::l c) }
O,m 2 °

( The reader mayaiso work out this formula using orthogonality

relations for group characters and the formulae for tr U (A) (A E r) from Theorem 2
m

of [s-zl; however, this would be essentially equivalen,t to the procedure

in [S}.)

Now it is easy to compute ·the correction term tr (T (~) *W·- J*- ).
n' 1: ,m

Namely, let m' run through all divisors mt fm with mim' a

square, and for each such mt let A run through a complete set of

representations in Z for {A mod 2m' IA2 - 1 mod 4m t }/{±1} c (Z/2m'Z)*/{±1}

the number of such pairs ro' ,A 1
Ö(m = c)},Note that equals I{cro(m) +

i.e. dim J.*- . For each such pair m' ,A define·f,m
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2

T - l:r
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<p , ,(T,Z) :=
m ,/\
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~~ 2m I

I e , , (T,O)
m ,/\pp='

I
r, s Z

rSAS mod 2m'

Where e is the theta-series
m,p

Obviously ~m' ,AI7,m[~ ~] (T,Z) a

the well-known formulae

r 2

L e(4 T + rz ) (cf. [8-2]).
r 3 p (2m) m

<P, ,(T+l,z) = <P ,(T,Z), and using
m ,A m,A

e ("-Tl
m,p

2m
L e

2
(-pT) 8 (T,Z)

0=1 m m,O

lie in

it is easily checked that

generate

1* [0 -0']<Pm' ,A , ,m 1 .. <Pm', A • The ma~ric~s

r = SLZ(Z), and hence the <Pm' ,A

J*, • Noticing that the <p., ,,m m~,A
are linearly independent we thus have

a basis for *'J, .,m

Finally it is easily verified that

.+. IT('p")~::Il R,.-2
'+'m' ,A .:- L

b mod cl
(a,b,d)=c

aud that

w*"= 0-
1

n
\' 1* [~] =
L <Pm',A 1,m n

x(Z2/nZ2

where A' a -A mod 2(m' ,u), A' a +A mod 2m'/(m' ,u). Note that

if aod ooly ii A a -A mod 2(m' ,n) or AI!! - Amod 2m I / (m' ,n) ,
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i .e. if and only if . (m', n) = 1 or ml
/ (m' ,n) = 1. Hence

t r (T ( .Q.) *w* ,J *1. )
n ,m

Q °1 (R.) •Jlm{ö«m' ,n) m 1) +O(m~:n) m 1)}II({AmOd2m'IA
2 =1 mod 4m}/{±l})

m/m'=c

as was to be shown.
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For integers k ,m, k even and m> 0, denote by ~ (m) the space

of modular forms of weight k on ro(m). For integers ~,n > 0,

(i,m) = and nll m, denote by T(i) ·and W
n

the i-th Hecke operator

aud the n-th Atkin-Lehner involution on ~(m), respectively. Thus,

for any f E~ (m) one has

( 1)

and

t . k-ld .
d (9..,r)

(2) f (an T + b )
cm T + dn ·

Rere af (r) denotes the l;-th Fourier coefficient of fand a,b ,c,d are

any integers satisfying adn2 - bcm = n. (We are

using here the same symbols T(t) and W as for the
n

corresponding operators on J k • Since it will·be clear from the context,m

which operator is .·meaut: there should be no confusian.)

let

F · 11 1 M.
new (m) d h f f .1.na y, et -lt enote t e space 0 oe ',rl- arms 1.0

+
~ew, - (m) be the subspace of modular forms f € ~ew (m)

~(m) and

satisfying

Unfortunately in the literature the not ion "new forms" is usually

applied to cusp forms only. Thus some remarks seem to be indispensable.

We define more precisely
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where S~ew(m) is the subspace of new forms in the sense of Atkin-Lehner

. S () th - -s: f f' h k r 0 (m). Eknew(m)1.n km, e·space .U1.. cusp orms 0 we1.g t on is

defined to be zero if m is not a square, while if m is a square then

E~ew(m) is defined to be the span of the series

where X runs through all primitive Dirichlet characters modu10 11m

(aside from the principal character if m CI 1 and k ::lI 2),

0(:) (9,,)= l. dk- 1X(d) X(R./d) for 9" ~ o(X)(O) c 0 1 according1, or • - l;(l-k)
k 1 d 19" . k-l 2

as m> 1 or m a 1• (Far more details cancerning Eisenstein series on

ro(m) cf. [H] ,:pp. 461-468 and 689-693.)

By comparing the trace fonnulae fram the foreg6ing paragraph with the

well-known trace formulae for Hecke operators on spaces of modular forms

we shall derive the fo11owing

Theorem 2"." Let k,m,R.,n be positive integers, k ~ 2, (m,9..) 1:1 1 and

nil m. Then

tr (T( 9,,)OW J k ) = L { \' 1} tr (T (R.)oW'(n,m 1)' ."_ ~ke·~2~- (m') ) •
n',m m'l"m d21~

m'

Moreover the same equation holds if one restriets on both sides to

Eisenstein series or to cusp forms.

Remark - The above Theorem remains true for all k in the trivial sense

that Jk,m 1:1 MnZkew_2'-(m') a {O} f 11 k Z h f her a <. Hewever, t e act t at
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J = {a} seems to be not at all trivial. For a proof , depending on the
l,m

work of Serre-Stark about modular forms of weight 1/2,- cf. [sl~,'· .

Proof of Theorem 4. First of all we treat the ease of eusp forms.

. . f new ( ) h b Snew , - ( )The proJect1on 0 SZk-Z m ento t e su spaee 2k-Z m

f E: S~~~2 (m) . satisfying f IWm = (-1) k f whieh eommutes wi th all

T(i) ((i,m) ~ 1) is given by I(W1 + (-l)~m). Thus

tr(T(i)oWDS~~~2-(m)) = ±{tr(T(i)oWn,S~~~2(m)) + (-l)ktr(T(i)OWm,S~~~z(m))},
n

and hence the formula. to be proved can be re'Written' as

where t(n) for any nll m is given by

(3) t(n) = L
n

1
1n

Lm { I m 1}
n 1- d2 1--

2 n n
1
n

2

·In fact, we shall show that

2·sk (~,n)· t(n),m

with Bk (t,n) as in Theorem 1.,m

Ta apply the trace fOrnlulae occuring in the l-iterature we need to express

the traces on the right hand side of (3) in terms of corresponding traces
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Now for any pair o'f relative prime, positive integers

has by Atkin-Lehner theory

one

with U.Q..~f('T) f-.;..f I lJ.Q..(T)=-f(.Q..-r) • Choose in each of a.- basis

consisting of simultaneous eigenfunctions with respect to all T(.Q..)

«~,n1nZ)::::I 1) andWn · ..(nlla
1
a

Z
). Via (4) this gives abasis for

SZk~n(n1nZ) and we compute tr(T(i)°t'br ,SZk_Z(n 1nZ) with respect to

this basis ~

Let g be such a basis element, say g::::l flub b with f E SZk-Z(a 1a Z),
1 Z

f Iw D E: f • It is easily seen that
a

1

flub b oW
1 Z n

Thus the contribution of g to tr (T(i) oWn , SZk-Z (01 0Z) iS\.-e(itüii;·:'_E9-·. 0:-' if'

n1/a1bZ1 =-1 .... and is zerootherwise since then fl U
b

'b ± (n1/a1bZ1)k-l.f lu /
_ . l' 2 n1bz a 1b 1

are both e.igenfunc,ti9ns of W with :oaPös·ita~·e"i~envalues ± E:. Hence
n

1
. . -

~ - - -,.. -_ ......

(5) tr ( T(.Q..) o:W
n1

, SZk-2 (n 1°2» D l.
a

1
1n

1
n

1
/a

1
=o

Combining (3) and (5) by using same elementary theory of multiplicative

functions gives



(6) t(n)::I L
n,ln
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L A(_m_) tr(T(i)o~ ,SZk_Z(o,nZ»
° I~ n,n2 1

2 n

where A LS Liouvi11e's function, i.e. the unique mu1tip1icative function

such that A(pa) m(_,)a for all prime powers pa.

Now we can insert the fo11owing formula for the traces

occuring on the right hand side of (6):

. (nt 1, )Zk-3
tn10 N 'I' (Q(c) ,(,2,'- ~I)

1
- 2 o(n,. D)~(~) L

1,' 11.

IOTI(i"il)

L
tlnz

ozle squarefree

Here ~ and ~ are the Möbius and Eu1er function respectively and the

other notations are as in Theorem 1 • Using the e1ementary identities

(
n ' I(9,Q) and )

L jJ (/u1In i) .a ö· « s/n')2 ,n/u'» -squarefree
°1

(n
1

running through all positive integers wich n~ In
1

, 01 In,

. 0l/n' -c ," and, ,In1.n '.\ s) ,

L A(_m_) L h(t) ~
I~ n 1n2 tin

~ n .,. 2QZ / t squarefree ..... _-

(for any arithmetical function q),
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n'1

(0, running through all positive integers with

01 ~ c aod ~1 (i'+ ~I))

it is then immediate1y clear that t(n) coincides with 2~k (i,n),,m

as defined in Theorem t. Thus, in the case of cusp forms, Theorem 2

is proved.

Unfortunate1y the formula (7) is not exactly the formula which

can be found in the literature, so we have to add some remarks.

First of all a corresponding formula (7) for n = 1
1

can be found

in [0]. Aside from same slight differences in the statement, which

can be easily worked outby the reader, the main difference concerns the

elliptic contribution. This is stated in [0] as

t
Z-4,twhere F is that positve integer such that is a fundamental
F2

discriminant, h'(~) denotes the number of equivalence classes

(mod. SLZCZ» of primitive, positive definite, binary quadratic forms

of discriminant if 1 1
6. < -4, h' (-4) CI 2' ' h' (-3) =) , and where

Here <.P 1(0) :lII n n (1 + 2.)
pln P

and r(D,n) • fJ{rmod 2n I r 2
e Dmod 4n}.
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Now it is easily checked that

r (D, n) = L Xn(t) (X n(· ) as in § 1 )) •
tin

nlt squarefree

Using this one can write (after same obvious modifications)

~(s,t,~) = L (t,f)· X
tl n

Z
S2 -4~

f2
nz/t squarefree

t
( (t,f))

and then the equality of the corresponding terms in Dur fDrmu.l~. (7)~-

and in Oesterle's results fram the identity

(8)

(cf. the proof of Proposition A.1)

Secandly, a corresponding formula (7) for n > 1
1

is given in [y].

Aside from some mistakes in the statement of that farmula (which can be

corrected by carefully reading [Y]), the main difference

again concerns the elliptic contribution. It is stated in [y] as

ht s2-4fu,
( f2 )(9)

, \' S
- 2' _ L PZk-Z ( ,e-'~)

s2<4~>n y o.,
~, Is

L
flF

(f,u,)='

(
s2-4in, )

L . r f2(nz/t)2,t
t I:oz

nzlt squarefree

UZt!
t f

~ere F
. i~~ih~ positive integer such that is a fundamental discrimanL~

Here the equality of the corresponding terms in (7) and (9)

results fram the identity
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\ s2-4~n,
L U(d) L He( d2 )

dl(F,n,) tlnz
nZ/t=:-squarefree

whieh must be proved similarly co (8). rnserting this in (9), replaeing s

by ds and summing over n'-n,/d 2 (note that dl(F,n,),;"n,'!s and,:(~,nl).=l

implies d 2 jn,) then leads to.our formhla (7).

It remains to eonsider the ease of Eisenstein series.

On the side of Jaeobi ferms the spaee of Eisenstein series in J is
k,m

spanned by the series

('0) ~ U L X(s) Ek~,m,t,x s mod q(m)/t ,m,ts

Hare t runs through all divisors of Q(m) and for aach such t the index X

runs through all primitive Dirichelet characters modulo F with FIQ~m) and

X(-l)=(-l)k. Furthermore for any integer 9 the series ~ is definedK,m,s

by

( '1 )

with r~ a {(6 ~][o,~] I n,u€Z} ~ r J and. m-ab%, a squarefree. Ibis ia not

quite true for k=2 since then che aeries' ~ as in (11) fail to converge.K,m,s

Here ~ has to be defined by the same type of methods as are used forK,m,s

modular forms ("Rackets convergence trick") and for x+ principal character

(i.e. F+l) ehe aeries ~ given oy (10) then defines a~ elementtt,m,t,x



-36-

of J k ·,m

We shall prove in a moment that

(lZ) ~,m,t,xIT(~) ~ a~~~3(~)Ek t «i,m):::I1)
,m, ,x

(13) ~ lw :::I XC\)~ (n 11 m)
,m,t,x n ,mt t,X

where Adenotes any integer such that A e -1 mod n and. X Ii '+1 mod ~
n

Comparing this with the description of Eisenstein series in

new
MZk-Z(m) given at the beginning of this paragraph, aud. using that

( ( ) ( ) « X) I (X)
any E X) E Mnew (FZ) satisfies E X !T(i) = a X (i)E X) and EZk- Z Wn=x(X)EZk_2

Zk-2 2k-Z Zk-Z 2k-3 Zk-2

«Z,F2
)_1, nll FZ and with Xa -1 mod n and A iiI +1 mod F2/n), the reader

can now ea8ily ver-ify the assertion of Theorem 2.

To prove (12) and (13) we recall that J :::I E e· s , E
kk,m k,m k,m ,m

being the space spanned by the Eisenstein aeries

by its Fourier coefficients

is uniquely determined by itsHence any Eisenstein series in

Itconstant terms lt (sum of terms

-equivalently,

with 4mn - r
2

• 0) or,

C(O,r) (r2
s 0 mod 4m).

Moreover ~ is invariant under all T(~) «(i,m) - 1) and all W:k,m n

(nil m), since E is the orthogonal complement of
k,m 5 ink,m J

k
with,m

respect to the Petersson scalar product sud the

(cf. [E-Z).

T(1), W
.n

are hermitian

Thus to verify (12) aud (13) it suffices to compute the Fourier

coefficients C(O,r), C*(O,r) aud C**(O,r) (r2
9 0 mod 4m) of
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E Iw respectively.
k,m,t,X n

Now it is easily checked that the constant term of E ~s equal tok,m,s
1 2 2 bk\' ar 2 2abr () (/ )~- L qar Z; ,a ~ -t:.C-l) _ L q --.. r; -.-.. }. ThusC O,r = X r 2abt ,

r=s(b) r=-s(b)
and then '" C*(O,r) = a~~~3(~) C(O,r), C**(O,r) Q X(A)C(O,A)

by (5) and (9) of §O. This completes the proof of Theorem 2.
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§3. The lifting from Jk,m ~ mZk_Z(m)

In this paragraph we shall giv~ an interpretation of the theorem proved

Ln the last paragraph in terms of liftings from Jacobi forms to modular forms.

Let ,\(m) be the subspace of ~(m) defined in the introduction. Recall

that this is the spaee spanned by forms f whose L-series has the form

L(f,s) :;Il L(g,8)·n Q (5)
m p

p Iffii
where g is a newform on r0 (m ') for some .. rn I dividing rn and the Qp (s)

PolYnomials in p-5 of degree :;i t:.:i::I ~rtr'-<~-) satisfying the additional
" -p m

requirement

are

( 1) Q (5)
p

= -for all- p l~ .
m

Here we may assume that the newform g 15 a simultaneous ei~enform of all T(~)

with (R. ,m) 0 1; then it is also an eigenform of the Fricke-Atkin-Lehner

involution W
m

, on Mk(m') , i.e.

glw,
m

•

with e: E: { ± 1 } and then L(g, s) has the fune t ional equation L* (g, s) = E: L*(g ,k-8) ,

where L*(g,8) • (Z1T)-sm,sIZ r(s)L(g,s). Equation (1) says that L(f,s) not

only satisfies a functional equation L*(f,s) • e:L*(f,k-s) with the same sign

as its progenitor L(g,s), but that each Euier faetor of the finite Euier product

L*(f,s)
L*(g,8)

(m/m,)S/2 n Q (5)
m pplmr

is invariant under s -+ k-s. Another description, easily seen to be equivalent,

is the following: Suppose the newfonn g ha8 eigenvalues AR. for T(~) (9.

prime, ~{m ) and E: E { ± 1 } for W ( pr 11 m' ) . Then f has the eigenvalues
p pr

AR, for T(2) ( 9..~m) , E: for W s (ps~m, p Im' ) and +1 for W t (p
t

1m,p p p

p.fm r) •
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By ~(m) we denote the subspace of '\ (m) spanned by all f as above

are invariant under

~ew'-(m') ,

W (n 1I m) .
n

and~ew,+(m ')Since ~ew(ml) i5 the sum of

+ -
= IIlk (m) ~1\(m). The space5

with

we have ~(m)

all T(.~) «2,m) = 1) and under all Atkin-Lehner involutions

As a consequence of the theorem in the foregoing paragraph we

shallshow:

Theorem 5 - Let k,m be integers, m> O. Then J
k,m

is Hecke-equivariantly

isomorphie to m;k_2(m). More precisely, for any fixed fundamental

discriminant 0< 0 and any fixed integer s with 0 e 52 mod 4m

there i5 a map

S :J
k
~ m-

Zk
_

2
(m)

D, S ,m
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given by

(with the convention

D
L(5,(~» being the usual L-series which for Re(5) > 1 equals

\" (D)n- 5
). Th ~ . h 11 H kL e maps eommute WLt a ee e operators

n~l n ,5

T(i) «(i,m) m t) aud involutionS W (mim) and map Eisenstein series
n

to Eisenstein series and eusp forms to CUsp forms, aud some linear eom~

bination of thern is an isomorphism.

Proof - Recall the operators

as defined in [E-Z]:

on J k,m (i a positive integer)

respectively, Ut,V
i

caamute with all T(.~')

The space J k,m is mapped under UZ,VZ, to J k ,mR.2 and J k ,m1

«t' ,tm) = t), and one

has

Far R.,d ~ t we define an operator
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.. :- .-..... .....
..... ~. -~~~~-

It is easily checked that B~,d is injective,commutes with all

T(~') ((2,' ,m.wZ
) 0.1-) .aud s~tis~:!:es B2"doWn = w(n,m)oB2"d (nIl mR,dZ).

Using these operators one immediately obtains by Atkin-Lehner theory:

(Z) !\(m) =- i
2" d>Q

R,d 2 1m

In view of this decomposition and the properties of B2"d

above, Theorem 2 can now be read as

listed

Since Jk,m and m;k_Z(m) are semisimple as modules with respect

to the rings generated by the operators T(R.,) and W on J
k

and
n ,m

m;k_Z(rn) respectively, and since the same relations (q.5) hold for the

T (i) considered as operators on J
k

,m or on mZk- Z one

deduces from (3) that there exists an isomorphism between J and
k,m

m;k_Z(m) which commutes with all T(i)

first statement of the theorem.

and all W. This proves the
n

Oue of the main steps in the proof of the statements about the maps

S is to show that a decomposition like (2) holds also for Jacobi forms.D,s

More precisely, define snew to be the orthogonal complement of
k,m

L
-' i", d>O

R,d 2 Im,R..d2>1

in Sk,m (with respect to the Petersson
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scalar product) and Enew as the span of the functions ~,m,1,x as
k,m

in (2. 10) (X a primitive Dirichlet character modulo f) ii

2 and k;;:2, m* 1 if k ::::11 2, and 0 otherwise. Letm ::::11 f

Jnew
:~ Enew

Ei Snew.
k,m k,m k,m

Clearly Jnew is invariant under all T(t) and W and
k,m n

(4) J :cl Jnew lB
k,m k,m

We shall prove by induction over m the following:

(i) The decomposition (4) is direct.

(ii) There exists an isomorphism between J~:: and ~~~i-(m) which

commutes with all T (.9..) «t,m)· 1) and all Wo .(n 11 m).

(iii) For each pair of simultaneous eigenforms ~ E Jnew and
k,m

f ~ ~:~i-(m) with a
f
(1). 1 having the same eigenvalues with

respect to all T(f.) «t,m) • 1) and all W (mrm) oue has
n

Note that this implies all statements of Theorem 3 except from

the last oue, because we have the easily checked formal power series

identity

(5 ) (<PE'J
k

Jt,diii: 1).
Jm

To begin with let mD 1. Here (i) is obvious and (ii) fellows frem the remark

following (3). (Note that Jnew CI J
k, 1 k,'1
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note that the i-th Fourier coefficient of Sn,s(~) is nothing else than

the- ... (n,t"th Fourier coefficient of $IT(t), (cf. (0.5» and hence

equa1 t 0 a f (i) · C~ (D , s) ·

For the induction step and the remainiug assertion of the theorem

we·need ~hree lemmas.

Lemma J.1 - Let ep f J
k

and m'lm. Assume that C<p(~,r) = 0 for
,m

all ~,r with (r ,m f ) c 1 • Then ~ ( L J lUdk,md>l (i2
d2 Im,dlm'

In particular, cl> = 0 if (m',Q(m» = 1.

ep f Juew be a sUnultaneous eigenform with respect to
k,m

all T(t) ((t,m) = 1), snd let N ~ 0 be an arbitrary integer. Then there

eJtists a fundamental discriminant D< 0 and an integer s with

DIi 9
2 mod 4mN such that Ccf> (D, 5) *o.

To formulate the third lemma we need an auxiliary operator.

For a positive integer

J byk,m

1. with 22.f~ define an operator on

(6)

Obviously u
i

is well-defined, i.e. does not depend on the choice

of representatives x for z2/~2. We leave it to the reader to verify

that J to
k,m J thatkm',

(7) 20
r' mod 2m/1.

r 'ar mod 2m/t2
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(for all 6 a r 2 mod 4m/tZ, ~ < 0), and that

Teq,') «,q,',m) =- 1).

commutes with all

Lemma·3.3 - Let ~ e J
k

and let p be a prime dividing m. Assume
,m

that ~lv ou = 0 and that ~Iu = 0 if p2 1m. Then for any pair of
p p p

integer s 6, r with 6 < O,ß :I r Z mod 4m and·.- aoy cx~O oue has

k Z 2Ct Ci

t a - C,+,(~ 6,L r)
CL 't' a· aa p

(a,6)131

The proof of Lemma 3.3 is straightforward (using (7) and the definition

of Vt) and will be left to the reader. The proofs of Lemma 3.1 and

3·.Z are postponed to the end of the paragraph. We show first of all how

the" theorem now foliows.

To compiete the induction assume that (i) to (iii)ar~.true for all

ml < m.

Let m1 run through all divisors of ro, and for each such m' let

f run through a basis of normalized Hecke eigenfarms in ~ew,-( 1) andZk-2 m

t,d through all pairs of positive integers with td2 m
Then flBt,d=- .m'

-
runs through a basis of mZk-Z(m). For each such f let ~ denote a

non-zero Hecke eigenform Ln Jnew
k,m' having the same eigenvalues with

respect to all T(i) «i,m) = 1) as f. The existence of such ~ follows

fram (ii) for m' < m, i.e. th~ induction hypothesis.( if f is on r0 (m) then

there exists at least aue ~ * 0 in J having the same eigenvalues as f.k,m
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If cou1d not be choosen to be in Jnew
k,m

then - by the Hecke

invariance of the decomposition (4) - it cou1d be choosen to be in

Jnew with a m'< m. But this imp1ies the existence of a g* ° ink,m'

M
new ,- ( ')
2k-Z m having the same eigenvalues as i, in contradictian to well-

known Atkin-Lehner theory.)

Consider now the map flB~ d~ ~IUdoV~ fram m;k_Z(m), to J
k

.
,m

The assertions (i) and (ii) will fo1low immediate1y as soon as we can
~his map

show that this map 1.S an isomorphism, ~i:-e" ,- in view··cr-f·~·(3);·-tb...t ehe.· kerne1 01'

1.S O. Since this map commutes with all Hecke operators the kerne1 is

also invariant under all T(~) «~,m) = 1). Thus, if the kernel were

* 0, there exist by Atkin-Lehner theory an ml Im ,and an f on rO(m')

as above such_that a linear combination of the flUdoV~ (~Z = :,) is

mapped to zero, i.e. such that a linear combination of the ~IUdoV~ is

zero . (~ assoeiated to f as above). C1ear1y m' < m. By induetion

hypothesis and equation (5) we have SD,s($IUdoVt )· C$(D,s)fIB~,~'

By Lemma °3.2 we can ehoose D,s so that C$(D,s) *0.• Thus the $ludovR.

must be 1inear1y independent.

It remains to prove (iii) for a pair

f in new -
M2k- Z(m). We have to show that

$,f with in Jnew
k,m

and

(8)

for all

\' a k- 2 (E.) (R.~ R..S) () ()L c~ --2,D,- G c~ D,s a f ~
aiR. a ~ a a ~

~ '= 0.

First of all we eonsider the case ~ > 0. For simplicity we assume

a
~=p for a prime p, leaving the general ease as an exercise.
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If P {m then the 1eft hand side of (8) is nothing else than

C~IT(~)(D,s), the lD,srth Fourier coefficient of

D ia a fundamental discriminant). Thus it equals

~ IT(t) (recall that

times the

eigenvalue of ~,and hence f, with respect to T(t), i.e. it equals

the right hand side of (8).

If plm then ~ satisfies the hypothesis of' Lemma 3.3: ~lv u
p p

(and $Iup if p2 lm) is a Hecke eigenform in Jk,~ (and Jk,m)
P pr

having the same eigenvalues as ~,and henee must be zero

(otherwise there would be a Hecke eigenform in M2k-Z(;) (or in

m new
~k-Z (PT» having the same eigenvalues as f € MZk- Z(m), in contradiction

to Atkin-Lehner theory) • Henee the left hand side equals CcP(D,s) times

i k-Z. (-1 ) Ci. €a. ii pli m and 0 ii pZlm. where €p is the eigenvalue of <P,p

and henee of f, with respect to w. ThU8 (8) i8 also true for plm.p

Now let ~ a o. !heu <p (aud henee f) must be an Eisenstein series,

say <p:a E... (and henee f a E (X) with a primitive Dirichlet
K,m,X.1 2k-2

2character X mod F, m l:II F ). But then (8) becomes

(9)
1 D· (X)
-Z L(2-k,C7»·,CA\(0,O) a CA\(D,s)· Cl (0).

'+' 't' 2k-3

For F * 1 (and henee C~(OJO). X(O) • 0 • cr(X) (0» there is nothing
't' Zk-3

to show. For m ~ 1 (and henee C~(OJO) a 1) (9) becomes

an identity whieh was proved in [E-Z].



-47-

It. remains on1y to prove the existence o~ a linear combination

~n the 50,s defining an isomorphism. Let ~1 '· •• '~r run

through a basis of simulataneous Hecke eigenforms of i Jnew\v.
~Im k,m .2-

IUsing Lemma 7.2 it is easily verified that for each ~. there
~

such that

L(~. ) * 0
~

exist a fundamental discriminant D. and an integer' s. with
~ ~

O. a s·~ mod 4m such that c... (D., s . ) *o. Choosing constants
~ ~ -~. ~ ~

~

L~ 1a.~ (O.,s.) ~ 0 for all i· 1, ••• ,r yields
J- J i J J

for all i where L a L: 1 a. SDJ:es J . ,s.
J J

But then L is surj~ctive (and hence an isomorphism): let

m' Im , f t M~~~i- (m') a Hecke-eigenform. Choose a non-zero eigenform

in Joew having the same eigenvalues as f. Clearly ~ cao be
k,m'

choosen so that ~Ivml ,~~. for a suitable i. Then L(~) la / I l~L(~.)am ~ m m , 1.

• c· f IB ... f' 1 wictr a CQllstant. c+O.,
.mlm ,

hence L(~) = c·f, and

finally' for all m
• -r •m

We have still to prove Lemmas 3.1 and 3.2.

Froof of Lemma 3.1 - Using Y~(t) TI e(~) a.O for all i~tegers r wieb
tTm' plt p

(r,m') * 1 (~(.) denoting the MBbius functiou) ODe easi1y deduces fram

the'assumption that

for all integers g.

Applying suitable matriees * *(e d] E r co (10) and summing up one obtains
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o = L
glm'

uf /g ..
i i uN {n [ ;,)} = i u t i <j> I { n [%J}

c,d=l tIm'" plt tim' x mod m' plt
(c,d)=l

( 11 ) = L J.J (t)
tim'

=
m' 2 -- L- -'-.. ··z z'

LI" LI' 11 (dn) d7fi2 ._. ,..-.n
l

-., I L·· :...<p '.'( [d]-[-p] )
d m . n m z mod cl .p IJ. ': ~. 'mo d p.

d 21m ·nlrn

Here we~J~~'t~e easily pröved equati?~.

L $1 [SX
t

]
x mod st

Ja L L $1([;][%])
_.'/-' .!!lod s . Z· mod t -

~ •• - • : ......... I ~;. ri .~-

(for all s,t with stirn).

Consulting the definition of ud (cf. (6» and Wn (cf. (5.6» one can rewrite

( 11) as

But the' ope~ator-·

.. ,.,. ,-,,- .,

TI (1 -.!.w)
p ruf, p P
p1rm' ,

is invertible. Hence

o = L p(d)~($lud)IUd
dlm'

d~,lm .

which immediately yields the assertion.

Proof of Lennna 3.2 - Let R, = TI .p.. We shall show that $1 V R- * O.
plN,pJm

Assuming this for ehe moment we then deduce from Lemma 3.1 .that there

exists a pair 6 a r 2 mod 4mR.,

Note that (r ,mt) I:J 1 implies

ß<O, with (r,mR.) = 1 and C<pl v (~,r) *O.
R.

C<plvR. (ß,r) 0 c<p(ß,r), hence
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Cq, (Li,r) :P o. Write!::J. = F2
D with a fundamental discriminant D and

with D:s" mod 4mi.)
r s Fs' mod 4mt for a suitable s' {In view of formulas (0.3) for the

action of Hecke operators on Fourier coefficients it is then clear

that Cq,(6,r)*0 implie5 C~ (D, 9 ') * 0 (use again (r,m,Q.) = 1, hence

(F ,m.9..) Zll 1). Again using (r,mi) = 1, and hence (9 I ,m.9..) :::11 1, it is then

clear that there exists an 9 a s' mod 2m.9.. such that 52 a 0 mod 4mN.

But Cep(D,s) = Cep(D,s')*O.

Ta prove ~lv~ ~ 0 let p be a prime, pl.9.., and let ~:= ~lv~/p.

We show that ~ * 0 implies ~lv * 0, 90 that by inductionp

cf> :;; 0 implies ~lv!L * O. (Note that .2, is squarefree and hence VfLlZ V!L1oV.9.,"

for all 2..',2" with fL'.9.," = .9.,).

So aBsume ~ ~ 0 and i[v - O. First of all note that ~
p

ia an

eigenform of T(p). Hence in view of (0.5)

L D k-2· .
(12) Ap~(D·,s) J:I ,,(PJJ,ps) + (p) p ,,(D'5)

for any DII S 2 mod 4mR./p, 0' fundamenCil1.

eigenvalue of ~ with respect to T(P~

~-- -

__ Now ~Iv a 0 means
p

.. and with A being the
p

2 2 k-lo • "Iv (p D,p.s) -. ~(p O,p·s) + P Cqt(.D, s).
P

~ Combining this with (12) yields

(13)
k-l D k-2

A C.. (D,s) - (-p + (-) P ) C... (D"s).
p~~p - -~
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But by Lemma 3. 1 there exists a ß:r2 mod 4mJ../p with (r ,mi/p) aland Cqr(ß, r).,O

and ae above' we see that then. there' a150~·exis~s·-a pair b::s 2 'mod 4mi,/t, D fundamental,

such that <;P (D, s) '* o. Note that this imp lies in part icular

(otherwise D ~ s ,2 mod 4mi. with an s' a S mod Zmi./p and

(!) • -1
P

'1rlv (O,s') Q ~(D,S') Q ~(D,s) * 0). Thus we obtain from (13)
p

k-2A Q -p (p + 1).
p

Now Ap is also eigenvalue of T(p) on MZk_2 (mi./p). Clearly it can

not be an eigenvalue of T(p) on the space of Eisenstein series in

M1k-2(mi./p). Also it cannot be an eigenvalue of T(p) on the space of

cusp ferms in M
Zk

_2 (mi./p) since then it must satisfy

be an elementary escimate . (Cf course', one can also apply

the deeper Ramanujan-Petersson conjecture.) Thus tl in eachcase we have

a contradiction.
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Appendix. Some formulas involvin~ class numbers

For a negative discriminant 6, 6 *-3, -4 denete by h "(6)

the number of equivalence classes with respect to SLZCZ) of

primitive, integra~ negative definite ,. binary quadratic ferms of

discriminant 6, and set h'(-3) = ~ , h'(-4) a ~. Recall the

well-known formulas

(' )

6
0

being a fundamental discriminant, F s· positive integer. Also

reca] 1 the function H (6) as defined in § ,':
n

if ß· A~F2 ,Ao a fundamental discriminant, and H,(A) a 0 otherwise and

if (n,ß) = a2b with squarefree b
such that a2b~ 16

otherwise .

Finally, recall the notation Avx (§4 of [S-7.J) for the operator which

replace,s a periodic function of x (x in ZZr) . by its average value.

r -, \'
More precisely, Avx f (x) • [ZZ :L] l.xEZZr /L f (x) for aay periodic function

f (x) on 'll.r, where L is any lattice such that f (x+y) af (x) for all xEZZr , yEL.
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Proposition A.1. Let ß be a negative discriminant, n a positive

integer. Then

(2 ) E 1 Av e(Q(x» ~ 2. H (ß)
Q mod. r ~ x n n n

disc (Q) ~6. Q

where the sum LS ovar a comp1ete set of representatives for the

1 'th pect to r = SL
2

(Z) of all integralequivalence c asses WL res _

'f f d· r· l.·nant 6., where f
Q

denotesbinary quadratl.c orms 0 l.SC ~

the group of automorphisms (= r) of Q.

Proet. The sum on the 1eft hand side.of (2) La clearly invariant

with respect to rep1acing Q by -Q . Hence it must be real, and

we can sum as well over all positive definite Q if we replace

by Re(Av e(~».
x n

Now, if Q ia primitive, then by Theorem 3 of [5-Z]

otherwise

(3 ) if (n,~) and ß/(n,~)
are both congruent ta 0
or 1 mod. 4

Here adenotes any integer represented by Q and prime to N.

By composition theory the set of equivalence classes modulo r
of primitive positive definite forms of discriminant ß forms a

group. By the theory of genera the map Q I--- (n.tl) \ is aa )
character of this group which ia trivial if and 001y if (n,Ä)
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is a square (or if ß/(n,ß) is a square, which here is impossible

since ß < 0). Thus, summing over primitive Q mod r, we obtain

(4) L 1 Ave(Q(x)) :a..!.X (n) h'(D.)·.
TF::T

Q
x n n D.Q mod.f

Q primitive
disc (Q) =6.

Bere, as in § 0 , if

and Xö,(o) = 0 otherwise. Also here we used IrQI. 2,4,6 if

D. < -4, Ö, ~ -4, ß = -3 respectively.

Note that (4) remains valid ii we replace each term

on the left hand side by Av e(aQ(x)), where
x n

a is

any integer prime to n (use Galois theory or modify (3».

Hence, setting a fundamental diserimiant,

WTiting the left hand side of (2) as

l
flF

L
Q mod r

Q primitive
disc (Q)-6/fz

Av e(fQ(x»)
Je 0

and applying (4) 'Je obtain .

n ~ (o,f) X4/f2 (n/(o,f» ht(~/f2).
fTr

Fioally, applying the second farmula in (1), we notice that the
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claimed formula (2) is reduced to the elementary identity

(5 )
Fr (n,f) X~/f2 (n/(n,f)) Y~o(I) =

f[F

a 2b •( ~)::~z ) L Y6" (f)

fl E:-ab

if (n,ß)=a2 b with squarefree
b such that a2 b2. I~ and"
ß/a2 b220,1 mod 4.

o otherwise

which we leave as an exercise eo ehe reader.

Remarks, .- (i) Obviously (2) remains valid if we replace each summand

1 Av (aQ(X»),on ehe left hand side by ~ - a being an integer
IrQI x n

prime to n.

(ii) Note that a similar formula as (2) holds for ß being a square

ehe number of equivalence classes mod. r of integral quadratic forms

of discriminant ß). The proof for this is the same as for (2). However, here every­

thing can be done in a coliIpletely elemmrary wa.yusing Q(A ,J,J) • aA2 +/KAJJ

(0 S a < 16) as a complete set of representatives mod. r for forms

of discriminant 6. We leave ie to ehe reader co werk this out.

Proposition A.2. Let a,n be positive integers. Then

I i cot(~).AvAe(~A2) CI -2(a,n) ~ Ha/(a,n)(ß) ,
b mod n ~

n ~ b

where ehe aum on the right hand aide LS ovar all discriminants 6 < 0



such that Lil n
(a,n)

and n
(a,n)ß
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is squarefree.

Proof - The asserted formula is a simple consequence of the easily

proved identity

L i co t (TT ~) • e (.! bA2) = 2 .«~ A2).
b mod n n n n

nlb
where (K)} for ~ny real number x is defined by

1

={ O
~ - "2

(x)}

and the formula

if x E ~ + % , 0 < ~ <

otherwise

L (( aA
2

\)
Amod n n)

a - L
.1ln,A<O

niß squarefree

H (Li)
a

(for relative prime,positive
integers a,n).

The latter can be proved by writing

L ((a~2)) Q L ((:V)),. #{A mod n [ A2 =V mod n} J

Amod n Amod n

inserting the identity

IJ { A mod n I A
2 = v mod n} = \' ' ( )i.. . Xß v

al n, ß:O,l mod 4n .
(Q~,V).l

(Xli (v) as in § 0', Q<€t the greatest integer whose square divides !. ),
and applying, after some obvious manipulations, the first



-56-

formula in (1). (With respect to this application of (1) note that

for any fundamental discriminant ß. any integers a,n with

(a,n) = 1, ßln ane has

L
'Jmod n

if ß > 0

if 6. < 0 .)

Again, the details are left ta the reader (ar else cf. [ 5 1, Lemma 6.5).
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