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Abstract

We classify rational solutions of the functional equation A◦X = X ◦B
in terms of groups acting properly discontinuously on C or CP1, general-
izing classical results of Julia, Fatou, and Ritt about commuting rational
functions. We also give a description of rational solutions of the more
general functional equation A ◦ C = D ◦ B under the condition that the
algebraic curve A(x)−D(y) = 0 is irreducible.

1 Introduction

The problem of description of commuting rational functions, that is of rational
solutions of the functional equation

f1 ◦ f2 = f2 ◦ f1, (1)

was considered for the first time in the early twenties of the past century in the
papers of Fatou, Julia, and Ritt [6], [8], [15]. In all these papers it was assumed
that the functions f1 and f2 have no iterate in common, that is

f◦n1 6= f◦m2

for all n,m ∈ N. Fatou and Julia used in their papers dynamical methods re-
quiring an additional assumption that the Julia set of f1 or f2 does not coincide
with the whole complex plane. They showed that in this case up to a conjugacy
f1, f2 are either powers or Chebyshev polynomials. In contrast, Ritt used a
method of algebraic-topological character which was free of any assumptions
about the Julia set. Accordingly, the list of commuting functions obtained by
Ritt is longer and includes in particular rational functions arising from multi-
plication theorems of doubly periodic meromorphic functions. Below we put a
citation from the Ritt paper which contains a formulation of his main result as
well as some additional remarks.

“If the rational functions Φ(z) and Ψ(z), each of degree greater than unity,
are permutable, and if no iterate of Φ(z) is identical with any iterate of Ψ(z),
there exists a periodical meromorphic function f(z), and four numbers a, b, c
and d such that

f(az + b) = Φ[f(z)], f(cz + d) = Ψ[f(z)].
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The possibilities for f(z) are: any linear function of ez, cos z, ℘(z); in the
lemniscatic case (g3 = 0), ℘2; in the equianharmonic case (g2 = 0), ℘′z and
℘3z. There are, essentially, the only periodic meromorphic functions which
have rational multiplication theorems.

The multipliers a and c must be such that if ω is any period of f(z), aω and
cω are also periods of f(z).

If p represents the order of f(z), that is, the number of times f(z) assumes
any given value in a primitive period strip or in a primitive period parallelogram,
the products

b(1− e2πi/p), d(1− e2πi/p)

must be periods of f(z).
Finally,

(a− 1)d− (c− 1)b

must be a period of f(z).
The condition that Φ(z) and Ψ(z) have no iterate in common, can be replaced

by one which is certainly not stronger, and which satisfied, for instance, if there
does not exist a rational function σ(z), of degree greater that unity, such that

Φ(z) = ϕ[σ(z)], Ψ(z) = ψ[σ(z)],

where ϕ(z) and ψ(z) are rational.
The existence of the periodic function f(z) is demonstrated by a method

which is almost entirely algebraic. It would be interesting to know whether a
proof can also be effected by the use of the Poincaré functions employed by
Julia.”

Note that an affirmative answer to the last question was given more than
sixty years later by Eremenko in the paper [4], where the result of Ritt was
reproved with the use of the modern methods of the iteration theory.

The problem of description of commuting rational functions is a part of the
more general problem of description of semi-conjugate rational functions, that
is of rational solutions of the equation

A ◦X = X ◦B, (2)

where it is assumed that the degree of X is greater than one. We also will
assume that the degree of A and B is greater than one since otherwise any
solution reduces to a solution of the form

εsz ◦ xsR(xn) = xsR(xn) ◦ εz,

where R is a rational function and εn = 1 (see [7], [11]).
Since for any solution of equation (2) the equality

A◦n ◦X = X ◦B◦n

holds for any n ∈ N, equation (2) is of a great interest in the complex dy-
namics (see e.g. [3] and references therein). Nevertheless, essentially nothing
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is known about its solutions except the case where all the functions A,X,B
are polynomials. For this case a complete description of solutions of (2) was
obtained in [10] as a corollary of the decomposition theory of polynomials. This
theory was developed by Ritt in the paper [16] and includes in particular an ex-
plicit description of polynomial solutions of the more general than (2) functional
equation

A ◦ C = D ◦B. (3)

The Ritt theory may be extended to a decomposition theory of Laurent poly-
nomials ([13], [19]). However, the methods of [16], [13], [19] are not applicable
to a description of arbitrary rational solutions of (2) or (3).

The main goal of this paper is to provide a “geometric” description of
solutions of equation (2). Similarly to the papers about commuting rational
functions, we mostly will work under an additional assumption about solutions
A,X,B of (2). Namely, we will assume that each of the functions A, B, X is
of degree greater than one, and there exists no rational function W of degree
greater than one such that

B = B̃ ◦W, X = X̃ ◦W, (4)

for some rational functions X̃, B̃. We will call such solutions primitive. Notice
that this assumption was also mentioned by Ritt in the above extract concerning
commuting rational function. However, in distinction with equation (1) any
solution of equation (2) may be reduced either to a primitive solution or to a
solution with degX = 1 by a simple iterative process. Indeed, it is easy to see
that if a triple A,X,B is a non-primitive solution of (2) such that (4) holds,

then the triple A, X̃,W ◦ B̃ is also a solution of (2). This new solution is not

necessary primitive, however deg X̃ < degX. Therefore, after a finite number
of similar transformations we will arrive either to a primitive solution or to a
solution with degX = 1.

Let us introduce now a general construction which permits to describe all
primitive solutions of (2). Let R be a simply connected Riemann surface, Γ a
group acting properly discontinuously on R, and θΓ the projection map

θΓ : R→ R/Γ.

Further, assume that τ : R→ R is a holomorphic map which maps any orbit of
Γ to an orbit of Γ, or equivalently a holomorphic map such that for any σ ∈ Γ
the equality

τ ◦ σ = ϕ(σ) ◦ τ (5)

holds for some homomorphism ϕ : Γ→ Γ. Clearly, τ is such a map if and only
if τ descends to a holomorphic map A : R/Γ→ R/Γ such that the diagram

R
τ−−−−→ RyθΓ yθΓ

R/Γ
A−−−−→ R/Γ

(6)
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is commutative. Finally, assume that Γ′ is a subgroup of Γ such that the homo-
morphism ϕ in (5) satisfies the condition ϕ(Γ′) ⊆ Γ′.

Since the inclusion Γ′ ⊆ Γ implies that there exists a holomorphic function
X : R/Γ′ → R/Γ such that θΓ = X ◦ θΓ′ , starting from a collection R,Γ′,Γ, τ
as above we obtain the commutative diagram

R
τ−−−−→ R

id−−−−→ R
τ−−−−→ RyθΓ′

yθΓ′

yθΓ yθΓ
R/Γ′

B−−−−→ R/Γ′
X−−−−→ R/Γ

A−−−−→ R/Γ

(7)

implying the equalities

A ◦X ◦ θΓ′ = θΓ ◦ τ, X ◦B ◦ θΓ′ = θΓ ◦ τ,

which in their turn yield the equality

A ◦X ◦ θΓ′ = X ◦B ◦ θΓ′ . (8)

Clearly, if R/Γ′ = R/Γ = CP1, then A,X,B are rational functions and
equality (8) implies that the triple A,X,B is a solution of (2). Roughly speak-
ing, our main result states that all rational primitive solutions of (2) may be
obtained in this way either for R = CP1 or for R = C. More precisely, say
that a solution is spherical if it is obtained from a collection R,Γ′,Γ, τ as above,
where R = CP1, τ is a rational function, and Γ′, Γ are finite subgroups of the
group Aut(CP1). The second type of solutions called Euclidean is defined by
the condition that R = C, τ is a linear function, and Γ′, Γ are subgroups of the
group Aut(C) which contain translations by elements of some lattice L of rank
two in C. It is well known that in both cases R/Γ′ = R/Γ = CP1 and therefore
diagram (7) produces a solution of (2). In this notation our main result may be
formulated as follows.

Theorem 1.1. Every primitive solution of the equation A◦X = X ◦B is either
Euclidean or spherical.

Recall that in the spherical case the automorphism group Aut(CP1) consists
of Möbius transformations. Furthermore, any non-trivial finite subgroup Γ of
Aut(CP1) is cyclic, dihedral, tetrahedral, octahedral, or icosahedral. The corre-
sponding functions θΓ were calculated for the first time by Klein in [9]. Notice
that since X is a compositional left factor of θΓ, the Klein classification implies
in particular that, up to the change X → α ◦ X ◦ β, where α, β are Möbius
transformations, apart from the series zn, Tn(z), and 1

2

(
zn + 1

zn

)
, there exists

only a finite number of rational functions X appearing as a component of a
spherical solution A,X,B (see Corollary 5.1 below). Notice also that in the
spherical case diagram (6) by itself induces a solution of (2). Clearly, such a
solution is obtained from the above construction for Γ′ = {e}.

In the Euclidean case the corresponding automorphism group Aut(C) con-
sists of linear functions. Furthermore, for any group Γ ⊂ Aut(C) containing
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translations by elements of some lattice L of rank two in C there exists an inte-
ger n equal 2,3,4, or 6, satisfying εnL = L, where εn = exp(2π/n), such that Γ
is generated by translations by elements of L, and the transformation z → εnz.
Accordingly, the function θΓ is either the Weierstrass function ℘(z) correspond-
ing to L, or may be written in terms of the Weierstrass function as ℘′(z), ℘2(z),
℘′2(z). Note that for any pair Γ′ ⊂ Γ of such groups and any integer m ≥ 2 we
obtain an Euclidean solution of (2) setting τ(z) = mz.

A natural generalization of the above construction leads to functional equa-
tion (3). Namely, let R be a simply connected Riemann surface, Γ1, Γ2 two
groups acting properly discontinuously on R, and τ : R → R a holomorphic
function such that for any σ ∈ Γ1 the equality

τ ◦ σ = ϕ(σ) ◦ τ (9)

holds for some homomorphism ϕ : Γ1 → Γ2. Furthermore, let Γ′1 be a sub-
group of Γ1, and Γ′2 a subgroup of Γ2 such that ϕ(Γ′1) ⊂ Γ′2. Then there exist
holomorphic functions A,B,C,D such that the following diagram

R R

R R

R/Γ′1

R/Γ1

R/Γ′2

R/Γ2

....................................................................................................................................................................................................................................................................... ............
τ

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

..................

............

id

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

..................

............

id

....................................................................................................................................................................................................................................................................... ............
τ

.......

.......

.......

.......

.......

.......

.......

..............

............

C

........................................... ............
B

........................................... ............
A

.......

.......

.......

.......

.......

.......

.......

..............

............

D

.............................................................................................. ........
....

θΓ1

..........................................................................................
....
............ θΓ2

.........
.........
.........
.........
.........
.........
.........
.........
..................
............θΓ′

1

.........
.........

.........
.........

.........
.........

.........
.........

..............................

θΓ′
2

is commutative. Therefore, if R/Γ1 = R/Γ2 = R/Γ′1 = R/Γ′2 = CP1 we obtain a
solution (3). We will call solutions of (3) obtained in this way geometric. Notice
that in distinction with the definitions of spherical and Euclidean solutions the
Riemann surface R appearing in this definition may be a unit disk.

In order to formulate our main result about solutions of (3) we need a
convenient modification of the notion of primitive solution for equation (3).
Namely, as above we will assume that each of the functions A, B, C, D in (3)
is of degree greater than one and there exists no rational function W of degree
greater than one such that

C = C̃ ◦W, B = B̃ ◦W, (10)

for some rational functions C̃, B̃. Additionally, we will assume that the algebraic
curve A(x) − D(y) = 0 is irreducible (notice that if C = D, then the first
condition implies the second, see Lemma 3.2 below). We will call such solutions
of (3) good. Under this notation our main result about solutions of (3) is the
following statement.
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Theorem 1.2. Every good solution of the equation A◦C = D ◦B is geometric.

Notice that one can obtain a geometric solution of (3) starting from any
group Ω, acting properly discontinuously on R, and two its subgroups Ω1, Ω2,
assuming that the corresponding Riemann surfaces are isomorphic to CP1, set-
ting Γ2 = Ω, Γ1 = Ω1, Γ′2 = Ω2, Γ′1 = Ω1 ∩ Ω2, and τ = id. For R = C this
particular case of the above construction was described in [1], while for R = CP1

similar examples were given in [5].
The paper is organized as follows. In the second section we recall some basic

definitions and results related to orbifolds whose underlying space is a Riemann
surface and reformulate our results in terms of orbifolds. In the third section
we recall some general properties of the functional equation

f ◦ p = g ◦ q (11)

on Riemann surfaces basing on the fiber product approach. In the fourth section
we introduce the concept of quasi-covering map between orbifolds and relate it
with functional equation (11). In the fifth section we prove Theorem 1.1 and
Theorem 1.2. We also deduce the Ritt-Eremenko theorem from Theorem 1.1.

In the sixth section we establish some additional properties of spherical prim-
itive solutions of (2). In particular, we show that for such a solution the homo-
morphism ϕ in (5) is an automorphism. Since Γ is finite, this implies that some
iteration of the function τ is Γ-equivariant (that is the corresponding homomor-
phism ϕ in (5) satisfies the condition ϕ(σ) = σ). This property of spherical
solutions is quite important since as it was shown in [2] the problem of descrip-
tion of Γ-equivariant functions for finite subgroups of Aut(CP1) reduces to the
classical problem of description of homogeneous Γ-invariant polynomials solved
by Klein. In conclusion, we give several explicit examples of spherical primitive
solutions of (2).

Notice that in contrast to the papers [6], [8], [4] our approach does not use
any dynamical methods at all but as in [15],[16] relies on algebraic-topological
ideas.

2 Orbifolds

In this section we recall some basic definitions and results related to orbifolds
whose underlying space is a Riemann surface (see [17] and [12], Appendix E)
and reformulate our main results in terms of orbifolds.

2.1 Orbifolds on Riemann surfaces

A pair O = (R, ν) consisting of a Riemann surface R and a ramification function
ν : R → N which takes the value ν(z) = 1 except at isolated set of points is
called an orbifold. The Euler characteristic of an orbifold O = (R, ν) is defined
by the formula

χ(O) = χ(R) +
∑
z∈R

(
1

ν(z)
− 1

)
,
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where χ(R) is the Euler characteristic of R.
If R1, R2 are Riemann surfaces provided with ramification functions ν1, ν2,

and f : R1 → R2 is a holomorphic branched covering map, then f is said to be
a covering map f : O1 → O2 between orbifolds O1 = (R1, ν1) and O2 = (R2, ν2)
if for any z ∈ R1 the equality

ν2(f(z)) = ν1(z)deg zf (12)

holds, where deg zf denotes the local degree of f at the point z. If f is such a
map and R1, R2 are compact, then the Riemann-Hurwitz formula implies that

χ(O1) = dχ(O2), (13)

where d is the degree of f. If for any z ∈ R1 instead of equality (12) a weaker
condition that ν2(f(z)) divides ν1(z)deg zf holds, then f is said to be a holo-
morphic map f : O1 → O2 between orbifolds O1 and O2.

A universal cover of an orbifold O is a covering map between orbifolds
θ̃O : Õ → O such that R̃ is simply connected and ν̃(z) ≡ 1. If θ̃O is such a

map, then there exists a group Γ̃O of conformal automorphisms of R̃ such that
the equality θ̃O(z1) = θ̃O(z2) holds for z1, z2 ∈ R̃ if and only if z1 = σ(z2) for

some σ ∈ Γ̃O. A universal cover of O exists and is unique up to a conformal
isomorphism of R̃, unless O is the Riemann sphere with one ramified point, or
O is the Riemann sphere with two ramified points for which ν(z1) 6= ν(z2).

If f : O1 → O2 is a covering map between orbifolds, then for any choice of

θ̃O1
and θ̃O2

there exists a conformal isomorphism τ : Õ1 → Õ2 such that the
diagram

Õ1
τ−−−−→ Õ2yθ̃O1

yθ̃O2

O1
f−−−−→ O2

(14)

is commutative. More generally, the following statement holds.

Proposition 2.1. Let f : R1 → R2 be a holomorphic branched covering map.

Then f lifts to a holomorphic map τ : Õ1 → Õ2 such that the diagram (14) is
commutative if and only if f : O1 → O2 is a holomorphic map between orbifolds.

Proof. If diagram (14) is commutative, then for any z ∈ R̃1 the equality

deg z(f ◦ θ̃O1) = deg z(θ̃O2 ◦ τ)

holds. It follows now from

deg z(f ◦ θ̃O1
) = deg z θ̃O1

deg θ̃O1
(z)f = ν1(θ̃O1

(z))deg θ̃O1
(z)f,

and

deg z(θ̃O2
◦τ) = deg zτ deg τ(z)θ̃O2

= deg zτ ν2(θ̃O2
(τ(z))) = deg zτ ν2(f(θ̃O1

(z)),
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that
ν2(f(z)) | ν1(z)deg zf (15)

holds for any z ∈ R1.
Assume now that (15) holds and denote by τ the complete analytic continu-

ation of the germ θ̃−1
O2
◦ f ◦ θ̃O1

, where θ̃−1
O2

is a branch of the function inverse to

θ̃O2
. Clearly, the local multiplicity of the map f ◦ θ̃O1

at a point z ∈ Õ1 equals

deg z θ̃O1
deg θ̃O1

(z)f = ν(θ̃O1
(z))deg θ̃O1

(z)f.

On the other hand, the order of the permutation of branches of the function
inverse to θ̃O2

induced by the analytic continuation along a small loop around

the point (f ◦θ̃O1
)(z) is equal to ν2((f ◦θ̃O1

)(z)). Therefore, (15) implies that the

function τ has no ramification points. Since R̃ is simply connected, this implies
that τ is single valued. Finally, clearly diagram (14) is commutative.

Notice that the function τ in (14) is defined by f and θ̃O1
, θ̃O2

up to a

transformation τ → g ◦ τ, where g ∈ Γ̃O2
.

It is easy to see that in its turn a holomorphic map τ : Õ1 → Õ2 descends
to a holomorphic map between orbifolds f : O1 → O2 such that diagram (14)

is commutative if and only if τ maps any orbit of Γ̃O1
to an orbit of Γ̃O2

, or

equivalently if there exists a homomorphism ϕ : Γ̃O1
→ Γ̃O2

such that for any

σ ∈ Γ̃O1
the equality

τ ◦ σ = ϕ(σ) ◦ τ (16)

holds. We will denote the set of all such maps by E(Γ̃O1
, Γ̃O2

).

Proposition 2.2. Let f : O1 → O2 be a holomorphic map between orbifolds
with compact supports. Then

χ(O1) ≤ χ(O2) deg f (17)

and the equality holds if and only if f : O1 → O2 is a covering map between
orbifolds.

Proof. Denote by S1 (resp. S2) the set of ramified points of O1 (resp. of O2)
and by C(f) the set of critical values f. Set

S = S2 ∪ f(S1) ∪ C(f), R̂2 = R2 \ S, R̂1 = f−1{R̂2}.

Since f : R̂1 → R̂2 is a covering map between surfaces, we have:

χ(R̂1) = dχ(R̂2), (18)

where d = deg f. Furthermore, the inequality

ν2(f(z))

ν1(z)
≤ deg zf
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implies the inequality ∑
x∈R1

f(x)=f(z)

1

ν1(x)
≤ d

ν2(f(z))
, (19)

where the equality holds if and only if (12) holds for any x ∈ f−1{z}.
Since removing a point from a surface reduces the Euler characteristic by

one we have:

χ(O1) = χ(R1) +
∑
x∈R1

f(x)∈S

(
1

ν1(x)
− 1

)
= χ(R̂1) +

∑
x∈R1

f(x)∈S

1

ν1(x)
. (20)

It follows now from (18), (19), and (20) that

χ(O1) ≤ dχ(R̂2) +
∑
z∈S

d

ν2(z)
= dχ(O2),

where the equality holds if and only if (12) holds for any z ∈ f−1{S}. Since the
definition of S implies that (12) is satisfied also for z /∈ f−1{S}, we conclude
that the equality in (17) holds if and only if f : O1 → O2 is a covering map
between orbifolds.

Corollary 2.1. Let f : O1 → O2 be a holomorphic map of degree greater than
one between orbifolds with compact supports such that χ(O1) = χ(O2) = l. Then
l ≥ 0.

2.2 Orbifolds with χ(O) ≥ 0 and main theorems

Orbifolds O with χ(O) ≥ 0 and R = CP1 are closely related to groups acting

properly discontinuously on C or CP1. Namely, if χ(O) = 0, then Õ = C and the
collection of ramification indices of O is either (2, 2, 2, 2), or one of the following
triples (3, 3, 3), (2, 4, 4), (2, 3, 6). Correspondingly, there exists a lattice L of
rank two in C and an integer n equal 2 or 3, 4, 6, satisfying εnL = L, where
εn = exp(2π/n), such that the group Γ̃O is generated by translations of C by
elements of L and the transformation z → εnz. Notice that for the collection of
ramification indices (2, 2, 2, 2) the complex structure of C/L may be arbitrary

and the function θ̃O coincides with the corresponding Weierstrass function ℘(z).
On the other hand, for the collections (2, 4, 4), (2, 3, 6), and (3, 3, 3) this structure
is rigid and arises from the tiling of C by squares, equilateral triangles, or
alternately colored equilateral triangles, respectively. Accordingly, the functions
θ̃O may be written in terms of the corresponding Weierstrass functions as ℘2(z),
℘′2(z), and ℘′(z).

Further, if χ(O) > 0 and O is neither non-ramified sphere nor one of two

orbifolds without the universal cover, then Õ = CP1 and the collection of ram-
ification indices of O is either (n, n), or (2, 2, n) for some n ≥ 2, or one of the
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following triples (2, 3, 3), (2, 3, 4), (2, 3, 5). The corresponding groups Γ̃O are fi-
nite subgroups of the automorphism group of the Riemann sphere, namely, the
cyclic, dihedral, tetrahedral, octahedral, and icosahedral respectively. Accord-
ingly, the functions θ̃O are rational functions of degree n, 2n, 12, 24, and 60 (see
e.g. [9]).

The above classification implies that the definition of a spherical solution of
(2) given in introduction may be reformulated as follows: a solution A,X,B of
(2) is spherical if and only if there exist orbifolds O1 and O2 of positive Euler
characteristic whose underlying surface is the Riemann sphere and a holomor-
phic function τ ∈ E(Γ̃O1

, Γ̃O1
) ∩ E(Γ̃O2

, Γ̃O2
) such that the diagram

Õ1
τ−−−−→ Õ1

id−−−−→ Õ2
τ−−−−→ Õ2yθ̃O1

yθ̃O1

yθ̃O2

yθ̃O2

O1
B−−−−→ O1

X−−−−→ O2
A−−−−→ O2,

(21)

is commutative.
Similarly, a solution A,X,B of (2) is Euclidean if and only if there exist

orbifolds O1, O2 of zero Euler characteristic whose underlying surface is the
Riemann sphere and a holomorphic function τ ∈ E(Γ̃O1

, Γ̃O1
)∩E(Γ̃O2

, Γ̃O2
) such

that the diagram (21) is commutative. Indeed, since χ(O1) = χ(O2) = 0 the
rational functions A,X,B are covering maps between corresponding orbifolds
by Proposition 2.2. In particular, τ is an automorphism of C and therefore is a
linear function in correspondence with the definition given in the introduction.

Further, a solution A,B,C,D of (3) is geometric if and only if there exist
orbifolds O1, O2, O′1, O

′
2 whose underlying surface is the Riemann sphere, and

a holomorphic function τ ∈ E(Γ̃O1 , Γ̃O2) ∩ E(Γ̃O′
1
, Γ̃O′

2
) such that the diagram

Õ1 Õ2

Õ′1 Õ′2

O′1

O1

O′2

O2

....................................................................................................................................................................................................................................................................... ............
τ

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

..................

............

id

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

..................

............

id

....................................................................................................................................................................................................................................................................... ............
τ

.......

.......

.......

.......

.......

.......

.......

..............

............

C

............................................................... ............
B

............................................................... ............
A

.......

.......

.......

.......

.......

.......

.......

..............

............

D

.............................................................................................. ........
....

θ̃O1

..........................................................................................
....
............ θ̃O2

.........
.........
.........
.........
.........
.........
.........
.................
............θ̃O′

1

.........
.........

.........
.........

.........
.........

.........
.............................

θ̃O′
2

is commutative.
Finally, the Ritt-Eremenko theorem in the above notation is equivalent to the

following statement: rational functions A and X with no iteration in common
commute if and only if there exists an orbifold O = (R, ν) with zero Euler
characteristic such that R is either C \ {0}, or C, or CP1 (for any such an

10



orbifold R̃ = C) and linear functions τ1, τ2 ∈ E(Γ̃O, Γ̃O) such that the diagram

Õ
τ1−−−−→ Õ

τ2−−−−→ Õ
τ1−−−−→ Õyθ̃O yθ̃O yθ̃O yθ̃O

O
A−−−−→ O

X−−−−→ O
A−−−−→ O,

(22)

is commutative and the equality

θ̃O ◦ τ2 ◦ τ1 = θ̃O ◦ τ1 ◦ τ2 (23)

holds. From this point of view, the list of functions f given by Ritt coin-
cides with the list of functions θ̃O for all possible orbifolds O as above, while
the requirements imposed on numbers a, b, c, d reduce to the requirements that
τ1, τ2 ∈ E(Γ̃O, Γ̃O) and equality (23) holds.

Point out that in distinction with Theorem 1.1 in the formulation of the
Ritt-Eremenko theorem only one orbifold O appears. On the other hand, the
underlying surface R of O is not necessary CP1 but may be also C \ {0} or
C. However, up to a conjugacy the only pairs of commuting rational functions
obtained from orbifolds whose underlying surface is C \ {0} or C are the pairs
zn, zm or Tn, Tm correspondingly.

3 Equation f ◦ p = g ◦ q and fiber products

In this section we recall, mostly without proofs, some general results related to
the functional equation

h = f ◦ p = g ◦ q, (24)

where h : R → CP1, p : R → C1, f : C1 → CP1, q : R → C2, g : C2 → CP1

are holomorphic functions on compact Riemann surfaces. For more details we
refer the reader to [13], Section 2 and 3.

Let h : R→ CP1 be a holomorphic function on a compact Riemann surface
R and C(h) = {z1, z2, . . . , zr} the set of critical values of h. Fix a point z0 ∈
CP1 \ C(h) and small loops γi around zi, 1 ≤ i ≤ r, such that γ1γ2...γr = 1 in
π1(CP1 \ C(h), z0). Denote by δi, 1 ≤ i ≤ r, a permutation of points of h−1{z0}
induced by the lifting of γi, 1 ≤ i ≤ r, by h, and by Gh the permutation group
generated by δi, 1 ≤ i ≤ r. The group Gh is called the monodromy group of h.
Clearly,

δ1δ2...δr = 1 (25)

in Gh.
Recall that the group Gh is related to compositional properties of the func-

tion h as follows. If the function h can be decomposed into a composition
h = f ◦ p of holomorphic functions p : R → C1 and f : C1 → CP1, where
deg f = d, then the group Gh has an imprimitivity system consisting of d blocks
Ai = p−1{ti}, 1 ≤ i ≤ d, where {t1, t2, . . . , td} = f−1{z0}, and the permutation
group induced by the action of Gh on these blocks is permutation isomorphic to

11



the group Gf . Furthermore, any imprimitivity system of Gh arises from a de-
composition of h and decompositions h = f ◦p and h = g ◦q, where q : R→ C2,
g : C2 → CP1, lead to the same imprimitivity system if and only there exists
an isomorphism µ : C2 → C1 such that

f = g ◦ µ−1, p = µ ◦ q.

In the last case the decompositions h = f ◦p and h = g ◦ q are called equivalent.
Abusing of notation, usually we will mean by a decomposition a corresponding
equivalence class of decompositions.

We will say that two holomorphic functions p : R → C1 and q : R → C2

have no non-trivial compositional common right factor, if the equalities

p = p̃ ◦ w, q = q̃ ◦ w,

where w : R → R̃, p̃ : R̃ → C1, q̃ : R̃ → C2 are holomorphic functions, imply
that degw = 1.

Theorem 3.1. For any two fixed holomorphic functions f : C1 → CP1 and
g : C2 → CP1 there exist holomorphic functions hj : Rj → CP1 (components
of the fiber product of f and g) and pj : Rj → C1, qj : Rj → C2 such that the
following conditions are satisfied:

• hj = f ◦ pj = g ◦ qj,

•
∑
j deg hj = deg f deg g,

• for any solution h, p, q of (24) there exist an index j and a holomorphic
function w : R→ Rj such that h = hj ◦ w, p = pj ◦ w, q = qj ◦ w.

Recall briefly the construction of the functions hj . Set n = deg f, m = deg g,
and denote by S = {z1, z2, . . . , zr} the union of C(f) and C(g). As above, fix a
point z0 from CP1\S, small loops γi around zi, 1 ≤ i ≤ r, such that γ1γ2...γr = 1
in π1(CP1 \ S, z0), and for i, 1 ≤ i ≤ r, denote by αi ∈ Sn (resp. βi ∈ Sm) a
permutation of points of f−1{z0} (resp. of g−1{z0}) induced by the lifting of γi
by f (resp. g). Clearly, the permutations αi (resp. βi), 1 ≤ i ≤ r, generate the
monodromy group of f (resp. of g) and

α1α2...αr = 1, β1β2...βr = 1. (26)

Define now permutations δ1, δ2, . . . , δr ∈ Snm as follows: consider the set of
mn elements cj1,j2 , 1 ≤ j1 ≤ n, 1 ≤ j2 ≤ m, and set (cj1,j2)δi = cj′1,j′2 , where

j′1 = jαi
1 , j′2 = jβi

2 , 1 ≤ i ≤ r.

It is convenient to consider cj1,j2 , 1 ≤ j1 ≤ n, 1 ≤ j2 ≤ m, as elements of a
n×m matrix M . Then the action of the permutation δi, 1 ≤ i ≤ r, reduces to
the permutation of rows of M in accordance with the permutation αi and the
permutation of columns of M in accordance with the permutation βi.

12



In general, the permutation group generated by δi, 1 ≤ i ≤ r, is not transitive
on the set cj1,j2 , 1 ≤ j1 ≤ n, 1 ≤ j2 ≤ m. However, on each transitivity set Uj
the induced permutations δi(j), 1 ≤ i ≤ r, satisfy the equality

δ1(j)δ2(j) . . . δr(j) = 1.

By the Riemann existence theorem this implies that there exist compact Rie-
mann surfaces Rj and holomorphic functions hj : Rj → CP1 non ramified
outside of S such that the permutations δi(j), 1 ≤ i ≤ r, are induced by the
lifting of γi by hj . Moreover, it is easy to see by construction that the intersec-
tions of the transitivity set Uj with the rows of M form an imprimitivity system
Ωf (j) for the group generated by δi(j), 1 ≤ i ≤ r, such that the permutations
of blocks of Ωf (j) induced by δi(j), 1 ≤ i ≤ r, coincide with αi. Similarly,
the intersections of Uj with the columns of M form an imprimitivity system
Ωg(j) such that the permutations of blocks of Ωg(j) induced by δi(j), 1 ≤ i ≤ r,
coincide with βi. Therefore, hj = f ◦ pj = g ◦ qj for some functions pj and qj .

Clearly,
deg zhj = deg zpj deg pj(z)f = deg zqj deg qj(z)g. (27)

On the other hand, the definition of the permutations δi, 1 ≤ i ≤ r, yields that
for any z ∈ Rj the equality

deg zhj = LCM(deg pj(z)f, deg qj(z)g) (28)

holds. Therefore, Theorem 3.1 implies the following statement.

Lemma 3.1. If h, f, p, g, q is a solution of (24) such that p and q have no non-
trivial common compositional right factor, then for any z ∈ R the local degrees
deg zp and deg zq are coprime.

Below we will study a class of solutions of equation (24) which is defined
as follows. Let h, f, p, g, q be a solution of (24), and A and B imprimitivity
systems of the group Gh corresponding to the decompositions h = f ◦ p and
h = g ◦ q respectively. We say that the solution h, f, p, g, q is good if any block
of A intersects with any block of B and this intersection consists of a unique
element. Clearly, this is equivalent to the requirement that the fiber product
of f and g has a unique component and p and q have no non-trivial common
compositional right factor. Furthermore, the above construction implies easily
the following statement.

Lemma 3.2. A solution h, f, p, g, q of (24) is good whenever any two of the
following three conditions are satisfied:

• the fiber product of f and g has a unique component,

• p and q have no non-trivial common compositional right factor,

• deg f = deg q, deg g = deg p.

13



If f and g are rational functions on the Riemann sphere, then the fiber
product of f and g has a unique component if and only if the algebraic curve
f(x) − g(y) = 0 is irreducible (see e.g. [13], Proposition 2.4). Therefore, it
follows from Lemma 3.2 that the definitions of good solutions for equations (3)
and (24) are compatible. Besides, Lemma 3.2 implies that a solution (2) is
primitive if and only if, considered as a solution of (3), it is a good solution.

Finally, let us mention the following property of good solutions of (24).

Lemma 3.3. Let h, f, p, g, q be a good solution of (24), z1 a point from the
set g−1{z0}, and σ ∈ Gh a permutation which maps the set q−1{z1} to itself.
Then the permutation induced by σ on q−1{z1} has the same cyclic structure
as the permutation induced by σ on blocks Ai = p−1{ti}, 1 ≤ i ≤ d, where
{t1, t2, . . . , td} = f−1{z0}.

Proof. Since the set q−1{z1} is a block, it follows from the definition of a good
solution that there is a natural one-to-one correspondence between the elements
of q−1{z1} and the blocks Ai, 1 ≤ i ≤ d. Furthermore, the action of any σ ∈ Gh
which maps q−1{z1} to itself obviously respects this correspondence.

4 Equation f ◦ p = g ◦ q and quasi-covering maps

With each holomorphic function f : R1 → R2 between compact Riemann sur-
faces one can associate naturally two orbifolds Of1 = (R1, ν

f
1 ) and O

f
2 = (R2, ν

f
2 ),

where νf2 (z) is equal to the least common multiple of local degrees of f at the

points of the preimage f−1{z} and ν1
1(z) is equal to νf2 (f(z))/deg zf. Clearly,

by construction, f is a covering map between orbifolds f : O
f
1 → O

f
2 .

Lemma 4.1. Orbifolds O
f
1 and O

f
2 have a universal cover.

Proof. Indeed, equality (25) implies that f may not have only one critical
value, and that if f has two critical values, then, by transitivity of Gh, the
corresponding permutations have the same order equal to deg f . Therefore, Of2
has a universal cover.

Let θ̃ : Õ → O
f
2 be a universal cover of O

f
2 and θ̂ the complete analytic

continuation of the germ (f−1 ◦ θ̃) : Õ → O
f
1 , where f−1 is a branch of the

algebraic function inverse to f. It is easy to see that the equalities

deg z θ̃ = νf2 (θ̃(z)), z ∈ Õ, (29)

and
νf2 (f(z)) = νf1 (z)deg zf, z ∈ O

f
1 , (30)

imply that θ̂ is single valued. Moreover, since f ◦ θ̂ = θ̃ and hence

deg z θ̂ deg θ̂(z)f = deg z θ̃,

equalities (29) and (30) yield the equality νf1 (θ̂(z)) = deg z θ̂ implying that

θ̂ : Õ→ O
f
1 is a universal cover of Of1 .
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Let R1, R2 be Riemann surfaces provided with ramification functions ν1,
ν2, and f : R1 → R2 a holomorphic branched covering map. Say that f is a
quasi-covering map between orbifolds O1 = (R1, ν1) and O2 = (R2, ν2) if for any
z ∈ R1 the equality

ν2(f(z)) = ν1(z)GCD(deg zf, ν2(f(z)) (31)

holds. Clearly, any covering map f : O1 → O2 between orbifolds is a quasi-
covering map and any quasi-covering map is a holomorphic map. Notice also
that a quasi-covering map between orbifolds maps any ramified point of O1 to
a ramified point of O2.

Theorem 4.1. Let h, f, p, g, q be a good solution of equation (24). Then g is a

quasi-covering map between orbifolds g : O
q
2 → O

f
2 , while p is a quasi-covering

map between orbifolds p : O
q
1 → O

f
1 .

Proof. Let z ∈ C2 be a point, ρ ⊂ C2 a small free loop around z, and z1 ∈ ρ
a point such that g(z1) = z0 is a regular value of h. Then the permutation
of points of h−1{z0} corresponding to the analytic continuation of h−1 along
the curve g(ρ) ⊂ CP1 induces a permutation σ1 of points of q−1{z1} as well
as a permutation σ2 of points of f−1{z0}. Furthermore, by Lemma 3.3 the
permutations σ1 and σ2 have the same cyclic structure. In particular, they have
the same order equal to νq2(z).

On the other hand, since g is modeled locally as w → wdeg zg, the permu-

tation σ2 has the same cyclic structure as the permutation σ
deg zg
3 , where σ3 is

the permutation of points f−1{z0} induced by the analytic continuation of h−1

along a small free loop ρ̃ around g(z). Since the order of σ3 is equal to νf2 (g(z)),

this yields that the order of σ2 is equal to νf2 (g(z))/GCD(deg zg, ν
f
2 (g(z)) im-

plying the equality

νf2 (g(z)) = νq2(z)GCD(deg zg, ν
f
2 (g(z)). (32)

In order to prove the second part of the theorem substitute z = q(z) in (32).
We obtain the equality

νf2 ((f ◦ p)(z)) = νq2(q(z))GCD
(

deg q(z)g, ν
f
2 ((f ◦ p)(z))

)
implying the equality

νf1 (p(z))deg p(z)f = νq1(z) deg zqGCD
(

deg q(z)g, ν
f
1 (p(z))deg p(z)f

)
. (33)

Since for any integer numbers a, b, c the equality GCD(ac, bc) = cGCD(a, b)
holds, it follows from (27) that

deg zqGCD
(

deg q(z)g, ν
f
1 (p(z))deg p(z)f

)
=

GCD
(

deg q(z)g deg zq, ν
f
1 (p(z))deg p(z)f deg zq

)
=
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GCD
(

deg p(z)f deg zp, ν
f
1 (p(z))deg p(z)f deg zq

)
=

deg p(z)f GCD
(

deg zp, ν
f
1 (p(z))deg zq

)
.

Now (33) implies that

νf1 (p(z)) = νq1(z) GCD
(

deg zp, ν
f
1 (p(z))deg zq

)
.

Finally, since by Lemma 3.1 the equality GCD(deg zp, deg zq) = 1 holds, we
arrive to the equality

νf1 (p(z)) = νq1(z) GCD
(

deg zp, ν
f
1 (p(z))

)
. �

5 Proofs of the main theorems

Proof of Theorem 1.1. Since a primitive solution A,X,B of (2) considered as a
solution of (24) for

f = q = X, p = B, g = A

is good, it follows from Theorem 4.1 that A : OX2 → OX2 and B : OX1 → OX1
are quasi-covering maps between orbifolds. Furthermore, by Corollary 2.1 the
inequalities χ(O1) ≥ 0, χ(O2) ≥ 0 hold. Therefore, setting O1 = OX1 , O2 = OX2
we obtain the commutative diagram

Õ1
α−−−−→ Õ2yθ̃O1

yθ̃O2

O1
B−−−−→ O1

X−−−−→ O2
A−−−−→ O2,

(34)

where X is a covering map between orbifolds and α is an isomorphism. Since
changing if necessary θ̃O1

without loss of generality we may assume that

α = id, it follows from Proposition 2.1 that there exist τ ∈ E(Γ̃O1
, Γ̃O1

) and

τ̃ ∈ E(Γ̃O2
, Γ̃O2

) such that the diagram

Õ1
τ−−−−→ Õ1

id−−−−→ Õ2
τ̃−−−−→ Õ2yθ̃O1

yθ̃O1

yθ̃O2

yθ̃O2

O1
B−−−−→ O1

X−−−−→ O2
A−−−−→ O2

(35)

is commutative. Finally, since the equality

A ◦X ◦ θ̃O1 = X ◦B ◦ θ̃O1

implies the equality
θ̃O2 ◦ τ = θ̃O2 ◦ τ̃

there exists σ ∈ Γ̃O2
such that τ̃ = σ◦τ . Therefore, (35) still holds for τ̃ = τ.
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Corollary 5.1. Up to the change X → α ◦ X ◦ β, where α, β are Möbius
transformations, apart from the series zn, Tn(z), and 1

2

(
zn + 1

zn

)
, there exists

only a finite number of rational functions X appearing as a component of a
spherical solution A,X,B.

Proof. Indeed, it follows from Theorem 1.1 that if A,X,B is a spherical primitive
solution of (2), then X is a compositional left factor of the function θ̃Γ, where Γ
is a finite subgroup of Aut(CP1). Therefore, since there exist only a finite num-
ber of subgroups of Aut(CP1) distinct from cyclic and dihedral, the statement
follows from the observation that any compositional left factor of the rational
functions θ̃Zn

= zn has the form zm ◦ α, where α is a Möbius transformation,

while any compositional left factor of the rational functions θ̃D2n
= 1

2

(
zn + 1

zn

)
has the form 1

2

(
zm + 1

zm

)
◦ α or Tm ◦ α (see e.g. Appendix of [5]).

Proof of Theorem 1.2. Setting

O′1 = OC1 , O1 = OC2 , O′2 = OD1 , O2 = OD2

and arguing as above we obtain the commutative diagram

Õ1 Õ2

Õ′1 Õ′2 ,

O′1

O1

O′2

O2

....................................................................................................................................................................................................................................................................... ............τ̄

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

..................

............

id

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

..................

............

id

.................................................................................................................................................................................................................................................................... ............
τ

.......

.......

.......

.......

.......

.......

.......

..............

............

C

............................................................... ............
B

............................................................... ............
A

.......

.......

.......

.......

.......

.......

.......

..............

............

D

.............................................................................................. ........
....

θ̃O1

..........................................................................................
....
............ θ̃O2

.........
.........
.........
.........
.........
.........
.........
.................
............θ̃O′

1

.........
.........

.........
.........

.........
.........

.........
.............................

θ̃O′
2

where τ ∈ E(Γ̃O1 , Γ̃O2) and τ̃ ∈ E(Γ̃O′
1
, Γ̃O′

2
). Furthermore, it follows from

A ◦ C ◦ θ̃O′
1

= B ◦D ◦ θ̃O′
1

that
θ̃O2 ◦ τ̄ = θ̃O2 ◦ τ. �

Proof of the Ritt-Eremenko theorem. Since pairs of commuting rational functions
in the Ritt-Eremenko theorem, obtained from orbifolds whose underlying surface
is C\{0} or C, reduce correspondingly to the pairs zn, zm or Tn, Tm, it is enough
to prove the following two statements. First, that if (21) holds for A = B, where
O1 and O2 are orbifolds of zero Euler characteristic whose underlying surface is
the Riemann sphere, then O1 = O2; in this case θ̃O2 = θ̃O1 ◦ α for some linear
function α and diagram (21) reduces to diagram (22), where

θ̃O = θ̃O1
, τ1 = τ, τ2 = α, τ3 = α−1 ◦ τ ◦ α.
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Second, that if (21) holds for A = B, where O1 and O2 are orbifolds of positive
Euler characteristic whose underlying surface is the Riemann sphere, then up
to a conjugacy the pair A,X is either the pair zn, zm or the pair Tn, Tm.

In order to prove the first statement observe that if O1 = (CP1, ν1) and
O2 = (CP1, ν2) are orbifolds, and A is a rational function such that A : O1 → O2

is a covering map between orbifolds, then for all x ∈ CP1 the equalities

ν1(x) = cxν
A
1 (x), ν2(f(x)) = cxν

A
2 (f(x))

hold, where cx are some natural numbers satisfying the equality cx1
= cx2

whenever f(x1) = f(x2). Furthermore, it is easy to see that if O = (CP1, ν) is

an orbifold of zero Euler characteristic, then for any orbifold Õ = (CP1, ν̃) such

that ν̃(x) = cxν(x), the Euler characteristic of Õ is negative unless all cx are
equal to one. Therefore, if (21) holds for A = B, where O1 and O2 are orbifolds
of zero Euler characteristic, then

O1 = O2 = OA1 = OA2

since the equality χ(O1) = χ(O2) = 0 implies that both maps A : O1 → O1 and
A : O2 → O2 are covering maps between orbifolds.

Let us prove now the second statement. Recall that by construction ramified
points of O2 = OX2 coincide with critical values of X. Assume first that the
collection of ramification indices of O2 = OX2 is (d, d). Then up to the change
X → α◦X ◦β, where α, β are M öbius transformations, X = zn, where n|d. By
symmetry between X and A, the function X is a quasi-covering map between
orbifolds OA2 and OA2 of positive Euler characteristic implying easily that either
the collection of ramification indices of OA2 is (m,m), where GCD(m,n) = 1,
or n = 2 and the collection of ramification indices of OA2 is (2, 2,m), where m
is odd; in the first case pairs of commuting rational functions obtained from
diagram (21) reduce to pairs of powers while in the second case to pairs T2, Tm.

Further, if the collection of ramification indices of O2 = OX2 is (2, 2, d), then
without loss of generality we may assume that either X = 1

2

(
zn + 1

zn

)
, or X =

Tn, where n|d (see the proof of Corollary 5.1). Moreover, as above X is a quasi-
covering map between orbifolds OA2 and OA2 of positive Euler characteristic, and
by symmetry we can assume that the collection of ramification indices of OA2 is
distinct from (d, d). It is not hard to check that 1

2

(
zn + 1

zn

)
may not be such

a quasi-covering while Tn is such a quasi-covering if and only if the collection
of ramification indices of OA2 is (2, 2,m), where GCD(n,m) = 1. This implies
that if the collection of ramification indices of O2 = OX2 is (2, 2, d), then pairs
of commuting rational functions obtained from diagram (21) reduce to pairs of
Chebyshev polynomials.

Finally, assuming that the collection of ramification indices of O2 = OX2 is
either (2, 3, 3), or (2, 3, 4), or (2, 3, 5) (by symmetry we can assume that the
same is true for OA2 ), it is easy to obtain a contradiction between the condition
that X is a covering map between orbifolds OX1 and OX2 and the condition that
X is a quasi-covering map between orbifolds OA2 and OA2 . Indeed, formula (31)
implies that if f is a quasi-covering map between orbifolds O1 and O2, then O1
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is defined in a unique way by O2 and f . Therefore, OA2 may not coincide with
OX2 for otherwise OX1 would coincide with OX2 in contradiction with (13). In
particular, switching if necessary between A and X without loss of generality we
may assume that the collection of ramification indices of OA2 is either (2, 3, 4), or
(2, 3, 5). It is easy to see that in the first (resp. in the second) case the condition
that X is a quasi-covering map between orbifolds OA2 and OA2 implies that there
exists a point z ∈ CP1 where the local multiplicity of X is divisible by 4 (resp.
by 5). On the other hand, the condition that X is a covering map between
orbifolds OX1 and OX2 with OX2 6= OA2 implies that every local multiplicity of X
in the first (resp. in the second) case is equal to 2, 3, or 5 (resp. to 2, 3 or 4).

6 Further properties of spherical solutions and
examples

In this section we give a characterization of quasi-covering maps f : O → O,
where O = (R, ν) is an orbifold with R = CP1 and χ(O) > 0, and give several
explicit examples of primitive spherical solutions of (2).

Lemma 6.1. Let O = (R, ν) be an orbifold of positive Euler characteristic with
R = CP1, and S the set of ramified points of O. Then for any quasi-covering
map between orbifolds f : O → O and any s ∈ S the equality ν(f(z)) = ν(z)
holds. Equivalently, for any s ∈ S the numbers deg zf and ν(f(z)) are coprime.

Proof. Assume for example that the collection of ramification indices of O is
(2, 3, 5) and denote the points z ∈ CP1, where ν(z) equals 2,3, and 5, cor-
respondingly by z1, z2, and z3. In this notation it follows directly from (31)
that

f(z3) = z3, f(z2) = z2, f(z1) = z1 (36)

and therefore the lemma is true. If the ramification collection of O is (2, 3, 3),
then, keeping the notation introduced above, we see that either (36) or

f(z3) = z2, f(z2) = z3, f(z1) = z1 (37)

holds implying that the lemma is true also in this case. Similarly, the lemma is
true for orbifolds with ramification collections (n, n) for any n ≥ 2, and (2, 2, n)
for n equals 2 or odd.

If the collection of ramification indices of O is (2, 3, 4), then as above we
conclude that either (36) or

f(z3) = z3, f(z2) = z2, f(z1) = z3 (38)

holds. Let us show that (38) is impossible. Assume the inverse. Then (31)
implies that

GCD(deg z1f, 4) = 2, GCD(deg z3f, 4) = 1,

while at points of f−1{z3} distinct from z1, z3 the local multiplicity of f is
divisible by 4. Therefore, deg f is odd. On the other hand, since S∩f−1{z1} = ∅,
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equality (31) implies that the local multiplicity of f at any point of f−1{z1}
is even implying that deg f is even, and the contradiction obtained proves the
lemma in this case.

Assume finally that the collection of ramification indices of O is (2, 2, n),
where n > 2 is even. In order to prove the lemma in this case we only must
show that f{z1, z2} ⊆ {z1, z2}. Suppose say that f−1{z1} ∩ {z1, z2} = ∅. Then
deg f must be even implying that either

f−1{z2} ∩ {z1, z2} = {z1, z2}, or f−1{z2} ∩ {z1, z2} = ∅,

since otherwise deg f would be odd. Furthermore, the second case is impossible.
Indeed, otherwise (31) implies that

GCD(deg z1f, n) = n/2, GCD(deg z2f, n) = n/2, GCD(deg z3f, n) = 1,

while at points of f−1{z3} distinct from z1, z2, z3 the local multiplicity of f is
divisible by n. Since n is even the first two equalities imply that either both
numbers deg z1f , deg z2f are even (if n/2 is even), or they both are odd (if n/2
is odd). In both cases we obtain a contradiction with the evenness of deg f.
This finishes the proof.

Theorem 6.1. Let O = (R, ν) be an orbifold of positive Euler characteristic
with R = CP1, and f : O→ O a holomorphic map between orbifolds. Then the
following conditions are equivalent:

• the map f is a quasi-covering map between orbifolds,

• the homomorphism ϕ of Γ̃O defined by the equality

τ ◦ σ = ϕ(σ) ◦ τ, σ ∈ Γ̃O, (39)

is an automorphism of Γ̃O,

• the triple τ, f, θ̃O is a good solution of the equation

θ̃O ◦ τ = f ◦ θ̃O. (40)

Proof. 2 ⇔ 3 By Lemma 3.2 we only must show that the homomorphism ϕ
is an automorphism if and only if the functions τ and θ̃O have no non-trivial
common compositional right factor.

Assume that the group Kerϕ is non-trivial. Since Kerϕ is contained in a
finite subgroup of the automorphism group of the sphere, Kerϕ itself is such a
subgroup and therefore coincides with Γ̃

Ô
for some orbifold Ô on the Riemann

sphere with χ(Ô) > 0. Furthermore, equality (39) implies that τ is a rational

function in θ̃
Ô

. On the other hand, the inclusion Γ̃
Ô
⊆ Γ̃O implies that θ̃O also

is a rational function in θ̃
Ô

. Therefore, τ and θ̃O have the non-trivial common

compositional right factor θ̃
Ô

.
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In other direction, assume that τ and θ̃O have a non-trivial common com-
positional right factor. Since the equality ν(θ̃O(z)) = deg z θ̃O characterizes

universal coverings, it is easy to see that any compositional right factor of θ̃O
has the form θ̃

Ô
for some orbifold Ô on the Riemann sphere with χ(Ô) > 0. It

follows now from the equality τ = τ̃ ◦ θ̃
Ô

, where τ̃ is a rational function, that

τ is invariant with respect to the corresponding group Γ̃
Ô

implying that Kerϕ

contains the group Γ̃
Ô

and therefore is non-trivial.
1 ⇒ 3 As above it is enough to show that if f : O → O is a quasi-covering

map between orbifolds, then the functions τ and θ̃O have no non-trivial common
compositional right factor. Assume the inverse. Then equality (40) implies the
equality

θ̃O ◦ q = f ◦ p, (41)

where q and p are some compositional left factors of τ and θ̃O correspondingly,
and deg q < deg τ , deg p < deg θ̃O. Denote the rational function defined by any
part of equality (41) by h. It follows from the equality h = θ̃O ◦ q that for
any z ∈ S, where S as above denotes the set of ramified points of O, all local
multiplicities of h at the points of h−1{z} are divisible by ν(z). Since, on the
other hand, h = f ◦ p, and for any s ∈ S the equalities

ν(f(z)) = ν(z), GCD(deg zf, ν(f(z)) = 1

hold by Lemma 6.1, this implies that for any z ∈ S all local multiplicities of p at
the points of p−1{z} are divisible by ν(z). Therefore, since p is a compositional

left factor of θ̃O these local multiplicities are actually equal to ν(z). However, in
this case p must be a universal cover of O in contradiction with the uniqueness
of a universal covering map.

3⇒ 1 Follows from Theorem 4.1 applied to equality (40) taking into account
that O2

θ̃O
= O.

Remark. Since the function τ in (39) is defined by f up to a transformation

τ → g ◦ τ, where g ∈ Γ̃O, the corresponding automorphism ϕ in (39) is defined
up to a transformation ϕ→ g ◦ ϕ ◦ g−1. This means that if the automorphism
ϕ is inner, then without loss of generality we may assume that ϕ(σ) = σ or

in other words that the function τ is Γ̃O-equivariant. For example, since any
automorphism of S4 is inner, quasi-covering maps in the octahedral case are
in a one-to-one correspondence with Γ̃O-equivariant functions. More generally,
even if the automorphism ϕ is not inner, it follows from the finiteness of the
group Γ̃O that an appropriate iteration of the function τ will be Γ̃O-equivariant.
This property of τ may be used for further study of primitive spherical solutions
of (2) since as it is shown in [2] the problem of description of Γ̃O-equivariant
functions, where O = (R, ν) is an orbifold with R = CP1 and χ(O) > 0, reduces

to the classical problem of description of homogeneous Γ̃O-invariant polynomials
solved by Klein (see also [18] for implicit calculations and examples).

In conclusion let us give several explicit examples of spherical primitive
solutions of equation (2). Let O be an orbifold with the collection of rami-
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fication indices (n, n). Then without loss of generality we may assume that

ν(0) = ν(∞) = n and θ̃O = zn. Furthermore, it is easy to see that any quasi-
covering map between orbifolds f : O→ O has the form f = zrRn(z), where R
is an arbitrary rational function and r is an integer such that GCD(r, n) = 1.
For the corresponding function τ the equality

τ = zrR(zn) (42)

holds, and solutions provided by Theorem 1.1 take the form

zrRn(z) ◦ zm = zm ◦ zrRn/m(zm),

where m is a divisor of n.
Let now O be an orbifold with the collection of ramification indices (2, 2, n).

We may assume that ν(1) = ν(−1) = 2, ν(∞) = n. Then the transformations

α : z → e2πi/nz, β : z → 1

z
,

generate Γ̃O, and

θ̃O =
1

2

(
zn +

1

zn

)
. (43)

Clearly, for the function τ(z) = zm, where GCD(m,n) = 1, equality (39)
holds for some automorphism ϕ. The corresponding function f is the mth
Chebyshev polynomial Tm, and taking X equal to 1

2

(
zd + 1

zd

)
, where d|n, we

obtain the following well known series of primitive solutions of (2)

Tm ◦
1

2

(
zd +

1

zd

)
=

1

2

(
zd +

1

zd

)
◦ zm. (44)

On the other hand, taking X equal to another compositional factor Td, d|n, of

θ̃O we obtain the series of solutions

Tm ◦ Td = Td ◦ Tm.

The simplest case where equality (39) holds for some automorphism ϕ but
the function τ(z) does not reduce to a power is the one where n = 2 and

τ(z) =
z2 − 2

z − 2z3
.

In this case we obtain the solution

(64z3 − 64z2 − 23z + 24)

(4z − 5)2
◦ 1

2

(
z2 +

1

z2

)
=

1

2

(
z2 +

1

z2

)
◦
(
z2 − 2

z − 2z3

)
.

Finally, the simplest example corresponding to the orbifold with the collec-
tion of ramification indices (2, 3, 3) is the following one:(

(4x− 1)3

27x

)
◦
(
z3(8− z3)3

64(z3 + 1)3

)
=

(
z3(8− z3)3

64(z3 + 1)3

)
◦
(

2− z3

3z

)
.
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More examples of rational solutions of equation (2) will be presented in the
forthcoming paper [14].

Acknowledgments. The author is grateful to A. Eremenko and C. McMullen
for numerous discussions and to the Max-Planck-Institut fuer Mathematik for
the hospitality and the support.

References

[1] A. Bogatyrev, Rational functions admitting double decomposition,
arXiv:1012.4577.

[2] P. Doyle, C. McMullen, Solving the quintic by iteration, Acta Math. 163
(1989), no. 3-4, 151-180.

[3] A. Eremenko, Invariant curves and semiconjugacies of rational functions,
arXiv:1110.6552.

[4] A. Eremenko, Some functional equations connected with the iteration of ra-
tional functions (Russian), Algebra i Analiz 1 (1989), 102-116; translation
in Leningrad Math. J. 1 (1990), 905-919.

[5] M. Muzychuk, F. Pakovich, Jordan-Hölder theorem for imprimitivity sys-
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