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o. Introduction.

Let K be a local complete discrete valuation field with perfect residue field k
of characteristic p. We denote by K aep a separable closure of K and by r =
Gal(K.eplK) the absolute Galois group of K. Consider the standard tower of
algebraic extensions

K C Kur C K tr C K aep

where Kur (resp., K tr ) is a maximal unramified (resp., tamely ramified) subfield of
K aep • This gives us a filtration of r:

r ::> r(O) ::> I,

where Kur = Kre~) and K tr = K!ep. It is known that the tamely ra.mified sub­
quotient r(O) I I of r is a procyclic group of order relatively prime to p. I is a
pro-p-group, which is a profree if charK = p. The group theoretic structure of
r I I a.s weIl as the arithmetic nature of the above filtration are weIl knoWD. A
further decomposition of r is related to a decreasing filtration {r(v) }v>o of normal
subgroups of I. These r(v) are called the ramification subgroups of I in upper
numbering. This filtration plays a very important röle in many arithmetic topics:

(a) Let L be a finite Galois extension of K with Galois group r L / K • The knowl­
edge of the image of the filtration {r(v)}v~o in r L / K gives us full information about
the values of the differente and the discriminant of LIK.

(b) Most applications of the local classfield reciprocity map tf; : K· --+ rob use
the arithmetic structure of K·. This structure is relatecl to a filtration {Un}n>O of
K., where Un = {u E 0 K I u =1(7rj( )} (7rK is any Wliformiser of the valu~tion
ring OK of K), which corresponds under tf; exactly to the image of {r(v)}v>o in
rob. -

(c) Though an explicit description of r in purely group theoretic terms is known,
c.f. [J-W], [Ja.c], there is a principal difficulty in applying it somewhere. The
reason is the absence of any information about the arithmetic nature of the known
generators and relations. A description of the ramification filtration in terms of
these generators would certainly provide us with this arithmetic information.

(cl) Let charK = O. There ia no arithmetic in the description of finite commu­
tative group schemes G K over K. They are just simply representations of r in a
module G(Kaep ) and can be described in purely group theoretic tenns. But the
question which of these representations anse from group schemes G over a valuation
ring 0 of K gives a lot of arithmetic. For example, the property "an abelian varl­
ety A over K has a good reduction over K"closely related to the property "group
schemes K er(pnidA ), n ;;::: 1, can be defined over 0". All known properties of r­
modules H, which arise from a finite Bat commutative group scheme over 0, can
be expressed in tenns of the ramificatioD filtration. They are:

(d1 ) "Serre's conjecture" about the action of the tamely ramified part of r on a
semisimple envelope of H, [Se1],[R];

(d2 ) the condition for the action of r(v) to be trivial on H for any v > vo(H),
where vo(H) depends on some invariants of K and H, [Fl]. In some cases these
conditions are also sufficient for H to be realisecl in the form G(Kaep ), where G is
a group scheme over 0,[A1],[A2].
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(e) The similar problem about representations of r in the etale cohomology of
proper schemes over K, having a good reduction (= we have a lot of arithmetic)
gives us the same picture, [F2],[A3],[A4].

(f) The problem of the study of the ramification filtration is interesting by itself.
Some information about the nontrivial character of this filtration was obtained by
E.Maus, [Mal, and Gordeev,[Go].

The main purpose of this paper is to show the possibility of giving an explicit
description of the ramification filtration {r(v) }v~o in group theoretic tenns. We
consider the simplest case of the problem: charK = p, k = Fp. The reasons are :
1) the subgroup I = U r(v) of r is a pro-p-free group, so we have 00 additional

v>o
problems with the abstract group theoretic structure of I; 2) the requirement that
the residue field k of K is algebraically closed does not affect the ramification
filtration and gives us the passibility af identifying r and r(O); 3) the arithmetical
properties of K depend on its cohomological dimension n, so we treat the cBBe
n=1.

Dur main result gives us an explicit description of the ramification filtration
modulo subgroup IPCp(I), where Cp(I) is the subgroup of r generated by all com­
mutators having length p. We now outline the basic steps of our approach.

The first thing we need is some generalisation of the Artin-Schreier theory.
Let K now be an arbitrary field of characteristic p. ClassicaI Artin-Schreier

theory gives an explicit description of auy p-elementary extension of K with an
action of the Galois graup. E.Witt gave an extension of this theory to the case of
cyclic extensions, [Wtt]. A matrix form of this theory was developped by H.Inaba,
[ln1-3]. Under this approach it is possible to treat ai'bitrary extensions of K, but
as a matter of fact it gives us a theory of representations of r in vector spaces
over Fp. The invariant fonn of this theory appeared in the study of crystalline
representations, [F3],[A3] (from this point of view the solution of Grothendieck's
problem of "mysterious "functor can be considered as the high point of the Artin­
Schreier theory, [F-M] ,[Fa]). But this generalisation is not very convenient if we
want to study the Galois group itself (rather than its image under same modular
representation ).

We construct our version of the Artin-Schreier theory in n.1. Our construction
depends on the choise of some filtered associative bialgebra (f.a.b.) over Fp (c.f.
1.1.1) and its area of applicability depends on some condition (C"o)' c.f. 1.1. We
construct such f.a.b. objects, which satisfy the condition (C"o) for any So < p,
and apply this construction to the study of extensions of K with the Galois group
of exponent p and dass of nilpotency < p. In this case the Galois group of such
extensions may be related in a very natural way to some Lie algebra over Fp (having
class of nilpotency < p) and in these terms the action of the Galois group can be
described explicitly, c.f. n.2.

We specify our arguments in n.3 in the case of a local complete discrete valua~on

field K of characteristic p. So, we have an explicit description of the extension K =
K::pc,(I) over K (here Cp{I) is the subgroup of the higher ramification subgroup
I generated by all commutators of order ~ p) in terms of a profree Lie Fp-algebra
!. Under some identification, the Galois group Gal(K j K tr ) and the Lie algebra
l = !jCp(!) (where Cp{!) is the ideal of! generated by all commutators oflength
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~ p) are related by the truncated exponent.
In n.4 we define a decreasing filtration {l< v)} v>o of l by its ideals l< v), v > O.

The description of this filtration becomes more clear when considered over k = Fp

(c.f. n.5).
The main theorem (c.f. n.7) shows that if the residue field of K is k = IFp

then the truncated exponent transfers the above filtration {l<v) }v>o to the image
of the ramification filtration {r<v)}v>o of the Galois group r = Gal(Kaep / K) in

Gal(K/K).
It is almost clear now that this aproach fiust work without "mod [PCp(l)"

and "charK = p" assumptions. We can apply the characteristic p version of the
Campbell-Hausdorffformula for the construction of an f.a.b. objects, satisfying the
condition (C'o) for 80 > p, [Di]. The Fontaine-Wintenberger functor "les corps
norms n, [Wnt], works very weil in extending our description to the characteristic
zero case. But the general picture is not clear now so we put off the diacussion on
this subject till a following paper.

The main results of this paper were obtained by author during his staying in
Uthrecht University (Holland, Febr.91-May 91) and in the Max Planck Institut für
Mathematik (Bonn, Febr.92-Jan.93). I would like to express my gratitude to these
organisations (and especially to the organisers of these visits: Prof. G.van der Geer,
Prof. F.Oort and Prof. F.Hirzebruch) for their hospitality.

1. One generalisation of the Artin..Schreier theory.

1.1. The "tatement 0/ the main theorem.

Let k be any field.

1.1.1.Deftnition.

A is a filtered associative bialgebra (f.a.b.) over k, if
a) A is an associative k-algebra with the unit element 1A = 1;
b) there ia a decreasing filtration in A:

where all Jn(A) are two sided ideals, Jn1 (A)Jn2 (A) C Jnl+n2(A) for all nI, n2 ~ 0
and A = k1A EB JI(A) as a k-modulej

c) there is the structure of a cOaBaociative coalgebra over k on A, which is given
by the k - algebra morphisms: ß : A -----+ A ~ A (comultiplication) and e : A -----+ k
(counit);

d) for every n ~ 1 we have ß(Jn(A)) C EB Jnl(A)~Jn2(A) and e(Jn(A)) =
nl+n2=n

O.
If A, B are f.a.b. over k then A 01: B is equipped with the natural structure of

an f.a.b. over k. We note that for n ~ 0, Jn(A 0 B) = L: Jn1 (A) 0 Jn2 (B).
n=nl+n2

H K is any extension of k and A is an f.a.b. over k then A 01: K has the natural
structure of an f.a. b. over K.

1.1.2. Let A be any f.a.b. over k and 8 any nonnegative integer.
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Definition. a E A/J.+ 1{A) is called s-diagonal if for Borne (and hence for any)
a E A such that a = a mod J"+I(A) we have: ß{a) =a ® amod J"+I{A ® A) and
c:{a) = 1.

We shall denote the set of all s-diagonal elements in A by GA (s). Obviously,
GA (S) is a group with respect to the operation induced by the multiplication in
A. For SI > S2 the quotient morphisms A/J"1+1(A) --+ A/J6:o1+1{A) induce the
reduction morphisms r"11"1 : GA{SI) ---+ GA{S2)'

Definition. An f.a.b. A defined over Fp satisfies the condition (C.o )' if for all
natural numbers SI, S2, such that S2 ::; SI ::; So, and all fields K, the map

is an epimorphism.

1.1.3. Let A be an f.a.h. over the field K, L any Galois extension of K and
Gal{L / K) its Galois group. For any natural number consider the groups GA (S)
and GAL (S) of s-diagonal elements in A and AL = A ® L, respectively. Obviously,

{a E GAL{S)\ Ta = a for all 7 E Gal{L/K)} = GA{S),

1.1.4. Let p be any prime, let A be an f.a.b. over IFp and let K be any field of
characteristic p. For S 2: 1 we use the notation GFp ( s) and GK (s) for tbe groups of
s-diagonal elements in A and A®K, respectively. The absolute Frobenius morphism
of K acts on GK{S) and we shall use tbe notation a(p) for tbe image of a E GK{S)
under this action.

We have
{a E GK(S) la = a(p)} = Gyp{s).

We introduce an equivalence relation R" on GK(s):
tor any a}, a2 E GK{S), al =a2 mod R" iff there exiJt" bEGK{S) Juch that

al = b- Ia2b(P).

Let K. ep be a separable closure of K, r = Gal{K. ep / K). By the definition:
/1,/2 E Hom(r,Gyp(S)) are in the same conjugation class iff there exists

cE Gy,(s) such that /1(7) = c-1/2(T)C for any T E f.

Theorem. Let K be a fjeld oE characteristic p > 0 and A be an ia.b. over IFp

satisfying for some So 2: 1 tbe condition (C"o)' Then for any S :::; So tbere exists a
one-to-one correspondence

if" : {GK(s)/R,,} ---+ { conj. cl. oE Hom(f,GFp(s))}

Remark. It follows from the proof helow, that these correspondences agree on s,
i.e. for any S2 ~ SI ::; So the following diagramm is commutative:
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1.2.

Proo/ 0/ theorem. Let L be any a.1gebraic extension of K and e E GK(S) for some
S ~ O. Consider the set

(here the f.a.b. AL = A 0 L is obtained from A by extension of sca.1ars).

1.2.1. Lemma. For any S ~ So and e E GK(S) tbere exists a separable extension
L oE K such tbat M,,(L, e) -:F 0.

Proof. For any a E A we can define its degree dCa) = min{n I a E Jn(A)}. Choose
a family {ca}OEI C Jl(A) such that for any natural number S

is an ~p-basis of J.(A). This means also that for any S ~ 0 the elements of the
set {ca I a E [,Ca rt J,,+l(A)} U {I} taken mod J"+l(A) give an Fp-basis of
A/J"+l(A).

Now we are ahle to choose (uniquely) E E A such that e = E mod J ,,+1(A) and
E = 1 + E 1J(O)Ca , where each fJ(a) E K and fJ(O) = 0 for d(ca ) > s. We must

0'

prove that there exists F = 1 +E T(o)ca E A K •ep such that
0'

(1) FP =FE mod J,,+l(AK..,p);
(2) ßF =F 0 F mod J,,+l(AK..,p 0 AK..,p)'

It is clear that we can assume that S ~ 1 and that all T(0) are deß.ned for
d(ca) < s, in such a manner that the equivalences (1) and (2) are valid modulo
J,,(AK..,p) and J,,(AK•ep 0 AK..,p)' respectively.

Let
LI = K({T(o)ld(ca ) < s}).

By inductive assumption LI C K"ep. It follows frorn part b) of the definition of
f.a. b. that for any 01,02 E [

CO'l CO':3 = L A(oI, 02; O)Ca ,

aE!

where A(Ol, a2; 0) E Fp and A(OI, 02; a) = 0 für deal) +d(a2) > deo).
If 0 E I and d( Ca) = s, then the expression

L T(al )A(aI, 02; a)1](02)
al ,0':3 EI

is weIl defined and gives an element of LI. Indeed, if A(0'1,02; 0')1]((2) -:F 0 then
d(ca1 ) + d(ca2 ) ~ d(ca ) = S, so d(cal ) < S and T(Ol) defines an element of LI by
the inductive assumption.

Für 0 EI, such that d( cO') = s, we cünsider the extension
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where
T(a)P - T(a) = L T(al)A(al,a2;a)'7(a2) + '7(a).

0'1,0'2EI

Obviously, L is separable over LI and we can a.sswne that L C K lJep ' Let

F1 = 1 + L T(a)cO' E AL.
d(ca)~1J

By the choice of T(o) for d(cO') = s we have Fi
p
) =F1EmodJIJ+1(AL). By the

inductive assumption

where
Co = 1 + L ,(at, (2)cO'l ® C0'2'

0'1,0'2

,(at, (2) E L and ,(at, (2) = 0 for d(CO'l) + d(C0'2) i= s.
From the equivalences

ßFip) = c~p)(Fip) ® Fip» = C~P)(FI 0 F1)(E 0 E)mod J IJ+1(AL 0 AL),

ßFi
p
) =ßF1ßE =CO(F1 0 F 1 )(E 0 E)modJIJ+I(AL 0 AL),

it folIows, that Co = C~p), i.e. all,(O'I, 0'2) E Fp.
Let us prove the existence of C E A such that C = 1 mod JIJ(A) and ßC =

Co(C0C)modJIJ+1(A0A). Let

C = 1 + L Jl(O)CO'l

d(ca)=1J

where Jl(o) E IFp • We can assume, that

ßCO' = CO' 0 1 + 1 0 CO' + L B(a; 0'1 ,0'2 )CO'I 0 C0'2

0'1,0'2EI

for some B(a; al, (2) E Fp' We have B(a; 0], (2) = 0 for d( CO'I) + d(C0'2) < s from
part d) of the definition of f.a.b. It is clear that the existence of C is equivalent
to the existence of Jl(a) E Fp , for all.a E I such that d(cO') = s, satisfying the
following equations

(*)
0'

where 0'1, a2 E I and d(CO'l) + d(C0'2) = s.
The coefficients and free members of this system are in Fp, so it is sufficient to

prove the solvability of the system (*) in sorne field of characteristic p.
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By the condition (C" o)' GL(S) ---+ GL(S -1) is an epimorphism, therefore there
exists F2 E AL such that F2 ffiOdJ..+1(AL) E GL(S) and F2=F1ffiOdJ,(AL)' Let
- -1 - -C = F1F2 then C E AL, C =1 mod J.. (AL) and

ßC =(ßF1)(ßF2)-1 =CO(F10 F1)(F20 F2)-1 =Co(C 0 C) mod J..+1(AL ®AL).

H
C=l+ L jL(a)ca modJ'+l(AL),

d(ca )=,

then the equivalence above means that the collection {ji( Q) Id(ca) = s} gives the
solution of the system (*) in L. So the system (*) is solvable in Fp and the needed
element C exists.

Now for F = C-1F1 E AL we have

F(p) = C(p)-l F: p) =C-1F1E =FEmod J..+1(AL),

6.F = (6C)-16.F1 =CÖ
1(C ® C)-lCo(F1 ® F1 ) _ F ® Fmod J..+1(AL).

The Lemma is proved.

1.2.2. Proposition. Let e E G K(S) and L be an extension of K such tbat
M .. (L,e) f 0. H 1],/2 E M .. (L,e), tben 11/2-

1 E GFp(S).

Proof. lip
) = 11e, I~p) = 12 e, therefore (/1/2- 1)(p) = 111;1, i.e. 11/;1 E GFp(S).

1.2.3. Corrolary. Let us fix some separable c10sure K ..ep of K. Then for S ::; So,
e E GK ( S ), there exis ts a uniquely deterrnined Galois extension K ..(e) C K ..ep of K
such that

(1) M..(K.. (e),e) f 0;
(2) jf M.. (L, e) f 0 for some subfield L c K,ep, tben L ::> K .. (e) and M.. (L, e) =

M ..(K.. (e), e).

Proof. Let Lo C K aep be some minimal element in the partially ordered (by in­
clusion) set of the subfields L in K ..ep such that M ..(L, e) f 0. Choose some
/0 E M..(Lo, e).

H L c K aep is such that M.. (L, e) f 0and I E M..(L, e) then 10,11 E M.. (LLo, e).
It follows from the above proposition that /0,/1 E M.. (L n Lo,e). Lo is minimal,
so L n Lo = Lo, i.e. L:> Lo. Analogously, La is the Galois extension of K. So we
cau take K .. (e) = Lo, q.e.d.

1.2.4. Now we are ahle to use the new notation M ..(e) for the set M ..(K.. (e), e).

Proposition. Let S2 ::; SI ::; So, e1 E GK(Sl),e2 E GK(S2) and r" 1 '''2(e1) = e2,
where r" 1 ,"2 : GK(Sl) ---+ GK(S2) is the reduction morpbism from n.l.2. Tben
K" 1 (eI) :> K" 2 (e2) and r" 1 ,"2 induces an epimorphic mapping M" l (e1) ---+ M" 2 (e2)'

The proof follows immediately from n.2.2.
1.2.5. Let S ::; So, e E GK(S), / E M .. (e). For any T E r = Gal(K..ep/K)

TI = C(T)/, where C(T) E GF,(S). Obviously, T ........ C(T) defines an element of
Hom(r, GFp(S)), which we denote by 7re ,f,.. ' The foIlowing proposition follows im­
mediately from the definitions.
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Proposition.

(I) Ker{7r:etf,a) = Gal{Kaep/K.{e));
(2) if It, 12 E Ma{e) tben 7r:e tft,a and 7r:e,/2,a are conjugate under some inner

automorpbism oE tbe group GFp{S);
(3) iE some bomomorphism 7r: : r --+ GFp{S) is conjugate to 7r:e tf,a tben tbere

exists I' E Ma{e) such that 'fretf',a = 7r:.

1.2.6. So, for 1 ~ 09 ~ So, the correspondence e t-+ {conj.cI.Hom(f, G,,,{s))}
gives the mappings

*a :GK{s) --+ { conj. cl. Hom{r,GF,,{S))}.

Proposition. Let el, e2 E GK{S), 09 ~ So. Tben we bave:
*,,{el) = *a{e2) <=> el =e2 mod Ra, i.e. tbere exists some h E GK{S), such that

e2 = h-lelh(p).

Proof. Let 11 E M,,{ el), 12 E Ma{e2). We have:
*.(el) = *a{e2) <=> there exists a E GFp{S) such that for any l' E r, Cl{T) =

a-lc2{T)a, where 1'/1 = Cl {T)/t, 1'/2 = c2(T)/2'
Let h = flla-1/2 E GKup{S). Then h(p) = I}p)-la-l I~p) = e~l !l-la-l !2e2 =

e~l he2, i.e. e2 = h-lel h(p). But for a.ny l' Er: Th = (T /1 )-1 a-1 { l'12) =
IllCl (r)-l a- 1C2{1')/2 = /1-

1a-112 = h, i.e. h E GK{S),

1.2.7. It follows from the previous proposition that *a defines an injective map­
ping

7r:a : GK{s)/Ra --+ {conj. cl. Hom{r,GF,,{S))}.

The surjectivity of 7r:" follows from the next proposition.

Proposition. Let S ~ So and 1r E H om(r, GFp (09)). Then there exist e E GK(09)
and I E M,,(e), such that 7r: = 7r: e J,'"

Proof. We cau assume that 09 > 1 and use the induction on s. Then there exist
el E GK{S - 1), /1 E M,,-l(el) such that for auy l' E r, Til = 7r:'{T)fl' where
7r:'(T) = 7r:(T) mod J,,(A). Choose e2 E GK(S) such that r",a-l(e2) = el and
choose 12 E M,,{ e2) such that r a,,,-l (/2) = 11.

Now we shall use the special IFp-basis {Ca}aEI from the proof of lemma 1.2.1.
By means of this basis we cau take liftings

E2 = 1 +L'7(a)ca E AK

aEI

and
F2 = 1 + LJl(a)ca E AKul'

aEI

of e2 and /2, which are uniquely determined by the conditions TJ(a) = 0, Jl(Q') = 0
if d(c a ) > s. We have:
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6"F2 =F2 0 F2mod JIJ+l (AKu , 0 AKuJl ),

r F2 =7rl(r)F2 mod JIJ+l(AKu ,),

wbere rE r,7rl E Hom(r, Grp(.s)) and 7rl =7rmodJ.(A).
Let 7rl(r) = c(r)7r(r) for any r E r. Then c(r) E Gr,(s), rlJ,,s-l(c(r)) = 1

and c(rlr2) = c(rl)c(r2) for any r],r2 E r. Let C(r) E 1 + J,s(A) C A be
liftings of c(r) of the type above. By a cohomological triviality of the Galois
module K,sep, tbere exists Cl E AKup , such that Cl =1 mod J,,(AKup ) and
rCl == C(r)Cl mod J"+l(AKup )'

Now we have for F3 = Cl F2 :

rF3 =7r(r)F3 modJ,,+l(AKuJl ),

6"F3 =(F3 0 F3 )C2mod J,,+l(AKup /&l AKuIP )'

where C2 == 1 mod J,,(A KuJl /&l AK,.p) and

For every r E r, (rCl )C11 mod J,,+l(AK
IllP

) is an .s-diagonal element, therefore,
rC2 = C2, i.e. C2 E (A /&l A) mod J"+l (A Ku, /&l AKulJl )' Similarly, aB in the prove
of lemma 2.1, we can obtain the existence of C3 E A such that C3 = 1 mod J,,(A)
and 6"C3 =(C3 /&l C3 )C2 modJIJ+l(A /&l A). So, for F = C;lF3 we bave:

rF =7r(r)FmodJ"+l(AKup ),

6"F =F /&l F mod J"+l (AKIIIJI 0 AKup )'

It now follows, that E = F(p) F-l mod J IJ+l (AK
IIIP

) is the r-invariant element of
GKIIIP(S), henceEmodJ"+l(AKup ) = e E GK(s). Hweset f = FmodJ,,+l(AKup )'
then 7r = 7re f 8', ,

So, tbe proposition and tbe theorem of n.2 are proved.

1. 9~ Example.s and applicatioTU.
1.3.1. Theorem n.2 means notbing in the case .s = 0 because for every f.a.b. A

over lFp we have GFp(0) = GK(O) = 1.
Consider tbe first nontrivial case where our theorem works. Let A = Fp(D]

where D is an indeterminate, with a filtration by the ideals J,,(A) = (D"),.s ;:: 0,
and coalgebra structure given by 6"D = D (8) 1 + 1 0 D, e(D) = O. It is easy
to verify that for .s = 1 and this choice of f.a.b. our theorem gives us the usua!
Artin-Schreier theory. Indeed we have the identifications Gr,(.s) = Fp , GK(l) = K
given by correspondences 1 + aD mod (D2 ) 1-+ a, where a E Fp or a E K. The
equivalence relation R l on GK(1) is transformed here to the relation R on K:

al =a2 mod R iff al = a2 + lJP - b for sorne b E K.

So 7rl can be considered as a one-to·one correspondence

9



where r = Ga/(K6ep / K). It follows from the construction of 1rl that for any a E K
the homomorphism x = 1r~ ( a mod R) maps any T E r to X(T) = TT - T E Fp

where TP - T = a. Gf course, 7l"~ is also an isomorphism of groups.
Let us take any 1 ::; s < p. It is easy to show that for these S

GK(S) = {eij)(aD)mod J6 (A) la E K},

where exp(/) = 2: In /n! is the truncated exponent. It means that the reduction
O~n<p

maps r. 1 ,.2 : GK(SI) ~ GK(S2), for 1 ::; S2 ::; SI < p, are one-to-one mappings
and therefore the f.a.b. A satisfies the condition (Cp - 1 ). But this means also that
theorem n.2 for the f.a.b. A and arbitrary 1 ::; S < P gives nothing more than the
Artin-Schreier theory.

It may be shown that

Therefore, rp,l : GK(p) ~ ~K(l) is the zero mapping, so tbe f.a.b. A does not
satisfy the condition (Cp ).

1.3.2. Let W = SpecB be the scheme of Witt vectors. We can assume that
B = Zp [Yo, Y1 , ••• , Yn , ...] and the operations on W are given by means of the Witt

. ( ) pR p"-lpolynomlals: w n Yo, ... , Yn = Yo + pYl + ... + pnyn, n ~ O.

Let W = W ® Fp be the reduction of W modulo p. We have W = SpecA, where
A = Fp[Xo, Xl, ... , X n, ...] and X n = Yn 0 1 for n ~ O. The bialgebra structure on
A is induced by the bialgebra structure on B. Introduce the grading of A by the
conditions d(Xn ) = pR for n :;::: O. Then the ideals

J.,(A) = {a E Ald(a) :;::: s}

for S :;::: 0 define a decreasing filtration of A. So we bave the structure of an f.a.h.
onA.

Let E E Zp [[Y)] he the power series equal to

exp{Y +YP/p+ ... +yp" /pn + ...)

(the Artin-Hasse exponent). We can consider tbe collection of variables

as the element of the ring W(A) and define

E(X) = II E(Xn ).

n~O

E(X) is the element of a completion of A in the topology induced by the grading
d. H K is a field of characteristic p then the coliection of the coordinates of tbe
product of Witt vectors w and X will be denoted by wX.

10



Proposition. Let s be a natural number, GAIK(s) be the group oE s-cliagonal
elements oE the f. a. b. AK = A ® K. Then

Proof. We remark, that elements of the Fp-module

M. = {m E K[Xo, ... ,Xn , ••. ] I dem) ~ s}

give the fuH set of representatives of the elements of a AK / J6 +1(AK) in AK. Let
6

e E AK / J 6 +1(AK) and E = L: Ei E M 6 be its representative, where Ei for 0 < i ~
i=O

S are isobaric polynomials of X 0 , X 1 , 0'" X n, 0" of the weight d = i. The coaddition
ß in A is given by the isobarie polynomials, therefore: e E GA,K(S) iff Eo = 1 and
ßEi = L: Eil ® Ei, for 0 ~ i ~ s. This means that L: Eiti is a "curve"

h +i,=i O~i;:5;.

for W modulo deg(s + 1), c.f.[Di]. Now our proposition follows from the explicit
description of all curves for the scheme of Witt vectors, [Di],n.7.

Corollary. The f.a.b. A satisnes the condition (C60 ) for any natural number so.

Corollary. For any neld K of characteristic p and any natural number s, the
correspondence E(ÜJX) 1-+ W gives an isomorpmsm

.-.-

wbere W 6 is the group scheme oE Witt vectors oE finite lengtb s over IFp'

So this choice of f.a.h. A gives the following result of Witt, [Wt]:
1/ s ~ 1 and K i.J a field 0/ charactemtic p > 0 then there exi~tJ a one·to·one

corre~ pondence

W6 (K)/(F - id)W6 (K) -t Hom(r, Z/p6 Z)

(here F: W,,(K) -t W6 (K) is the Frobenius morphisffi and, of course, this corre­
spondence is an isomorphism oI groups).

Taking the projective limit over s we obtain the isomorphism

So, we have a fuH description of all Zp-extensions of K with an explicitly given
action of the Galois group.

1.3.3. Let p be a fixed prime, .c be a nilpotent finite dimensional Lie algebra
over IFp' We Msume that the nilpotency dass of .c is less than p.

Let A = Ac be the envelopping algebra of.co We remark that there exists a
canonical emhedding .c c A. For any field K oI characteristic p the coalgebra
structure on AK = A ® K is given uniquely by the conditions: ß(I) = I ® 1 +1 ® I
and e(I) = 0 for I E .c. If J(AK ) = K ere, then we define the decreasing filtration

11



{J,,(AK)} of AK for all s ;::: 0 by J,,(AK) := J·(AK). It is easy to see, that A is an
f.a.b.

Let
[;g(T)= L (-1)i-l(T-1)iji

I~i~p-I

---be the truncated logarithm. It is clear, that for 8 < P the correspondence a 1-+ loga
def1nes a one-to-one correspondence between the sets 1 + JI(AK)mod J.(AK) and
JI(AK) mod J.(AK)'

Proposition. For s < p, tbe correspondence a 1-+ loga delines one-to-one mapping
between GK(S) and L 0 K mod J,,(AK).

Proof. Let LK = L0K, CI(LK) = LK, and, for 8 > 1, C.(LK) = [C,,-I(LK),LK].
We have: Cp(L) = 0 and, for any 81,82 2:: 1, [C"t (L), C"2(L)] C C"t+":r(L).

For any I E L we set: w(l) = max{ill E Ci(L)}. Now choose a special basis
I., 12 , ••• , IN of LK over K, where dimkLK = N, satisfying the following condition:

{Iilli E C.(L)} i.! a K·ba3~ ofC,,(L) for all s < p.
The equivalent condition:
{Iilw(li) = s} u a ba"u of the Jupplementary vectoT "pace fOT C,,+I(L) in C,,(L)

for all s < pj

By the Birkhoff-Witt theorem the monomials I~t I~:r .. .lr.r, where ai E NU {O} for
N

1 ::; i ::; N, give a. K-basis of AK. We set w(l~tl;2 ...I}t) = L: aiw(Ii).
i=1

Lemma. For any 8 the set {1~tl;2 ...I~ I w(l~tl;2 ... Ij.f) 2:: s} gives a basis oE
J,,(AK) over K.

Proof. By definition 1E JW(I)(AK) for any 1 E LK. Hence, any monome l~tl;2 ...I!f
of w-weight 2:: 8 is in J,,(AK)' Conversely, the ideal J(AK) = K er(e) is generated
by the set {li I w(ld = I}. Therefore, it is sufficient to prove that every product
lit ... Ii~t' where 81 ;::: S, 1 ::; i., ... , i"t ::; N, w(lit ) = ... = w(li~t) = 1, can be
expressed as a sum of monomials I~t 1;:r ...Iit which have w-weight 2:: SI' H i 1 ::;

i2 ::; ••• :5 i"t then li t .. .Ii~t is one of these monomials of w-weight SI ;::: S. SO, here is
nothing to prove. If the sequence of indices i1 , i2 , ... , i"t does not grow, we must use
the commutator relations for presenting li t ... Ii~t a.s a SUffi of monomials from the
Birkhoff-Witt basis. These relations are of the following kind: 1'1" = 1"1' +L: Ctili,

i
where I', I" E {I., 12 , ... , IN}, all Ui E K and Ui = 0 if w(li ) < w(l') + w(I") (this
follows from the special choice of the basis I., 12 , ••• , IN)' It is dear, that these
relations are able to give us only monomials of the weight 2:: SI. The Lemma is
proved.

We continue the proof of the propositio~ Let a E GK(S) and a E A K be such

that a = a mod J"+I(AK)' Consider b = log(a). Then

Let b = L: bi , where every bi is a linear combination of the monomials from
i2:1

the Birkhoff-Witt basis with the w-weight equal to i. We note that the elements
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l~ 11;2 ... l';f ® 1~11~2 .. .l'lf , where ai, bi E NU {O} for 1 :::; i :::; N, give the Birkhoff-Witt
basis of the envelopping algebra of .cK ffi .cK. Obviously, for any i, ß(bi) - (bi ®
1+ 1 ® bi ) can be expressed as a linear combination of such monomials with the w­

weight equal to i. So, we have: ß(bi ) - (bi ®1+1®bd is equal to 0 or has w-weight
equal to i. By the condition we have: ß(b) - (b ® 1 + 1 ® b) E J.+I(AK ® AK)' It
follows now from the above lemma that

w(ßb - (b ® 1 + 1 ® b)) = w(L (ßbi - (bi ® 1 + 1 ® bi))) ~ s + 1.
i~I

Heuce, for i :::; s we have ßbi = bi ® 1 + 1 ® bi . This means that bi E .cK for
i :::; s, c.f.[B], and the proposition is proved.

Corollary. The La.b. A satisnes the conclition (Cp- I )'

By means of the characteristic p-ease of the Campbell-Hausdorff formula (e.f.[B])
we ean eonelude:

Corollary. The correspondence! Ho Gr,(!) gives us an equivalence oE the cate­
gory oE Lie JFp-algebras with dass oE nilpotency < p and the category oE p-periodic
groups witb dass oE nilpotency < p.

After these preparations we are ahle to apply theorem n.1.2 to the explicit de­
seription of the Ga!ois extensions of K with arbitrary p-periodie Galois group of
nilpotency dass< p.

Let e E GK ( s), s < p aud 1T" (e) be the corresponding eonjugacy dass in
Hom(r, GF,(S)). Let I}, ... , In be the part of the special basis of .c from the above
proposition whieh consists of the elements with w-weight equal to 1. Then for the
reduction r ",1 (e) of e we have: r .,1 (e) = 1 + WIll + ... + wnln mod J2 ( AK), where
WI, ••• ,Wn E K.

Proposition. The conjugacy dass 1i-,,(e) consists oE epimorphisms iff tbe images
oE WI, ••• , W n in K j(F - id)K are linearly independent (here F is the Frobenius
morphism oE K).

Proof. For s = 1 it can be easily check.ed by the usua! Artin-Shreier theory.
Let s > 1, f: r --t GF, ( s) be any homomorphism from the dass 1T" (e). GF, ( s) is

a p-group, hence f factors through the quotient r --t r(p), where r(p) is the Galois
group of the maximal p-extension of K. As the one·to-one correspondences 7r" and
1f'1 !rom our theorem agree one with another under the reduction mapping r .. ,l we
eau conelude that the composition r(p) -t GF,(s) --t Gy,(l) is an epimorphism.
But

Ker(GF,(s) -t GF,(l)) = [GF,(S),GF,(S)]

so our proposition follows from the well-known property of p-groups:
let r l , r 2 be profinite p·gro'Up~, then the homomorphiJm 1f': r I --+ r 2 lJ an

epimorphi"m iff it ind'Uce~ an epimorphiJm

c.f.[Se2], Ch.l, n.4.
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Example. In order to illustrate the above consideratioos we apply them to ex­
plicit construction of extensions of K with noncommutative Galois groups of order
pa for p > 2. Let.c be a Lie algebr"a over IF'p with Fp-basis 11, 12 , la and rela­
tions (lI, 12 ] = la, (lI, la] = (/2 ,/a] = O. We assume that Wb W2 E K have lin­
early independent images in the quotient K/{F - id)K and take a 2.diagonal
element e = E mod J2(AK), where E = exp{Wl/1 + W2/2)' The corresponding
extension L = K{T1 , T2,Ta) of K is given by pp) =:FE mod Ja(A Ku,)' where
:F = exp{T1 / 1 +T212+Ta/a).

By the Campbell-Hausdorff formula we obtain:

exp(T{/l + Tf /2 + T:la) =
=exp{T1 / 1+T2/2 + Ta la )exp{WIll + W2 12) =
=exp{{Tl + wl)/1+ (T2 + w2)12+ (W2 Tl/2 - WI T2/2 + Ta)/a).

Now we have the explicit equations of this extension:

The action of Gal{L/K) ~ GyP (2) is given by the relation :F t-+ u:F, u E GFp (2).
For example, the generators Ul = exp{ll) and U2 = exp(12) of GFp (2) act in the
following manner:

Ul : (TI, T2 , Ta) .-.{T1 + 1, T2 , Ta + T2 /2)

U2 : (Tb T21 Ta) t-+ (Tb T2 + 1, Ta - T1 /2)

2. Explicit construction ofthe Galois action (the case of a general field).

2.1. Let K be a field of characteristic p > 0 , rK = Gal{Ku .p /K), let .c be a
finite dimensional Lie algebra over Fp and A be the envelopping algebra of .c with
the structure of an f.a.b.,defined in n.1.3. We shall use the notations of n.1.3.

Let So < p, e E GK{so), M"o{e) = {f E GK,.p{so)IJ(p) = Je} be the set from the
proof of theorem 1.2. We denote by d: A ~ N the grading of A and by {Ca}aEI
the special Fp-basis of A which were defined in the proof of lemma 1.2.l.

Let J E M"o{e). We can take its (uniquely defined) representative

j = 1 + 2: faca
d(ca)~"O

in A K,., and denote by M"o(e) the Fp-submodule in K aep generated by all fa with
d{ca ) ~ so.

We have:
2.1R. M "0 ( e) does not depend on the choice of the special basis {ca} a EI. Also

it does not depend on the choice of J E M"o{e).
2.1b. M"o{e) is the fK-invariant submodule of K"ep.
2.1c. If the homomorphism F : rK~ AutM"o{e) gives us an action of rK on

M"o{e) then KerF = Ga/{K"ep/K"o{e)), where K.o{e) is the minimal extension of
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K in K 8ep such that the following implication is true: f E M.o(e) => f E GK,o (so),
c.f.l.2. .

2.1d. For any T E rK, F(T) is a unipotent automorphism of M.o(e) such that
(F(T) - id)·o+l = O. Therefore it defines an endomorphism L(T) = E;;9F(T) E
EndM.o(e).

Let the representative eof e be of the form

e= 1 + E ecrcer
d(c a >$.0

and suppose that the images of elements of the set {ecr la EI, d(cer) = I} in
K/(K - id) are linearly independent. We fix J E M.o(e). Then the homomor­
phism TreJ,.o : r K ~ Gpp(so) from 1.2.5 is an epimorphism and defines an
isomorphism Gal(K.o(e)/K) ~ GFp(so), By proposition 1.1.3, for any T E rK
there exists a unique Ir E ~ such that Tre ./.8o ( T) = exp{lr) mod Jp(A).

We have:
2.1e. The correspondence Ir 1-+ L(T) for T E rK (c.f. 2.1d) defines a homo­

morphisffi of Lie algebras LF : ~ ~ EndM.o(e), i.e. gives the action of the Lie
algebra ~ on M.o(e).

2.2. Let us treat the previous construction in the case of a free Lie algebra and
So = p-l.

So, let ~ be a free Lie algebra over Fp with free generators D}, ... , DN • We can
take the system

{Dh ...Di,ll $.it, ...,i. $ N,s ~ I}

as a special basis {ca} erEI. It is easy to see that if Q is a free group with free
generators 91, ... , 9N then the correspondence 9i 1-+ exp (Di)modJp(A), where i =
1, ... , N, defines an epimorphism h : Q~ Gp, (p-1) and K erh = QPCp(Q), where
Cp(Q) is the subgroup of Q, generated by all commutators of length p.

Let Wb ... , wN E K be such that their images in K/(F - id)K are linearly
independent. H we take

e = exp( E wiDd mod Jp(AK) E GK(p -1)
l~i~N

then

e= 1 + E :!Wi\."Wi.Di, ...Di.
t~.<p
i 1 , .. ·,i,

Let J E Mp_1(e) and

i = 1 + E Th .... ,i,Di1 ···Di ,

l~.<p
i 1 •.•• ,i,

Then the elements Ti 1 , ... ,i" where 1 ::; s < p, 1 $ i l , ... , i. $ N, generate
M p- 1(e) and the equality J{p) = Je gives the following equations for these elements
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T? . - T,. . T,. . Wi, Wil· ..Wi,
'I!"··,', - '1 ...1, + ·1· .. ·'-1 l' + ... + al

• .;J.

The action of the Lie algebra. r. on M p-l (e) is given by the rela.tions

LF(Dd(Th ...i,) = t5(i, i 1 )Ti 2 ••• i,

for any 1 ::; i, il, ... , i. ::; N,l ::; s < p, where t5(i, i1 ) is the Kronecker symbol. It
gives the faithful action of l = r.jCp(r.) on M p - 1(e) (where Cp(.e) is the ideal in
r. generated by a11 commutators having length p).

We can identify Gal(Kp_t(e)jK) and GFp(p -1) by means of 7re ,f,p-t. Then
we have the explicit description of the Galois action, which is given on generators
Ti = exp(Dd mod Jp(A), 1 ::; i ::; n by the following relation:

(T. ) T. 1 C(' . )T. 1 C(" ')'TIT' . . - . . - u t t . . - u t t t ~ " .1.1···., - '1""'+ I! ,t .2···.'+2! ,1, 213 ... 1,+ ...

where t5(i, i t , ... , i,) is equal to 1 if i = i t = ...i, and is equal to 0 otherwise.

Proposition. The system {Th ... i, 11 ~ s < p,l ::; il, ... , i" ::; N} is linearly inde­
pendent over K.

Proof. Let "Q' .T.. . - 0L.J .1 ••• 1'.1 ••••'-

l",,<p
i1 .. ·i,

be any nontrivial linear relation. Let us choose the Qil, ...i', =F 0 with the largest
s'. Then the relation '

gives us a contradiction.

2.3. We can give the following profinite version of the previous construction.
Let V c K be a IFp-subspace, such that V +(F - id)K = K and V n(F - id)K =

0, where F : K --+ K is the absolute Frobenius map on K. Let us choose an
Fp-basis {Wi}iEI of V.

For any finite subset R c I we denote by VR the subspace of V which is generated
by Wi, i E R. Obviously, V = lim VR • Let VR= H om(VR , IFp) be the dual vector

--+
space for VR • Then V· = lim VRis the topological vector space over IFp dual to V.

+--
Let us denote by {Di}iEI the topological Fp- basis of V· dual to the basis {Wi}iEI.

For any finite subset R C I we denote by.eR the free Lie algebra with the system
of (free) generators {Di}iER. Then.e = lim.eR is a profinite free Lie algebra over

+--
IFp with the module of free generators V·. Let AR be the envelopping algebra of
.eR, then A = limAR is the (topologieal) envelopping algebra of.e. We assume

+--
that all AR and A are equipped with the structure of f.a. b (c.f. 1.3.1). We also
shall use the notation of n.1.3 for all constructioDS related to A. The notation for
all similar constructions related to AR will be equipped witb tbe indice R.
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Let
eR = exP(L WiDi) mod Jp(AK,R) E GK,R(P -1)

iER

and e = limeR E GK(p - 1). Choose I E limMp-I(eR) and denote by IR the
+-- +--
R R

projections of I to Mp - I(eR) for any finite subset R c I. Then we have a system
of epimorphisms 7re ,f,p-I,R : r K --+ GFp,R (p - 1) which gives an epimorphism
7rf := ~7reJ,p-I,R : rK ---+ GF,(p-l). It is clear that 7r can be factored through

R
the quotient rK ---+ rK(p), where rK(p) is the Galois group of the maximal
p-extension K(p) of K. It is weIl known, c.f.[Se2, ch.2, n.2], that r(p) is a free
pro-p-group and !rom [Se2, Ch.l, n.4] we obtain that 7r defines an epimorphism
7rf(P): r(p) --+ GFp(p - 1) such that Ker 7rf(P) = rp(p)Cp(r(p)).

Let
i = 1 + L Ti1 ... i.Di1· ..Di.

I~.<p

i 1 ,. ",i. EI

be the representative of f. Then we have:
2.3a. All Tit".i. are in K(p)rp(p)c,(r(p».
2.3b. The ~y~tem {Ti1 ".i.ll ::; s < p, i}, ... , ilJ E I} i~ linearly independent over K.
2.3c. The IFp-module M generated by all T i1 ... i• ü invariant by the GaloiJ action.
2.3d. There ü an action of the profinite Lie algebra! on M, LF: ! ---+ EndM,

given by the following relation on free generator~ D i, i EI:

Let T( Wi 1, ... , Wi.) = T i1 ... i ., where 1 ::; s < p, i I , ... , i lJ E I. Define T(VI, ... , VlJ) E
M for VI, ... , VlJ E V by multilinearity: if Vi = L CXijWj, for i = 1, ... , s, where

jEJ

(Xij E IFp and almost all are equal to 0, then

T(VI""'V.) = L CXlit···Ct:lJj.T(wj1,· .. ,Wj.)
j1,,,·d.

In this notation we have:
2.3e. M = EIh:$;"<pM,, where M" = {T(vI, ... , v.)lvI, ... , VlJ E V}
2.3f. 1f D E V· then

LF(d)(T(VI, ... ,VlJ)) = (D, VI )T(V2, ... ,VlJ)

for any VI,""V. E V.
2.3g. T(VI, ••• , v,,) 3ati~fy the following equation:

T( )p - T( ) VI T( ) VI ...VlJVI, ... ,V. - V], ... ,V" + , V2, ... ,V" +... + ,
1. s.

2.3h. Let T E r K and IT E ! be 3uch that

7rf(T) = exp(IT)modJp(A).

Then IT iJ uniquely defined modulo Cp(!) and TIM = ei-p(LF(lr))'
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3. Explicit cODstruction of the Galois action (the case of a local fteld).

Let k be a loeal field of charaeteristie p > 0, eornplete with respeet to a diserete
valuation and with residue field k ~ Fp' Then K is isomorphie to the fraetion field
of the power series ring over k. We fix some uniformising element of this ring in
the form t- I , t E K.

We shall give sorne modifieation of the previous eonstruetion whieh will be useful
later in the study of the ramifieation filtration.

9.1. Structural element eO and constanu t](rt, ... , r,,).
Let

Q+ (p) = {r E ~ Ir> 0, (r, p) = I}.

For any finite subset R C Q+ (p) eonsider a free Lie Fp-algebra .eR having a set
of free generators {D; Ir ER}. Then limCR= .e0 is a prü-free Lie IF'p-algebra with

+-­
R

the set of free generators {D; Ir E Q+(p)}. H AR is an I.a.b. related to .cR then
AO = limARis an f.a.b. related to .co.

+--
R

We eall an element eO E AO mod Jp(AO) ~tructural if

(1) eOEGA -,F,(p-1)
(2) eO =1 + L: D; mod J2 (AO)

rEQ+(p)

It is clear that eO = timeR' where eR E GAo,F,(P - 1) and eR =1 + L: D~
R rER

mod J2(AR).
As before we can consider a uniquely defined representative EO E AR of eO of

the form

I~"<p

rl,,,.,r. EQ+(p)

where 1](rI' ... ,r,,) E Fp for any rl, ... , r" E Q+(p).
These constants t](rt, ... , r,,) will be ealled the ~tructural constants (related to a

struetural element eO).

Exampleso

(1) If we take

EO = exp( Ln;)
rEQ+(p)

then eO = EO mod Jp(AO) is a struetural element and for its structural
eonstants we have:

1
7](rt, ... , r,,) = ,.

s.

(2) H we take

EO = II exp(D;)
rEQ+(p)
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with respect to the natural ordering in Q+(p), then eO = EOmodJp(AO) is
structural and its structural constants are given by the following equalities:

1
'7(r1, ... ,r,,)= l( )' ( )"

8}. 82 - 81 •••• 81 - 81-1 •

if r1 = ... = T"l < r"l+l = ... = T"2 < ... < r"'_1+1 - ... = T", ,where
1 ~ 8} < 82 < ... < 81 = 8, and

'7(rt, ... , r,,) = 0

otherwise, Le. if Tl ~ r2 ~ ... ~ T" is not true.

Proposition. A collection oE constants '7(rt, ... , r,,) E IFp , wbere Tl, •.. r. E Q+(p),
1 ~ 8 < p, is a collection of structural constants Hf:

(1) for any r1 E Q+ (p), '7(r1) = 1;
(2) if 81,82 are natural numbers such that 8 = 81 + 82 < P tben

'7(rb ... r"l )'7(r"l+b ... , r",) = L 7J(T17(l), ... , T17("2»)'

17EP,1."

where P"l ."2 is the subset ofpermutations oforder 82 such that 0'(i) < O'(j),
where 1 ~ i < j ~ 81 or 81 + 1 ~ i < j ~ 82.

Proof. It follows from the fact that in the coalgebra A ° we have:

We a.",ume until the end 0/ thü paper, that ...ome Jtructural element eO and itJ
... tructural con...tantJ '7(rt, ... , r,,), where 1 ~ s < p, Tl, ... , r" E Q+(p), are jixed.

3.2. Let K"ep be any fixed separable closure of K, r = rK = Gal(K"ep/K).
For any natural number N we consider the extension K N = K (tN) c K .ep,

N
where t~ -1 = t. The system of these fields KN is an inductive system of th~

subfields in K aep and limKN = Ktr is the maximal tamely ramified extension of
-J.

N
K. Now K aep can be considered as a maximal p-extension of K tr . Its Galois group
I = Gal(Kaep / K tr ) is called the subgroup of higher ramification of r and as was
mentioned earlier is a free pro-p-group.

In order to apply the construction of n.2.3 we can assume that elements tN E
K tr , N ~ 1, satisfy the following condition: for any natural numbers Nt, N2 such

1+ N,+ + (I-I)N2
that N2 1N1 we have: tN, = t NI

P ... p , where NI = IN2 •

Let Q+(p) be the set defined in 0.3.1. Obviously, every r E Q+(p) can be written
in tbe form T = pN

m
_1 witb sorne natural numbers m, N, where (m,p) = 1. We use

this fact to define t r := tNfor T E Q+(p). It is easy to see that this definition does
not depend on the above choice of m and N.
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Now consider the vector space

v = ffi ktr C K tr
rEQ+(p)

over IFp , then V +(F-id)Ktr = K tr and Vn(F-id)Ktr = 0, where F: K --+ K
is the absolute Frobenius endomorphism of K. Let {Wi}iEI be sorne basis of k over
IFp , then

is an Fp-basis of V. As earlier we consider the dual vector space

V· = Hom(V,Fp ) = rr Hom(k, Fp)r

rEQ+(p)

for V and the profinite free Lie algebra .c with the IFp-module of free generators
V·.

Let
EO = 1 +L q(rl' ... , r,,)V;l ...D;.

be a representative of a fixed structural element eO(c.f. 3.1). We write EO =
EO( {V;}rEQ+(p») ifwe want to consider EO as a function ofvariables V;, r E Q+(p).

Consider the element

E = EO({L WitrDi,r}rEQ+(p»)
iEI

of AKt,. = A ~ K tr , where A is an f.a.b. related to 1:" and

is a basis of V· dual to basis

of V.
It is clear that E does not depend on the choice of basis {Wj li E I} of k over

IFp , e = E mod Jp(A Kc ,.) E GKc,.(p - 1) and

E= 1+
l~"<p

it ""li. EI
rl , ... ,r. EQ+(p)

...... IPC (/) .
3.3. Let K = K"ep P • As earlier we have:
3.3a. The .Jet

......
generate.J an I ·invariant Fp ·.Jubmodule M in K. Thi.J .Jet i.J linearly independent
ouer K tr (there/ore, thi.J .Jet i.J F p .ba3i.J 0/ M).
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3.3b. The element3 Titrl ... i,r" where i l , ... , i" E I, Tl, ... , T 6 E Q+(p), 1 ~ s < p,
3ati3fy the relation3

3.3c. The Lie algebra [, act3 on M and thi" action LF: [, ---+ EndM ü given
on it3 generator3 Di,r, i E I, r E Q+(p) by the relation

3.3d. FOT any TEl theTe exi"t3 Ir E [" uniquely defined modulo Cp ([,), 3uch
that TIM = e:x-jJLF{lT).

As earlier we define Til rl ... i, r, = T( Wi 1 , Tl, ... , Wi" T.!II) for all i b ... , i" E I,
Tl, .•. , T" E Q+(p), 1 ~ s < p and define elements T( 0'1, rl, ... ,0'", T,,) E M for any
0'1, ... ,0'" E k by multilinearity. We have:

for any O'b ••• , 0'" E k, TI, ••• , T" E Q+(p):
3.3e.

T(O'I,TI, ••• ,00",r,,)P = T(O'I,TI, ,O'",r.!ll)+

+T(O'I, Tl, ... ,0',,-1, T,,-l )O'"tr, 7](T,,) + ... + O't O'"trl + ...+r, 7](rl, ... , r,,)

3.3f. 1/ D = (D(r))rEQ+(p) E V· = n H om(k, Fp)r
rEQ+(p)

then

Remark.
We obtain a similar descriptioo for part of the maximal p-extension of K if

everywhere we replace K tr by K and Q+(p) by Z+(p) = {n E N!(n,p) = 1}.

4.The "ramification" filtration of the Lie algebra [,.

Let [, be the profinite free Lie algebra over Irp defined in 0.2.3 and l = ['/Cp([,),

where Cp ([,) is the ideal of [, generated by al1 commutators of length p. We define
in this section a decreasing filtration {l(v)}v>o of l by its ideals l (v), where
v E Q, v > O. This filtration will be related to the ramification filtration of the
Gal(Kaep / K) in n.7 below. We use the notation of n.3.

4.1. Let V = ffi ktr C K tr be the vector space over Fp frorn n.2.4. For
rEQ+(p)

any finite subset R in Q+(p) and natural number N we introduce the vector space
VR N = ffi IFqt r over IFp , where q = pN. Obviously, each VR N can be identified

I rER I

with a subspace in V and V = ~VR,N. Let LR,N be a free Lie algebra over IFp
R,N

with an Fp-module of free generators VR,N = Hom(VR,N , IFp ). Then {[,R,N} R,N is
a projective system and lim.cR N = L, where.c is the free profinite Lie algebra over

~ ,
R,N

IFp from n.2.4. We set also 'iR,N = [,R,N/Cp(LR,N). It is clear that ~'iR,N = l.
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4.~. The elementJ D),(rI,O,r2,m2' ... ,r",m,,) 0/ .eR,N.
Let N ~ 1, q = pN. Then

Hom(IFq,IFp) C Hom(JFq 0 Fq,Fq) = E9 Homn(Fq,Fq)
nmodN

where Homn(Fq,IFq) consists oI all additive morphisms cp : Fq ---+ Fq such that
cp(o) = opft c,o(l) for any 0 E Fq. Now any I E Hom(Fq,IFp ) can be identified with
the surn L: In where al1 In E Homn(Fq , Fq ) and the conjugacy condition

n mod N
In+l = I~ holds for all nmod N. We note that for any I E Hom(IFq,Fp ) there
exists a unique ßf E IFq such that 1(0) = Trpf/Fp(oßf) for any 0 E Fq • It is easy

to see that in the above decomposition f = L: In, we have In(1) = ß~n.
n

In the same way we can consider tensors FEHom(IF?" , IFp) where S IS any
natural number. Such an F may be identified with the SUffi

L Fnl ...n,
a.ll nj mod N

where
Fnl ...n, E Homnl .... ,n,(JE1",Fq )

and Homnl ,... ,n, (lF~" , IFq) is a group of multilinear mappings such that

Fnl ...n, (oI, ... ,0,,) = oi
nl

...o~n, Fnl ...n, (1, ... , 1)

for all 0i E IFq and the conjugation conditions F!:l ...n, = Fnl+1,... ,n,+1 hold. If F =
. pnl pn,

11 ® ... ® I" for li E Hom(Fq,IFp ), 1 ~ ~ ~ s, then Fnl ...n,(1, ... , 1) = ßf1 •••ßf , •

Let ,\ E IFq and m~, ... ,m~ be any integers such that 0 ~ m~, ... ,m~ < N. We
shall use the same notation for their residues mod N. Using the above considera­
tions we introduce a tensor

F),(mi, ... , m:) E Hom(JE1", Fp )

defined by the following conditions:

F),(m;, ... , m:)o,m;J... ,m: (1, ... ,1) = ,\

and
F),(mi, ... , m;)O,m2, ... ,m, = 0

for any residues m2, ... , m" mod N such that (m2' ... , m,,) =F (m2,... ,m~).
The above tensor can be expressed as a sum of elementary tensors

F),(mi, ... , m:)= L fli 0 ... 0 I"i
i

where all j,i E H om(Fq, Fp). If R is some finite subset of Q+ (p), rl,"" r" E R, we
use the above expression to define the element D),(rl , 0, r2 , m; , ... , r", m ~) of .eR,N
by the following equality:

D),(rl' 0, r2, m;, ... , r", m:) = L(·.. (Dr1.Ju, D r2 .J2i]' ... , Dr, ,f,J
i

It is dear that this element does not depend on the above chosen expression of
F),(m;, ... ,m~) as a SUffi of elementary tensors.
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4.3. The cOn.Jtant" ~(r}, n}, ... , r", n,,).
For a natural number 8 < P and r}, ... , r" E Q+(p) we have the structural con­

stants 77(r}, ... ,r,,) E Fp from n.3.1. We set:

~(rl, ... ,r,,):= 77(r", ... ,Tl)

Consider the collection (rl' ml, r2, m2, ... , r", m.), where 8 < p, rl, ... , r" E Q+(p),
m}, ... , m" are nOIUlegative integers. We set

if ml = ... = m"l < rn"l+l = ... = m"2 < ... < m.,_ t = ... = m"1 for 1 ~ 81 < ... <
SI = s, and

otherwise, i.e. if ffit ~ rn2 ~ ... ~ rn" is not true.

4.4. Definition 0/ a filtration {l(v)}v>o.
Let R C Q+(p) be a finite subset, N 2: 1, q = pN. For any ;0 E Q, ;0 > 0,

A E Irq we define an element J="R,N (;0, A) E r. R,N by the eqUMty:

L
l~,,<p

Tl,.",T. ER
0~m2,.",m.<N

Tl +p~2 +...+p;',t. =1'0

It is clear !rom the definition of the constants ~(rl' 0, r2, m2, ... , r", m,,) that
among all possible presentations of;a in the form

only the ordered ones are important.
Let Va E Q, Vo > °.We define the ideals l~,o~ of the Lie algebra 'iR,N as the

ideals generated by all J="R,N(;o,A)modCp(.cR,N) where ;a 2: Vo and A E Irq,
q = pN. _

It is clear that these ideals give a decreasing filtration in LR,!!. We w~t to use
them to define the "ramification" filtration of the Lie algebra L = lim LRN. But

+-- '

apriori it is not clear that for any fixed Vo E Q a system of ideals {zc.;0~} can,
be included in a projective system {'iR,N}. The following proposition provides us
with this property.

Proposition. For any finite subset R C Q+(p) and Va E IR, Va > 0 tbere exists a
natural nlUDber No(R, va) such that the connecting morphisms
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of a projective system {iR,N} induce for N2 ;::: N(R, vo) epimorphisms

The proof of this proposition will be given in n.5 below.
We use this proposition in order to set

l(vo) = limC vo )
+-- R,N
R,N

for any vo E Q, Vo > O.

5. Proof of proposition n.4.4.

Let R be some finite set in Q+ (p), N ;::: 1, k = Fp. It is clear that it is sufficient

to prove the proposition for ideals C;,o~ ~ k in a projective system {lR,N ~ k} R,N
of Lie algebras over k.

5.1. Let q = pN.

Lemma. There exist two IFp-bases {ai}lSiSN and {ßi}lSiSN ofFq such that for
any natural number n we have

L ßr"ai =6(n,0),
lSiSN

where 6(n, 0) = 1 if n =0 mod N, and 6(n, 0) =°otherwise.

Proof. Let 0'0 E IFq be such that the elements of {a~i }O:5 i <N give a (n?nnal) basis

of Fq over f p • It is easy to see that the basis {ai}l:5iSN, where ai = af, 1 ::; i ::; N,
and its dual basis {ßdlSiSN satisfy the requirements of our lemma.

Let {a.}l<i<N and {ßi}l<i<N be some bases from the above lemma. We can
construct a b-asis {!i}lSiSN ~fHom(IFq,IFp)by taking fi E Hom(Fq,Fp) such that
!i(0') = TrF,/F, (aß.) for every 0' E Fq' Then for any r E R and 0 ::; n < N we
define the elements

"" p"Dr,n = L.J ai Dr,fi E !R,N ® k.

It is eIear that the family {Dr,n}rER,OSn<N can be taken as a system of free gen­
erators of the Lie algebra .cR,N 0 k over k.

Now the tensors FA(m2 ,... ,m:) from n.2 can be writ ten- in the following form

Therefore,
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-where n + fi, are residues of n +fi, from [0, N). Introduee for "'(0 E Q, "'(0 > °and°~ n < N the elements of L.R,N ® k:

:FR,N("'(O,n) =

(_1)"+1 {rli](rl,0,r2,m2, ... ,r"fi.)[... [Drl n,D --+ ], ... ,D --+ l}., r2,n m2 r. ,n m.
l~,,<p

rl, ,r. ER
0~m2, ,m. <N

rl+~+"'+~="J'o

It follows from the equality

:FR,N ("'(0 , ),) = L ),pn :FR,N ("'(0 , n),
O~n<N

where), E IFq , that the ideall~,o~® k is generated by

for all "'(0 ~ Vo and °~ n < N.
5.2. In order to write the generators :FR,N("'(0, n) in a more symmetrie form we

would like to change some notation.
For every integer n such that °~ n < N we shall use the same symbol when

it is eonsidered as its residue modulo N. For every eolleetion n}, ... , n" of integers
from [0, N) we define integers nij, where 1 ~ i,j ~ s, by eonditions: nij =ni - nj

mod N, nij E [0, N).
We also want to use other notation for the eonstants ij (rl , ml , r2 , ffi2, ... , r, , m,),

introdueed in n.4.3. For every eolleetion (r], nl, ... , r. , n.), where rl, ... , r" E R and
all the ni are residues modulo N, we set

Remark. These constants ij(rl, nl, ... , r", n,,) refleet the idea of "circular" ordering
of residues ni mod N eonsidered as lying on unit circle via the map:

nmodN ~ e~ E {z E C Ilzi = I}.

Now the generators :FR,N(;0, nl) ean be written in the following form:

5.3. We want to investigate the presentations of any given "'( E Q in the form
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where TI, ... , T" E Q+(p), m2, ... , m. E N n {O}.
As usual R is a finite subset of Q+(p). For any rational, > 0 and integer s ~ 0

consider the set
M-y,,,(R) =

{( ) " .-11 T2 T" }= Tl , ... , T,,; m2, ... , m" E R x Z 0 ::; m2 ::; ... ::; m"" = Tl + pm 2 +... + pm. .

The elements of M-Yt.(R) will be called the decompositions of,.

Lemma. M-y,,,(R) is finite.

Proof. We use induction on s. For s = 1 it is evident. Let s > 1 and let the subset
M-y,,, (Tl ,m2) C M-Yt" = M-Yt,,(R) consists of decompositions (TI, ... , T,,; m2, ... , m,,)
with fixed values of Tl and m2' The mapping (Tl, ... , T.; m2, ... , m,,) 1-+ (T2, ... , T,,; ma­
m2, ... , m. - m2) defines a one-to-one correspondence

R is finite, hence there exists a natural number Na such that for every m2 > Na,
M(-y-rdp m 2,"-1 = 0. Therefore,

is a finite union of finite sets. The Lemma is proved.

It follows now that the set M-y(R) = UI~,,<pM-Yt,,(T) of all presentations of, in
the form Tl +T2/pm2 + ...+T,,/pm., where s < p, Tl, ... , T" E Rand 0 ~ m2 ~ ... ~ m"
is finite.

5.3.2. Now we fix a rational number Va > 0 and a finite set R C Q+(p). Let
, E Q" > O.

Definition.

Definition. A decomposition (Tb"" T,,; m2, ... , m,,) E M-y(R) is (va, R)-bad if
, ~ va and for all 1 ~ t ~ s and numbers

the following implication is true:
ij,; ~ va then N(R"D ~ m,,-t+l, i.e. there exyu a decompo.Jition

.Juck that n~, ~ m,,-t+l (by definition ml = 1).

The following properties are the immediate consequences of this definition:
a) A decomposition , = Tb where Tl E R, Tl ~ va, is (va, R)-bad;
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b) H (rl' ... , r,,; m2, ... , m,,) E M-y(R) ancl l-r,,/pn. < Vo then this clecomposition
of ')' is (va, R)-bad;

c) H (rl' ... , r,,; m2, , m,,) E M"'(R) is (va, R)-bad and ')'~ = ')' - r,,/pm. ~ Va

then (rt, ... ,r,,-1;m2, ,m,,-1) E M"'(;(R) is also (vo,R)-bad;
d) We obtain from b) and c) that if ')' ~ Va and (rI, ... , r.; m:z, ... , m,,) E M"'(R)

is not (va, R)-bad then there exists the unique index 81 < 8 such that the de-
compositions (rI, ... , r,,-l; m2, ... , m,,-l) E M-ri (R), ,(rl, ... , r"l +1; m2, ... , m"1+1) E
M.J (R) are not (vo, R)-bad and (rI, ... , r. 1 ; m:z, , m"1) E M.J (R) is (va, R)-

-1'-'1+1 "-'1
bad. So, ')'''-.1 ~ Vo and N(R, ')'''-''1) < m"1+1 ~ ... ~ m".

DefinitioD. A rational number ')' will be called (Vo , R)-bad if there exists a (Vo , R)·
bad decomposition (Tl, ... , r"j m2, ... , m,,) E M"'(R).

Definition. For any natural number N we set

M"'(R,N) = {(rI, ... ,r.;m2, ... ,m,,) E M"'(R)lm" < N}

We obtain easily from d):
e) For any given rational number 1'0 and natural number N there exists a finite

set J, (va, R)-bad numbers ')'(0), and collections

r<0) = (r~o), ...,r~:);m~o), ...,m~:»),

h J (0) (0) R cl 0 (0) (0). 1:"
W ere a E ,ta< p, r l , ... , r ta E , an ~ m l ~ ... ~ m ta are lutegers. rOr
these given data we have:

el) N(R, 1'(0») < m~o) for any a E J;
e2) If for Q' E J, Mo is the set of al1 decompositions of the form

(
(0) (a) (0) (0»)rl, .. ·,ra1 ,Tl , ... ,Tta jm2, ... ,m"1,ml , ... ,fi ta ,

where (Tl' ... , r"1; m2, ... , m"l) E M..,,<a)(R) and 81 + t o < p, then

Mo C M"'(o(R,N);

e3) For any 0'1,0'2 E J,O'l =F 0'2 we have

MOl n M 02 = 0;
e4) U Mo = M,o(R,N).

oEJ

5.3.3.Lemma. For any finite subset R c Q+(p) and a rational number Va > 0 the
set oE a11 (vo, R)-bad numbers is finite.

Proof. By n.5.3.1 it is sufficient to prove·the finiteness of the set of all (vo,R)-bad
decompositions.

For any decomposition 7t" = (Tl, ... , Taj m2, ... , m,,) E M"'(R) we define

mo('rr) = max{tl1'; ~ vo}

if this set is not empty and mo(1r) = 0 otherwise, where numbers 1'; are taken from
the definition of a (va, R)-bad decomposition.

Now we take any (va, R)-bad decomposition 1r = (Tl, ... , r"j m2, ... , m,,) E M"'(R)
and use an induction on mo(1r).

H ma(1r) = 0 then
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Lemma. There exists 8 = 8(R, vo) > 0 such tbat

. ( Tl Tl )8 = mtn{X = Vo - -- +... + - 11< p,Tb ... ,Tl E R,mb ... ,m" 2:: O,X > O}pm 1 pm l

Proof. It is obvious.

We have r,,/pm. ?: 8 from this lemma, so m" can only rWl through a finite set of
values. So there exists only a finite number of (vo, R)-bad decompositions 71" with
mO(7I") =0.

Now let 71" = (rl, ... , r,,; ffi2, ... , m,,) be a (vo, R)-had decomposition a.nd suppose
that our proposition is proved for all (vo, R)-bad decompositions 71"' with mo( 71"') <
mo,where mo= mo( 71") ?: 1. ~y property 5.3.2c), 71"1 = (rl, ... , T ,,-1 jm2, ... , m.-l) is
(vo, R)-bad. By the inductive assumption, such decompositions create only a finite
set and we can take

N* = max{N(i',R)lthere exists (vo,R)-bad 71"1 E M-y'(R) such that mO(7I"1) < m~}

We have m. ~ N* because 71" is (vo,R)-bad. Again, there is only a finite num­
her of decompositions (Tl, ... , r,,; m2, ... , m,,) such that s < p and m" ~ N*. The
proposition is proved.

5.3.4. Let

No(R, vo) = max{N(R, i) I i ia (vo, R)-bad } + 1.

Lemma. Let N ~ No(R, vo). Tben an ideall!;°~ 0 k is generated byelements
:FR,N(i,n) mod Cp(-CR,N 0 k), wbere 0 ~ n < N'and i is (vo,R)-bad.

Proof. As was shown in 5.1, l!;,o~ 0 k ia generated hy elements

-where io ~ vo,O ~ n < N,7I" = (rl, ... ,r"jm2, ... ,m.s) and, for 2 ~ i ~ s, n+mi
are the representatives of (n + mi)modN in [O,N).

Now we apply property 5.3.2e). From the definition of the constants r, (c.f. 0.4.3)
and ij (c.f. 0.5.2), for any decompositioo

(
(0) (0) (0) (Q») Mrl,···,T"1,rl , ... ,T ta j m 2, .. ·,ffi"1,ml , ... ,mta E Q

we have
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Then the decomposition n Ma = M-yo(R, N) gives the following equality:
aEJ

"'( l)to -( (a) (a) (a) (a») [ [:F «a) ') D ] D .]
~ - Tl r t ,mt , ... ,rto,rn to ••• R,N, ,n, (o)~) , ••• , (o)~)

r l ,n+m l r. ,n+m.aEJ '0 '0

modulo Cp(L,R,N 0 k).
This equality proves our lemma.
In order to finish the proof of proposition n.4 we need only state the following:- -Lemma. Let N2 ~ No(R,vo),N2 INt and 8Nl ,N2 : L,R,Nl ® k ~ L,R,N2 ® k be

connecting morphisms oE a projective system {J:.~,N ® k}. H ,0 is (va, R)-bad and
0:::; n < Nt then

where n=nmodN2 and 0:::; n < N 2 .

Proof. This follows from the equality M-yo(R) - M-yo(R,N) for any (vo,R)-bad
number ,0 and N 2: No{R, va).

The proposition of n.4 is proved.

6. Some standard facts about ramiftcatioD ftltrations.

Let K be a loeal eomplete discrete valuation field with perfeet residue field k of
characteristie p > O. For a simplicity we suppose k to be algebraically closed. We
denote a separable closure of K by K lJep and r = Gal(KlIeP / K) will be the absolute
Galois group of K.

6.1. Definition 0/ a ramification filtration, [5eS},[De}.
Let L be a finite Galois extension of K, r L / K = Gal{L/K), VL be a valuation

of L such that VL{1r) = 1, where 1r is any unifornllser of L. For any real number
x ~ 0 we set

rL/K,x = {r E r L/K I vL(r1r - 1r) ~ X+ I}

Then all rL/K,x are normal subgroups of rL/K. Because k is algebraically closed
rL/K,D = r L/ K. So we have a ramification filtration of r L/ K in lower numbering.

Let

tPL/K(X) = l z
[rL/ K : rL/K,z)-ldx

be the Herbrandt function. The relation rL/K,x = r~vJK' where v = tPL/K(X) for

x > 0, gives the ramification filtration {ri,vJK }v~o of r L/K in upper numbering.
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Now for every tower of Galois extensions LI :> L 2 :> K the natural epimorphism
r r . . hi r(v) r(v) r > 0 H .L1/K~ L3/K gIves an epImorp sm Ll/K --+ L3/K lor every v _ . ence It

is possible to define a ramification filtration {r~)}v>o of the absolute Galois group
r K by the equality:

r (v) limr(v) r 0
K = +-- L / K' lor any v > .

L

The ramification filtration of any separable extension of K may be defined in
the same way. So we have:

(1) a decreasing filtration {r~)}v~o of normal subgroups in rK, such that

r~) = rK, n r~) = {e};
v>o

(2) for every separable extension LIK with the Galois group rL / K , a natural

morphism r K ~ r L/K gives an epimorphism r~) ~ r~}K for every
v ;::: 0; .

(3) 1= U r~) is a pro-Jrgroup and K!ep = K tr is the maximal tamely rarnified
1'>0

extension of K.

6.2. Let LIK be arbitrary finite separable extension. A number v(LIK) is called
the largejt upper ramification number of LIK if the following implication is true:

r~) actj triviallyon L {::} v > v(LIK)
The existence of v(LIK) follows frorn the left-continuty of the ramification fil­

tration.
The above definition of the Herbrandt function was given in the case that LIK

is a Galois extension. Deligne, [De], extended this definition to the case of arbitrary
finite separable extensions. We have the following properties:

(1) tPL/K(X) is a piecewise·linear convex function;
(2) if (a,tPL/K(a» is the last vertex of the graph of tPL/K, then v(LIK) ­

tPL/K(a);
(3) if K c L C LI is a tower of finite separable extensions then

(for the Galois extensions c.f.[Se3], for general case c.f.[De]).

6.3.We say that LIK has the unique ramification number Yo, if (Yo, tPL/K(YO»
is the unique vertex of the graph of rPL/K(X), In this case:

{

X,

tPL/K(X) = ~ +
lL:KJ Yo,

far 0 ~ x ~ Yo

far x ;::: Yo

It is clear that here Yo = v(L/K).

Lemma. Let charK = p > 0, N E N, q = pN and r- E Q+(p) be such tbat
r-(q - 1) E N. Then tbere exists an extension K' oI K such tbat

(1) [K I : K] = q;
(2) K' IK has the unique ramification number r-.
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Proof·
Let r- = q~l' where m E N, (m,p) = 1. Choose some t E K, such that t- l is an

uniformiser of K. Consider extensions

K C K N C Kkr

where K N = K(tN), t~-l = t and K N= KN(TN ), where Tq - T = t'N. H rN =
Gal(K NIK) and r' = Gal(K NIK), then the natural epimorphism r' -+ r has
a section 8 : r -+ r'. It is eMy to see that the field K' = K,;;(rN

) satisfles the
conclusion of the lemma.

Remark. We can choose T in a such a way that K' = K(Tq-I).
From n.6.1.2 we obtain the following properties.

(1) Let K C Ko C K I C ... C K n = L be a tower of finite separable extensions
such that KolK is tamely ramified (we write eo = [Ko : K)) and for any
1 ::; t ::; n, K'+l IK t is the Galois extension with unique ramification number
Xt > O. H Xl ::; X2 ~ ... ~ X n then

1 ( X2 - Xl X n - Xn-l )
v(KnlK) =~ Xl + [KI : Ko] + ... + [K

n
- l : Ko]

(2) Let K C LI C L 2 be a tower of finite separable extensions, LI IK has the
unique ramification number Yo and v(L 21LI) = VI' Then

{
VI - Yo }

v(L 2 IK) = max Yo, [L: K] + Yo

6.4. The following example will be useful in n.7 below.

Example. Let charK =p and t E K be such that t- I is uniformiser of K.

(1) Let r E Q+(p),N E N,q = pN, 0: E k\{O} and L = Ktr(T), where TP-T =
otr . Then v(LIK) = r.

(2) Let A = L: cyrt r E K, where Or E k and almost all are equal to O. H
rEQ+(p)

LA = K(T), where TP - T = A, then

V(LAIK) = max{r I Qr # O}.

(3) We have also a slight generalisation of (2):
let

N ;::: 1, q = pN, B = 2: cyr,ntrp" ,

rEQ+(p)
0'5n<N

where or,n E k and aImost all are equal to O. Then for LB = K(T), where
Tq-T=B,wehave:

V(LBIK) = max{r I or,n # 0 for some 0 ::; n < N }.
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7. The main theorem.

Let K be a eomplete loeal diserete valuation Held of eharaeteristie p > 0, with
residue field k ~ Fp . AB before, let r = Gal(Kaep / K) and {r(v)}v>o be the
ramifieation filtration of r. H I is the subgroup of higher ramifieation we set
r = r I IPCp(I) and denote by {r(v)}v>o the image of the ramifieation filtration of
r in r. We also fix t E K such that t-1 is uniformiser of K.

Let eo be struetural element from n.3.1 and let J1(rl, ... , r a ), where 1 ~ s < P,
r., ... , r a E Q+(p), be its struetural constants.

Let L, be a profree Lie Fp-algebra !rom n.3.2, l = ['/Op([.) and let A be an f.a.b.
related to [.. Then the (p - 1)-diagonal element e E Gl.,Ktr (p - 1), which has the
representative element of the form

E = 1+ L '7( r1, ... , r a)wit .. ·wi, trt+...+r, D it ,rt ...D i , ,r,

rt ,.",r, EQ+(p)
it,,,.,i,EI

(e.f. n.3.2), determines a conjugaey dass of isomorphisms of the groups I =
lllPCp(l) and Gl.,FJl(p - 1). We fix one of them by fixing f E Ge.,KuJl(p - 1)
BUch that f{p) = Je, (c.f. n.1). We use this isomorphism below for the identifiea­
tion of the groups I and Ge.,Fp (p - 1).

Under this assumption we have the one·to-one mapping

For any positive rational number v > 0 we set l(v) = exp-1 (1'(V»). Then l(v)
is the ideal of the Lie algebra l. So, we have a decreasing filtration of the ideals
l(v) in l.

Theorem. The :filtration {Z(v)}v>o of l, defined in n.4, coincide with tbe above
filtration {l(v)} v>o .

Proof·

7.1. Cha~cteri"tic propertieJ.
Let J c [. be auy ideal and let AJ be an f.a.b. over Fp related to the Lie algebra

E/J. It is dear that the quotient morphism [. --t E/J gives a morphism of f.R.b.
objects A --t A J • For any field L of characteristic p we also have the surjective
homomorphism of groups

Let e J be the image of e under the homomorphism

and let f J be the image of J under the homomorphism
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We have: I)p) = IJeJ, IJ determines an identification of the groups I/exp(J)
and GEIJ F (p - 1) and this identification agrees in the obvious sense with the above

, p

identification of I and Gt,.,Fp(P - 1) defined by I.
Let Kp-l (eJ) be the field of definition of I J (c.f. n.1). The following proposition

follows immediately from the above construction.

7.1.1. Proposition. For any.2'0 E Q, Vo > 0, the ideal Z(vo) is the minimal
element in the set oI ideals Je!', such that the largest upper rami:6cation number
v(Kp_1(eJ)/K) oIthe extension K p_1(eJ)/K is less than Vo.

Let R be any finite subset in Q+(p), N E N and !'R,N be the Lie JFp-algebra from
n.4.1. Then !, = ~!'R,N and for any Vo E Q, v > 0, .c(vo) = ~.cR,N(VO)' where

.c(vo) is the inverse image of l(vo) under the quotient .c --+ l and .cR,N(vo) is the
image of .c(vo) under the projection !, --+ ~R, N •

Analogously, we define elements

. ,

such that e = lim eR N and I = lim IR N. We know that the field of definition
+- ' +- I

oI I is equal to K = K::pGp(I). Let KR,N be the field of definition of IR,N (in

the notation of 0.1.2.3 we have: K = Ke(p - 1) and KR,N = KeR.N(P - 1)), then

K =limKRN'
~ ,

For the corresponding ideals !'R,N(VO) of !'R,N we have the same minimal prop~
erty a.s in proposition 7.1.

For any 1 ~ S < P we denote by Ctt+1(!,R,N) the ideal of !'R,N generated by all
commutators of length ~ S + 1 and set !'R,N,II(VO) = !'R,N(VO) + C II+1(!,R,N).

We denote by KR,N,II the field oI definition oI

IR,N E GC.R,NIKup(S) C (AR,N 0 Kllep)mod J II+1 ,

where AR,N is an f.a.b. related to J:,R,N and J II+1 = J II+1(AR,N )0Kllep ' Obviously,
KR,N,II C KR,N and KR,N,II is the maximal Galois extension of K inside K R,N
having the higher ramification subgroup of dass nilpotency s.

For any ideal I such that CII+1(.CR,N) eIe J:,R,N denote by KR,N,II(I) the field
of definition of IR,N mod(IAR,N ® K llep + J II+1 ). As earlier, we have the following
proposition:

7.1.2. Proposition. J:,R,N,II(VO) is the minimal element in the set oIideals I, such
that CII+1(!'R,N) eIe J:,R,N and

v(KR,N,II(I)/K) < Vo·

7.2. Re3tatement of the main theorem.
Let R be a fixed finite subset in Q+(p). Let fJ = fJ(R, vo) > °be the minimum

of all positive values of the expression
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where 1 ~ 1< P, rl, ... , r, run over R and ml, ... , m, run over NU {O} (c.f. 5.3.3).
Choose N{R,vo) E N such that for any N 2: N{R,vo) there exists r* = r*{N) E

Q+(p) satisfying the following conditions:

(1) r*{q - 1) E N, where q = pN j

(2) r* < Voj

(3) r* > q-l-(pq-l)pNO (vo - 0), where No = No{R, vo) is the natural nwnber
from Prop. 4.4.

Now proposition 7.1.2 shows that the following proposition implies our theorem.

Proposition. FOT any N ~ N{R, vo), 1 ~ s < p, and ideal I such that

we have:

Remark.
Until the end of n.7 we use the following more simple new notation:
C~ for the ideal C~{l.R,N) of commutatora of length 2: s in l.R,Nl 1 ~ S ::; pj
A for an f.a.h. Al.R,N over IFp related to l.R,Ni
AL for an f.a.b. Al.R,N ® L, where L ia a field, charL = Pi
A~ep for Al.R,N lKup ;

J~ for J,,{Al.R,N ,Kup ), 1 ~ S ~ Pi
J~{O~ep) for the O~ep-submoduleJ,,{Al.R,N) ® Ollep in Al.R,N ,K.e,' where
1 ~ S ::; P and O~ep is the valuation ring of KlIepj

J~ for J,,{Al.R,N ,Kup ), 1 ::; S ::; pj
K" for the field KR,N,,, of definition of IR,N mod J~+}, 1 ::; S < p, c.f. n.7.1j
l.~{vo) for the ideall.R,N,lI{VO) from n.7.1;
KlI{vo) for the field KR.N,~{l.R,N,II{vo)),

7.9. Same identitie".
7.3.1. Let {Dr,n IrE R,O ::; n < N} be the system of generators of the Lie

k-algebra l.R,N ® k, which was introduced in 5.1. It is clear that the representative
E E AKt,. of eR,N E Gl.R,N,Kt,.{P -1) can be written in the form

E = 1 + L 7]{rI, ... , rll)t rt +...+r, Drt,o ...Dr"o.
l~~<p

rt , ... ,r, ER

Let F be the representative of I R,N, then we have:

pp) =FEmodJp •

7.3.2. Let E N = EE(p) ...E(pN-t). Then

l~~<p

rt , ,r, ER
O~nt , ,n, <N
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where the constants TJ (rl , nl , ... , r. , n IJ) are defined aB follows:

if nl = ... = n IJ1 < n 1J1 +1 = ... = n IJ2 < ... < n.,_1+1 = ... = n./, where 1 ~ SI <
S2 < ... < SI = S and

otherwise.

Remark. The constants TJ{rl, nl, ... , r., n lJ ) are obtained from the constants TJ{rl, ... , rlJ )
in the same way, as the constants rl(r}, n., ... , r., n.) were obtained from the con­
stants i]{rl, ... ,rlJ ) = TJ{r., ... ,rl) in n.4.3.

For q = pN and the above element EN we have the following equivalence:

7.3.4. Let

Eo = E -1 = L TJ(rl, ... ,rlJ)tr1+...+r'Dr1,O ...Drllo,
1~IJ<p

r1,.",r. ER

From the equivalence
pp) -:F =:FEo mod Jp,

we obtain
pq) -:F = L (:FEo)(pn) mod Jp.

O-:;n<N

7.4. The field K'.
Let N ~ N(R, vo), q = pN and r· E Q+(p) be some number, related to N in the

definition of N(R, vo).
We denote by K' the extension of K, which has the Herbranclt function of the

form:

(c.f. 6.3).

{

Xl

4>K'/K = r. + z-r·
q ,
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7.4.1. Lemma. There exists a t l E K' such that

(1) t I I is a uniformiser oE K';

(2) g b - ( I -r-(g-I))t = tleI, w ere el = exp -~tl .

Proof. It may be proved by Hensel's lemma from the explicit construction of the
field K', c.f. n.6.3.

It is clear that there exists (unique) isomorphism / of the fields K and K', which
ie the identity on their residue fields and sende t to tl. The following property of
the extension K' I K will be useful later.

7.4.2. Lemma. Let LIK and L' IK' be finite extensions such tbat tbere exists an
isomozpbism oE fjelds 9 : L --+ L' which prolongs /, i.e. glK = /. Then v(LIK)
and v(L' IK) are both < Vo or v(L' IK) < v(LIK).

Proof. It follows from the property (2) n.6.3.

7.4.3. The following property is related to a special choice of an r* and will be
useful below.

Let Mp-I(R) =

{
Tl T~ }= ,EQ1,=-+ ... +-,1~s<p, rI, ... ,rIJER, mI, ... ,mIJENU{O}pm! pm,

and let O~r = 0 K;,. be the valuation ring of the field K;r = KtrK'. Then we have
the following

Lemma. H, E Mp-I(R)" < Vo, then

Proof. This follows immediately from the condition (3) of 7.2.

7.5. Some identitie".
7.5.1. Let 1 ~ s < p, TI, , TIJ E R, 0 ~ nl, ... , nlJ < N. We use the constants

1](TI, n), ... , r lJ , n lJ ), 7j(rl' n), , rlJ, n lJ ) and ij(TI, nl, ... , TIJ , n lJ ), which were defined in
n.7.3.2, n.4:3, n.5.2, respectively.

We use the agreement about indices from n.5.2, i.e. for any natural numbers
nJ, ... , nlJ we denote by nij, where 1 ~ i,j ~ s, the reduced residue of ni - nj
modulo N, i.e. nij is uniquely defined by the conditions:

We have:

and

We introduce new constants 1]·(Tl, ni, ... ,T", n:), where 1 ~ s < p, Tl, ... , r~ E R,
nr, ...,n: E (O,N].
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Definition.

if ni = ... = n: t > n:t+1 = ... = n:.. > ... > n:,_t+1 = ... = n:" where 1 ~ SI <
S2 < ... < SI = S (we recall, that rj(rl' ... , T.. t ) = 1](r.. t , ••• , rl), c.f. n.4.3), and

otherwise, Le. if ni' ;::: ... ;::: n: is not true.

We have:

where nij are the residues modulo N of ni -nj from (0, N] (it is sufficient to remark
that for any i,j we have nij = N - nji).

7.5.2. For the constants 1](r., nl, ... , r .. , n .. ) we have the following analogue of
lemma 3.1.

Lemma. H SI, S2 are natural ntunbers such that S = SI + S2 < p, then

'l(TI, nl, ... r .. t , n" t )'1(r" t +1, n" t+1, ... , r .... , n .. 2) =L 1](ra (I), n 17(I), ... , T17("2)' n 17("2))'

17EP'1>' 2

where P" t ,"2 is the subset oE permutations oE order 82 such that 0'( i) < O'(j), where
1 ~ i < j ~ SI or SI + 1 ~ i < j ~ 09 2.

Proof. This follows from the fact that

1+
I~ .. <p

rt , ... ,r, ER
O~ntl···,n,<N

is the representative of a (p - l)-diagonal element.

Remark. The meaning of the right side of the above formula is very simple:
the collections of variables are numerated by all inclusions of the first set of

indices {1, ... , SI} into the second set {SI + 1, ... , S2}, which conserve the natural
orderings of these sets.

Remark. By the same reasoning the analogous statement ia true for the constants
rj(rl,nl, ... ,r.. ,n.. ) and 1]*(rl,ni, ... ,r.. ,n:).

7.5.3. Let S be any natural number.

Definition. A subset 4t .. of "connected" permutations of order 09 consists of all
one-to-one mappings 0' : {I, ... , s} ~ {I, ... ,s} such that for any 1 :S SI ~ S the
set {0'(1), ... , 0'(SI)} consists of SI sequential integers.
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Lemma. For any indeterminates D I , •.. , Da we have:

[... [Db D2 ], ... , Da} = L (_ly,-l(l)-l Der -l(I)Der-l(2) ...Der-l(a)·

a-E41 ,

PTOOf. It may be proved by some combinatorial arguments.

7.5.4. Let 1:$ s < p, rl, ... ,ra ER, 0:$ nl, ... ,na < N.

Definition. For 1 ~ t ~ s we set

B t ( rl, n1, ... , Ta, n a ) = L ?j(rer(l), n er(lb ... , Ta-(a), ncr(a»)'
a-E~,

a-(l)=t

Example.

B I (TI,n1, ,Ta,na) = f](r1,n1, ,Ta,n.!l)'

Ba(rl, nl, , Ta, n a ) = f](Ta, n a , , Tl, n1)'

Lemma. For any 10 E Q, 10 > 0 and natural number n* we have:

L TI?j(T1, n1, ... , Ta, na)[... [Drl ,n1' Dr'Jln2]' ... , D r , In,] =
r11".,r, ER

O~n2, ... ,n,<N
n1=n-

rl+~+"'+~='

=L
I <t<a r1 ,... ,r, ER

0~n1 ,,,.,nt-1 ,nt+l"",n,<N
nr=n-

p"11 +...+pli:, =,

PTOOf. This follows from lemma 7.5.3.

7.5.5.

Lemma.

wbere
ifnt = nt+b

otherwise.
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Proof. Let n, =f n'+l, then

B,(r1,n1, ... ,TI,n,) = L ij(r"n" ... ,T17(ib n17(i), ••• ,T17(I),n 17(I») =
17E~,

17(l)=t

= L '7·(T"n;" ... ,T17(i),n:(i)","')+ L '7·(r,+],n;+l",···,T17(i),n:(i)","') =
17E4-, 17E4-,

17(1)=' 17(1)='

(all summands of the second surn are equal to 0, because n;+l" < n;" = 0)

.(. .) .(. .)='7 T"nu ,···,T1,nl , '7 T'+l,n'+l",···,rl,n",

by the lemma and remarks of n.7.4.2.
The same arguments gives the proof in the case nt = n'+l.

7.5.6.

Definition.

for n, ~ ... ~ n .. ,

otherwise.

Exarnple.

Remark.

Lemma. H n'+l ~ n" 1~ t + 1, then

B;(r], n], ... , Tl, n,) + D(n" n,+I)B;+1 (rl, n], , Tl, n,) =

= ij(T" n" ... , Tl, nl )B;(T,+I, n,+l, , Tl, n,).

Proof. If n'+l ~ ... ~ n, is not true, then the both sides are equal to O.
If n'+l ~ ... ~ n" then for any t + 1 ~ u ~ 1we have nt,u = nt,t+l +n'+l,u or

(equivalently) n:,t = (n;+l" - N) + n:,'+l'
Therefore,

Now our lemma follows from lemma 7.5.5.

7.5.7.

39



Proposition. We bave tbe following identity:

wbere by definition '7(r",n", ... ,rt,nl)lne=...=n. is equal to '7(r",n", ... ,rl,nl)' if
nt = ... = n", and is equal to 0, otherwise.

Proof.

l~t ~tep. Let t = 1. Then in evident notation we must prove:

f1(8, ... , 1) - '7(8 - 1, ... , 1)71{8) + 71(8 - 2, ... , 1)71{8,8 - 1) + ...

+(-1)"'7(1)71(2, ... ,8) = (-1)"7j(8, ... , 1)lnl=...=n.

It follows from the lemma and remark of n.7.4.2 that the left-hand side of the
above equality is equal to

It follows from definition of the constants 71 (c.f. n.7.3.2 ), that

71(rl1 nh, ... , r", n u ) =1= 0 <=> nl = ... = n"

and, if nl = ... = n", then

End ~tep.

Let nh =1= nt+l,,,· If nta < nt+l,'" there is nothing to prove.
If nta > nt+l,., then we can apply lemma o. 7.5.6 :

B:(l, ... , 1) = ij(t, ... , l)B;(t + 1, ... , 1).

Therefore the left side of the identity is equal to

7j(t, ... ,1) [B;(t + 1, ... ,8) - B;(t + 1, ... ,8 - 1)1](s) + ... + (-1)·-t+1 71 {t + 1, ... ,8)] = 0,

by the first step.
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9rd "tep.
Let nt = nt+l. Then we can assume, that nt = nt+l "= ... = nt+l :/= nt+l+l.

By the 2nd step we have the assertion of our lemma, where t is replaced by t + 1.
Now we can apply lemma of n.7.5.6 and obtain the assertion of our lemma by sorne
induction arguments.

7.6. Consider the extension K' of K from n.7.4. We can assume, that K. ep is
chosen in such a way, that K c K' C K,ep. Then AK C AK , C A Kup and we use
these inclusions for the identification of AK' and AK .• ep .cp

On the other hand, consider the isomorphism f of the fields K and K' from
n.7.4.1. f can be extended to isomorphisms K,ep and K~ep, AK and AK" AKup

and AK~ep' respectively. The composition of the last isomorphism AK,..p --Jo AK,..p'
with the above identification of AK , and AK will be denoted by the same.ep .ep

symbol f.
The following facts are the obvious consequences of this definition.
(1) Let

(c.f. n.7.3), then

E' = f(E) = 1 + ""' 7](r r )t r1 +...+r. D D E A~ }, ... " 1 rl,O'" r.,O K;r'
l~,,<p

rl,,,.,r. ER

where K;r = K' K tr .
(2) Consider :F E A Kup from 0.7.3 and set f(F) = F', E~ = f(Eo) = E' - 1.

Then
:F'(p) =:F'E' mod Jp ,

1~'<p
rl,.",r. ER

O<nl,,,.,n. <N

F'(q) -:F' = L (F'E~)(pn)mod Jpo
0'5: n <N

(3) For 1 ~ s < p the field of definition of :F' mod J'+1 is equal to Kk N, =
f(KR,N,.). The field of definition of F' mod(.c,(vo)A,ep+ J,+I) equals to K;(v~) =
f(K,(vo)) - the maximal Galois extension of K' inside Kk N' which has the higher
ramification subgroup of class of nilpotency ~ s and upp~r ramification numbers
< Vo·

7.7. Inductive a,Mumption.
We use an induction on s· in order to prove the following statements for 1 ~

s· < p. Obviously, our theorem follows trom the following statement.

41



Proposition. Let 1 ~ s· < p. Then

(a) ,c•• (vo) = .c~o~ +C".+l j

(b) K•• {vo)K' = 'K~.{vo)j
(e) :F =.

= p(q) + X{s·) mod (.c.8. (vo )A"ep + L t-r•(p-,,) J,,{O.ep) + J".+I) ,

I~.'.·

where X{s·) =
pn t

_ L p.(pn
t ){-l)"+t+IB;{rt,nt, ... ,r",n,,) [t~(~+.. ·+;fttr){e~t -1)] x

l:S:;;t:S:;;":S:;;"·
rl ,.",r. ER

O:S:;;nl,,,.,n. <N

(we use the agreement about indices from n.7.5.1);
(d) A{s"')o =

= L L (_l)"+t Bt{rt, nt, ... , r", n,,) [t~(~+"'+ pw1. ) (ere _ 1)]:"
I :s:;;":s:;;,,. I ~t~"

O~nl, ,n.<N
rl , ,r. ER

is the element oE .c".{vo)A"ep + L:I~"~". t-r·(p-")J"{O,,ep) + J.·+ I ·
....::: ....:::

7.8. The ca"e s· = 1.
This case is very simple. We take an element :F in tbe form:

:F =1 + L Tr,nDr,n mod J2 •

rER
0'5 n <N

Then the equivalence (c.f. n. 7.3.4)

?q) -:F = L (:FEo)(pn) = L t
rpn

Dr,n mod J2

O'n<N O~n<N
rER

gives the equations

where r E R, 0 ~ n < N and we conclude from n.6.4, that 'cl (vo) @ k mod J2 is
generated by

{Dr,n I r ~ VO, 0 ~ n < N}.
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But this set is the set of generators of (f};,o~ ® k)modC2 ® k, c.f. n.5.1. So,

We have also
Eo= E~(q) + L trr(er - l)Dr,o mod J2 ,

rER

where E~ was defined in n.7.6. Let :F' E AK.., be the element from n.7.6, then the
identity from n.7.3.4 gives

pq)-:F= L E~pn)= L [(E~)(pn)t)-X(l)=
O~n<N O(n<N

[ ]

(q)= (F,)(q) - :r - X(l)(mod J2 ),

where
X(l) = - L [trr(er - 1)]P" Dr,n'

O~n<N
rER

We set

where y(q) - Y = A(l),
A(l) = L A(l)~p")

O~n<N

and
A(l)o = L [trr(er - 1)]q Dr,o.

rER

Oue may check that

Indeed, if r 2:: Vo , then Dr,o E .c1(vo) @ k, as was shown earlier. If r < va, then
qr-r· (9-1) -r·(p-1)o' ( f ) h ~t 1 E t 1 tr C•• n.7.4.3 ,t erelore,

The fact, that X(l) is defined over K', implies the equality K 1 (va )K' = Ki (va).

7.9. Same calculation.!.
Let So be such that 1 < So < P and assume, that our inductive assumption

(Prop. of 0.7.7) is valid for all 1 $ s· < So.
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7.9.1. Proposition. Let Eo be the element from n.7.3.4, then

Eo E .c"o-l(vo)A"ep + L t
r
·" J.(Oup) + J. o·

1~,,<,,0

Proof. We use the following Lemma:

Lemma. Let T E R, SI E N, 0 ~ n < N and T 2:: sIr·. Tben

where S = min{SI +1, So}.

Proof. By 7.7 (a) .c"o-I(VO) = .c~o~+C"o, so .c"0-I(vo)0kmodC"00k is generated
(as an ideal) by the elements .:F~,N("n), where 1 2:: vo,O ~ n < N (c.f. n.5).
Now we can apply induction on SI to show that, if r 2:: sIr*, then .:FR,N(r, n) =
Dr;nmodC" 0 k, where S = min{sl + 1,so}. The Lemma is proved.

Now the above Proposition can be proved as folIows. The expression for Eomod J"o
is a linear combination over Fp of the terms trl+ ...+r'Drl,o ...Dr"o, where 1 ~

I < So, Tb ..• , r, E R. We use induction on I to show that these terms are in

.c"0-1(vo)A"ep + ~1:5"<"0 t r·" J,,( O"ep).
H I = 1 and (SI + 1)r· > rl ;::: SI r· the above lemma gives

therefore,

Let I > 1 and (s + l)r· > Tl +... +r, 2:: sr·. By the inductive assumption we
have:

if (SI + l)r· > rl + ... + Tl-I 2:: SIr·, then

It follows from the above inequalities that r, 2:: (S - SI - l)r·, therefore,

and we obtain

As a corollary of the above Proposition we obtain the following equivalence:

.:FEo=(.:F'(q)+X(so-l))Eomod (.c"O-I(VO)Jl + L t-r·(p-")J"(O,,ep) + J"O+I) .
1~"~"0
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7.9.2. Calculation 0/ X(so - 1)Eo.
We write X(so - 1) in the following form: X(so - 1) =

For fixed m we have:

Eo =
m<8<m+80

r m +l,· .. ,r, ER

( )t9(rm+l +...+r,) r m+l r, D D ( d J )7J T m +l, ... , r 8 1 e1 ...e} r m+l,O... r"O mo 80'

This can be written in the following form:

Eo =
m<"<m+,,o

r m +l ,... ,r, ER
O~nm+l" ,,,,,n'-I,, <N

because

{
7J(rm+l, ... , r,,),

7J(Tm +l' n m +l,,,, ... , r", n u ) = 0,

Therefore,

X(so -l)Eo=

für n m +l = ... = n",
otherwise.

P *(pn h
) ( l)m+t+l B. ( ) ( )

- t r},nh,· .. ,r",nm " 7J r m +l,···,r" X

1 '(t'(m<"<,,o
O'(nh ,,,,,n, -1,' <N

n Jn +l" =, ..=n, -1" =0
rl,,,,,r, ER

pRh

[t
9(~+ .. ,+pftt;- ) ( rc _ 1)] r,+ lpRC+l" r,pR"

X 1 e1 e1 ••.e1 X

X D r1 ,nI" ...D r , ,n", (mod J"o+l)

(roultipIying X (So -1) by the component of Eo with index s we use indices n}", ... , n m "

in the expression of X(so - 1)).
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7.9.9. Calculation 0/ ~'(q) Eo.
We use the convention that the empty SUffi is equal to 1. Then

1~m<60
0<n1··· n _ t <N

r1 , ... ,r _ t ER

For fixed m we have:

and, as before, this may be written in a fonn:

Eo = E~(q) +

Therefore,

~,(q)Eo = (~'E~)(q)+

pn h

~ ,. ( )( )[q(~+ ...+?tr)]+ L...J ~ 1] Tl, nh, ... , Tm-I, n m -l,6 1] Tm+b nm+l,,e, •.. , T,e, n,e,,e t l
l~m~t~,e:S;;,eo

nl, , ...,nm_1,,~0
rt , ... ,r, ER

We remark, that

L 1](Tl' nh, ... , Tm-I, nm-l,.)lnll ,...,n,,"_ll,~o1](Tm,n m +l,,e, ... , T,e, n u ) =
1(m:S;;t

7.9.4. We can apply the identity of proposition n.7.5.7 to calculate the sum of
:F'(q) Eo and X Eo. We obtain:

l:S;;t:S;;,e~,eo

O:S;;nl,· .. ,n,<N
rl, ... ,r,ER

pnh

[tq(~+.. ·+ J3i;, ) ( rc _ 1)] rc+ tpn t + 1., r,pn"
X 1 el el •.. e l X

X D r1 nl •••D r n (mod J,eo+l)''.' " , I'
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Therefore,

where

1 :t:;;;t:t:;;;":s;;,,o
a:t:;;;nl ,••• ,n, <N

rt ,. __ ,r, ER
pn t, +n,

[
q(;Ktr+---+ pk1, ) (re)] rt+lpn t+1,,+n, r,pn,,+n,

X t 1 e1 - 1 e1 .. .e1 X

X D rt ,n~ ...D r , ,n, (mod J60+1 )'

7.10. Let Xl E A KIllP be such, that xiq
) -Xl = Al' Then the above calculation

gJves

F = :F'(q) + Xl mod (.c,,0-1(va)J1 + L t-r-(p-")J,,(Ou.p) + J"O+l) .
1 :t:;;;":t:;;;,,o

Let I be any ideal of the Lie algebra .c such that I :> C.o+1(.c). It is clear from
Proposition of n. 7.2, that .c"o(va) is the minimal element in the subset of such ideals
having the following property:

the field 0/ definition 0/ Fmod(IA"ep+J"o+l) ha~ the upper ramification number~

< VQ.

By induction we can assume that I:> (.c"0-1(Va)J1) n L..

Proposition. .c"o (va) is tbe minimal element in tbe set oE a1l ideals oE tbe Lie
algebra L. such that

(a) IA"ep :> L."0-I(VO)J1+ J"o+l;
(h) Held oE definition oE Xl mod(IA"ep + J"o+l) bas tbe upper ramifjcation Dum-

bers < VQ'

Pro0/.
It is clear that L."o(vQ) satisfies the condition (a) of the proposition.
Let I be an arbitrary ideal of L. satisfying (a). Let F = F'(q) + Y1. Then

The field of definition of Xl mod(IA"ep + J"o+l) has largest ramification numbers
< Va if and only if the field of definition of Y1 mod(IA"ep + J"o+l) has the largest
ramification numbers < Va. Let .c(I) be the field of definition of Y1mod(IA"ep +
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J.!IO+l) and K(I) be the field of definition of .Fmod(IA.!Iep + J.!Io+l)), then K'(I) :=
f(K(I)) will be the field of definition of .F' mod(IA.!Iep + J.!Io+l) (isomorphism / :
K.ep ---+ K~ep was defined in 0.7.6). The equality :F = :F'(q) + Y I gives K(I) C
K'(I)L(I) and L(I) c K(I)K'(I). So, our proposition follows from Lemma 7.4.2.

7.11. Some calculation3.
7.11.1. Let (c.f. n.7.7(c))

X(.sO) =
I :S;;t:S;;,,:S;;.!IO

O:S;;nl, ... ,n,<N
rl, .. ·,r,ER

This SUffi consists of all members of the above expression for AI which satisfy the
additional condition nt ~ n.!l'

Let Xl = X(.so) +X~, then

X~(q) -X~ = AI - (X(so)(q) -X(so)) = A;,

where Ai =

pnt+N

=L.F,·(pnt+N)(_l).!I+t+1 Bt(rl' n], ... , r.!l' n.!l) [t~(,;rr+ .. ·+ pR1. ) (e~t - 1)] x

1:S;;t:S;;":S;;.!IO
O:S;;nl ,... ,n, <N

rl , ,r, ER

It is easy to see that

where A(so)o is given by the formula in n.7.7(d) with ,s. = ,so.

Lemma.
.F'. - 1 E .c"o-l(vo)A"ep + L t~·.!1 J.!I(O.!lep) + J.!Io·

1:S;;.!I<"0

Proof. This follows from the equality .F'. = .F'(p) , the equivalence :F'(p) =.F'E' mod Jp
(c.f. n.7.6) and Proposition 7.9.1.

From this lemma and inductive assumption 7.7(d) it follows, that

L [pO(q) _lrm

A(so)~pm) E.c,0-I(VO)J1+ L CrO(p-')J,(O,.p) + J'o+1
O:S;;m<N 1:S;;.!I(.!Io
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A(,)o =

(we use, that A(So)o == A(So - 1)0 mod J"o), therefore,

A; = L A(so)~pm) mod (.c"O-I(VO)JI + L t-r·(p-,,) J"(O,,ep) + J"O+I) .
O~m<N I~"'''o

Let X;' E A"cp be such that

X~,(q) - X~' = L A(so)~pm).

O~m<N

Obviously,

X~' =X~ mod (.c"0-1 (va )JI + L t- r
• (p-,,) J.( O"ep) + J"O+I) .

I~,s~"o

and we have the following reduction:

Proposition. .c,so (va) is the minimal element in the set oE a11 ideals oE the Lie
algebra .c such that

(a) IA"ep ::> .c"o-I(VO)JI + J"o+l;
(b) fjeld oE definition oE X~' mod(IA,sep +J"o+l) has the upper ramilication num­

hers < va.

7.11.2. We remark, that Bt(rI,nl, ... ,r",n.) and D r1 ,nl' ... ,Dr"n, depend on
the residues of nl, ... , n" modulo N. We change indices in the above expression
of A(so)o. In every summand we introduce new indices: we use the index n,
instead of N - ntl = nit. Then Bt(rl, nl, ... , r", n.. ) = Bt(rl' nio ... , r", n:t ) goes to
Bt(rt, nl, ... , r", n .. ) and one can rewrite the expression for A(so)o in the following
fonn:

A(so)o = L A('1)0 [t~..,,]q ,
.."EQ

where

L
I~.~,so

O<nll"",n,~N
rll"",r, ER

p Nr2n l +...+,Nr.!n, =.."

(
rt l)pn t rt+ 1pnt+1 r,pn, D D

x e l - el ... el rl,nl··· r, ,n,'
7.11.3. For a positive rational number "y and a natural number n* such that

o < n· ~ N, we introduce the elements A..",n. oI A Ktr given by the following
expressIon:

A..",n· =

n·

[( rt 1) rt +1+".+rI 2 ]P D Dx el - el rl,nl... r, ,n,

(we use an abreviation n.l = n. - n, E [O,N) for 1 ~ I ~ s).
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Proposition.

Proof. For any collection (r], n], ... , r", n,,), where Tl, ... , r" E R,O < nl, ... , n" ~ N,
and index t, such that t ~ t2 , where nt2 = n* := maxint, ... , n,,}, nt2+1 =f n*, we
set

Remark.
H the index t 2 is not uniquely defined, theo all the A(l)(rl, nl, ... , r", n"j t) are

automatically equal to O.
From the definition of the constants B t ( rl , nt, ... , r.. ,n,,) (c.f. n.7.5.4) it follows

that

and, therefore,

A..... N=,0,

Let rl, ... , r" E R, nl, ... , n" E N. If n* = max{nt, ... , n .. L ni = n* for t l ~ i ~ t2
and ntl-l, nt2+1 =f n*, then we obtain the following identity from lemma 0.7.5.5 :

- L (-l)t'7*(rt-l,nt-I, ... ,Tt, n l)'7*(r"nt, ... ,r.,n,,) (e~t+...+rC2+1 -1).
l~t~t::l

For fixed index s, and any collection (r"+l' n,,+b , rj, nj) and an index u such
that s + 1 ~ u ~ U2, where n U2 = n* := max{n"+b , n .. }, n u2 +1 =f n*, we set
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Now the above identity means that

A"Y1,n· = 2: 2: (_1)6+u A(2)(ra+l' na+b ... , r., n,;; u)Dr.+1,n.+1···Dr"n,.
a+l~j~a+ao .+l'u~u~

O<n.+l, ,n,~n· nU~=n·

r.+1, ,r,ER n.. ~+l#n·
p~:t:t1 + +~="Yl

The coefficient of Dr1,nl ...Dr"n, in the expression of l: A"Yo,NA"Yl,n. is equal
"YO,"Y1

to the SUID l: Ct,", where
t<u

+A(1)(rb nb ... , rt+b nt+l; t)A(2)(rt+2' nt+2, ... , rj, nj; u) +...
... + A(1)(rl' nl, ... , ru-I, nu-I; t)A(2)(ru , n u , ... , rj, nj; U).

For U =J t 2 we have the following identity:

2: 7]*(rt 2+1 , nt2+I, ... , ra, n a)7]*(ru-l' nu-I, ... , r,,+l, na+l) = 0,
t2~a<u

c.f. 0.7.5.5. This means that Ct,u = 0, if t + 1 =f u.
Therefore,

2: A"Yo,NA"Yl,n· ­
"YO,"Yl

"YO +;N-:nr= "Y

Now we obtain, that

A"YtN +

51



Proeeeding in the same manner, we obtain our proposition.

7.11.4. Let

n-

B"n- L L(-1 ),,+tB t(rl , nt, ... , r", n,,) [( e~c - 1)e~c+t +...+r.] PDrt ,nt .•.Dr.,n.'
1~ .. ~,,0 l(t~"­nt= .. ·n.=n

rtl" .. ,r, ER
rt+···+ r ,="'(

C(2) -
"Y,n- - L

1("<"0
O<nt , ,n, <n-

rt , ,r, ER
~+"'+ph:.="Y

Hy the definition we set C~l~_ = C~2~_ = O., ,

Proposition.

A"Y,n- -
"Yt ,1'0 ,"Y2 EQ

"'(t +"Y0+"Y2=1'

Proof·
It is suffieient to remark, that
if rt, ... ,r" E R,nt, ... ,n" E N,ni = n· = max{nl, ... ,n,,} for t1 ~ t ~ t2 and

nt t -l, nt2+1 =f n·, then for t 1 ~ t ~ t2 we have:

7.11.5. Consider the expression for A"n- from n.7.11.3. Sinee

- - (_~t-r-(q-l») E lIl" [t-r-(q-l)]el - exp 1 rp 1
r·

we eRD present A"'(,n- as apower senes of variable t~r-(q-l):

A '" A () [ -r- (q-l)] mpn-
1',n- = L...t 1',n- m t 1

m~l
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The coefficients A"Y,n. (m), where 1 :s; m < p, depend only on the residue
n·

A,.,n. mod [t;-pr·(q-l)]P J1(Oaep). Therefore, they can be computed by means

of the following equivalences:

The same remark can be done for the coefE.cients B,.,n. (m), 1 :5 m < p, of the
expressIon

Proposition. Let 1 ::; m ::; p - 2. Then

L A"1,n·(1)A"2,n·(m) =(m + l)A,.,n·(m +1)-
"Y1,"Y2EQ
"1 +"2="

Proof·
We have: A..,.,n.(1) =

From the lemma of n.7.5.5 we obtain the following identity:

L (-l)tBt(rI,nt, ... ,ra,n,,)Tt =
t1 ~t~t2

L (-l)t 7J *(Tt, nt, ... , TI, nl )7J*(rt+'l' nt+b ... , r a , n,,)(rt1 +... + rt).

t1 ~t't2

For any collection (r}, n}, ... , r a , n,,) and index t such that t ~ t}, where nt1 ­

n* := max{nl' ... , n a }, nt1+1 f:. n*, we set

Remark.
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H the index t 1 is not uniquely defined, then the above expression for
E(l)(rl' n}, ... , r", n"j t) is automatically equal to O.
Then we have: A..,.,n. (1) =

For fixed index s consider the expression for A""2,n.(m) in the following form:

X [(ru + ... + r U2 )m - (ru+l + ... + r U2 )m] Dr.+1,n.+l ...Dr"n,'

As earlier, we have an identity:

L (-l)UBu_,,(r"+l,n,,+l, ... ,rj,nj) {(ru + ... +rU2 )m -(ru+l + ... +rU2 )m] =
Ul ~U~U2

L (-l)u1]*(ru -h nu-I, ... , r,,+l, n,,+l )1]*(ru , nu , ... , ri, ni)(ru + ... + ru,)m.
"+1~u~u2

For some fixed index s, any collection (r,,+l, n,,+l, ... , ri, ni) and an index u such
that s + 1 ~ u ~ U2, where n U2 = n* = max{n"+b ... , nä}, n u2+1 '=F n·, we set:

Now the coefficient for D r1 ,"1 ...Dr"n, in the expression of the swn
L: A""I,n-(1)A'Y2,n·(m) ia equal to L: Ft ,", where
~,b t<u
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+E(l)(rl' nl, ... , rt+I, nt+l; t)E(2)(rt+~,nt+2, ... , r,;, n,;; u) + ...
... + E(l)(rI, nl, ... , ru-I, nu-I; t)E(~)(ru,n .. , ... , r,;, n,;; u).

As earlier, we obtain, that Ft,u = 0, if u =f:. t +1. Therefore,

L A'"(1,n·(1)A'"(2,n·(m) =
'"(1,1'2

1'1+1'2='"(

X7]*(rt+h nt+I, ... , r", n,,)(rtl + ... + rt)(rt+l + ... + rt2)m.

Now our proposition can be deduced from the following formulae:

L C~~~n.;oB"Yo,n.(m)C~~~n. =
1'1,"Y0,"Y2EQ

"Yl+"Y0+"Y2="Y

7.12. Let No = N(R, va) be the natural number from the Proposition 4.4.

Proposition. H n* < No, then

Proof.

The arguments of the Lemma n.7.9.1 give the following lemma
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Lemma. Hrl +... + rlJ ;::: SIr·, then

Dr1,nl ...Dr.,n. E .c lJo - 1(vo) ® k + C. ® k,

wbere S = miniSI + 1, so}.

Then the slight modification of the proof of Proposition 7.9.1 implies our Propo­
sition.

7.13. Proposition. H"Y;::: sor·, then

Proof·

We have the following analogue of the Lemma n.7.12:

Lemma. H s ~ 2 and r1 +... + rlJ ;::: sor·, then

Dr1,nl···Dr••n. E .c lJo - 1(VO)J1(O"ep) + JlJo+1(O"ep).

Proof.

Let (s + 1)r· > r1 + ... + rlJ ;::: sIr·. H SI + 1 ;::: So, then

therefore,
Dr1,nl···Dr.,n. E .c lJo - 1(VO)J1(OlJep) + JlJo+1(OlJep).

If SI + 1 < So, then we have rlJ ;::: (so - (SI + 1))r· , therefore,

Dr.,n. E .c"o-l(VO) ® k + JIJO-1J1(OlJep)

and we obtain the conclusion of our Lemma.
From this Lemma it follows that

A"Y,n· =- ~ D"Y,n· mod (.c lJo - 1 (vo)J1(OlJep) + JlJo+1(O"ep))

(D-y,n- = 0, if "Y ~ R).
The same arguments show that

A-y.n-(1) =-~ D"Y,n- mod(.clJo - 1(VO)J1(OlJep) + JlJo+1(O"ep»'

7.14. Proposition. Let "Y :::; sor·, n· ;::: No. Then

Proof.
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7.14.1. Lemma. Let n* 2:: No . Tben tor any i E Mp - 1(R) (e.I. 7.4.3) we bave:

n-

A'Yl n - (1) [t~'Y-r- (q-l)] p

Proof·

Lemma 7.5.4 (e.f. also n.7.11.5) gives

1
A'Y n-(1) = --:FR n-(i,O)modJ"o+l'

. t r*'

where the elements :FR,n- (i, 0) were defined in n.5. H i ~ Vo, then

A'Ytn -(1) E r,~,O~ \&) kmod(C"o+l \&) k).

Therefore, A'Ytn-(1) E r,"o-l(VO) \&) k for i 2:: Vo (e.f. 7.7(a)).
H i < vo, then

(e.f. 7.4.3). Therefore,

n-

e L [t~r-(p-,,)pNO]P J"(O,,ep).

l~"<,,o

7.14.2. Lemma. Hn* 2:: No, then

n-

B'Y,n- (1) [tql'Y-r-(q-I)] PEr ()A +L."o-l Vo .ep

+ L
Proof·

The arguments of the proof of the proposition 7.12 give

C~~~. [Wyn. E ('0-1 (vo)A••p+ L [t'7-r· J.(O••p) + J•• ,
l~,,<'o

where C~:~_, i = 1,2, were defined in n.7.11.4.
From the Proposition 7.11.4, it follows that

\
\

"1'1 ,"1'0 t "1'2
"1'1 +"1'0+"1'2="1'

The set {i I B'Ytn - =F °}is finite. Now our Proposition ean be proved by induction
on i from the above equality.
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7.14.3. Lemma. For any 1 ~ m < p and n· 2:: No we bave:
(a)

n-

A'1',n-(m + 1) [t~'1'-(m+l)r-(q-l)]P E

n-

" [-r- (p_a)pNo] P (0) JE .c"o-l(vo)A"ep + L...J t 1 J. "ep + "0;
l~.<"o

(b)

Proof·

This statement can be proved by an induction on m.
Assume that this is proved for same m such that m +1 < p. Then we have from

Proposition 7.11.4 that

'1'1,'1'0,'1'2
'1'1+'1'0+'1'2='1'

By an induction on " BS in the above Lenuna, we obtain that

n-

[t~r- (P_"l)pNO] p

)~"l ,"2 <"0

n-

Multiplying both sides of this expression by [t~r-(q-l)]p we obtain the formula

(b) of our Proposition. The formula (a) follows now from Prop. 7.11.5.

7.14.4. Lemma. Let 1 ~ m < p, n· 2:: No, then

(m + 1)A.y,n.(m + 1) [t~.,.-(m+J)r.(q-l)r·· = --yB.,.,n.(m) [t~.,.-(m+l)r.(q-l)r··

Proof. This follows from the above Lemma, relation of Proposition 7.11.5 and a

trivial remark that, for any 1 > 0, A'1',n- (1), C~~~_, C~~~_ E J).
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7.14.5. Lemma. H 1 ,5; m < p and n* ~ No, tben

Proof·

This Lemma can be deduced from the relation of Proposition n.7.11.4 in the
same way, as Lemma 7.14.4 was deduced from Proposition 7.11.5.

7.14.6. In order to finish the proof of our Proposition we remark that

n·

Al'.n. [t~l']P =
n· n·

= L A...".n.(m) [t~...,,-mr·(q-l)]P mod [t~...,,-pr.(q-l)]P J1(Ou.p).
l~m<p

By the condition , ,5; sor*, we obtain:

q, - pr*(q - 1) ,5; q(p - l)r* - pr*(q - 1) = -r*(q - p) ,5; -r*(p - l)pNo

(we have: q = pN and N > No, c.f. n ).
Therefore, the above equivalence is valid modulo

and the above lemmas give the fonnula of our Proposition.

7.15. Proposition. For any, E Mp - 1(R) we bave:
(a) if 1 > sor*, tben

A('Y)o [tr'Y]q =- rl.:FR,N(-y, 0) [tr'Y-ro
(q-l)r

mod (.c"O-l(VO)Jl + L t-r·(p-")J"(O,,ep) + J"0+1) ;
l~a~"o

(h) if 1 ~ sor., tben
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Proof·

This follows immediately from the above propositions 7.12-7.14 and the fonnula
of the Prop. 7.11.3.

7.16. Let I be an ideal in r, such that (c.f. n.7.10)

and let X~' E A"ep be the element from Proposition 0.7.11.1.

Proposition. Tbe fjeld oE definition oEX~' mod I A"ep bas upper ramification num­
bers< Vo over K, if and only if :FR,N(" n) E I ® k for, ~ 0 and 0 ::; n < N.

Proof.

By the definition,
X~,(q) - X~' = L A(80)~pm),

ott;m<N

where (c.f. n.7.11.2)

L A(80)~pm) = L A(,)~m [t~,]qpm =
O~m<N ,EQ

O~m<N

L :FR,N(-r,m) [t~..,-r.(q-lrp~ + L :FR,N("m) L [t~..,-mlr.(q-lrp~
O~m<N O~m<N ml)1
'>"or- '~"or-

Let
'0(1) = maxi , I :FR,N("m) fJ. I for some 0::; m< N }.

I! ,0 < Vo, then q,o - r*(q - 1) < 0 and X~' mod(IA"ep defines the trivial
extension of K;r'

I! ,0 ~ Vo, then q,o - r*(q - 1) > 0 (c.f. n.7.4.3) and the field of definition
of Xi' mod(IA"ep, which we deoote by L"(I) has the largest upper ramificatioo
number equal to ,0. Iodeed, it follows from 0.6.3 that v(L"(I)/K') = q""(o -r*(q-l),
hence

v(L"(I)/K) = q""(o - r*(q - 1) - r* +r* = ,0'
q

Therefore,

This gives the inductive assumption 7.7(a) for 8 * = 80 +1. All other assumptions
are the easy consequences of the above formulae.
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